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Negativity (and Positivity ) in Performance Evaluation:
Three Field Studies

Yoav Ganzach
Tel-Aviv University

Because of a lack of powerful nonlinear models, there is little research about nonlinearity
in performance evaluation in nonexperimental, real-world data. Nonlinearity in 3 real-
world data sets of performance evaluation was examined by using various versions of a
nonlinear model labeled the scatter model. The findings indicate that performance eval-
uations tend to be conjunctive, that is, more weight is given to negative attributes than
to positive attributes. However, this basic tendency disappears when the overall level of
evaluation is high, as a result of inconsistency resolution—the tendency to resolve incon-
sistency between 2 or more aspects of the input information on the basis of an overall

evaluation.

There is much interest in the literature in the subject
of nonlinearity in performance evaluation and, in partic-
ular, in the use of configural integration rules—rules in
which the impact of a given cue depends on its value rel-
ative to the values of other cues (e.g., Fusilier & Hitt,
1983; Hitt & Barr, 1989; Jago, 1978; Stumpf & London,
1981). Two types of configural rules are of major interest
in the domain of performance evaluation, the disjunctive
rule and the conjunctive rule. A disjunctive rule is a rule
in which rating is based primarily on positive attributes,
and a conjunctive rule is a rule in which rating is based
primarily on negative attributes. (The terms negativity
bias and positivity bias are often used to describe these
rules. See Skowronski & Carlston, 1989, and Kanouse &
Hanson, 1972, for a review.) Indeed, there are a number
of studies that have examined whether raters pay more
attention to positive or negative information in perfor-
mance evaiuation. These studies almost unanimously
suggest that the negative information receives more at-
tention (Bolster & Springbett, 1961; Brannick & Bran-
nick, 1989; Hamilton & Huffman, 1971; Hollman, 1972;
London & Hakel, 1974; London & Poplawski, 1976;
Webster, 1964; Wyer & Hinkle, 1976; see DeNisi,
Cafferty, & Meglino, 1984, for a review).

All previous studies that examined for nonlinearity in
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performance evaluation, and for disjunction-conjunc-
tion in particular, were laboratory studies. In those stud-
ies, the cues on which evaluations were based were usu-
ally nonrepresentative in that intercue correlations were
zero (e.g., Ogilvie & Schmitt, 1979; Weldon & Mustari,
1988), the setting was usually artificial, and participants
were aware that they were involved in an experiment.
Therefore, in this article, I investigated nonlinearity in
performance evaluation on the basis of field data. This
investigation is important for two reasons. First, it offers
practitioners simple procedures for understanding the
processes underlying performance evaluation in their or-
ganizations on the basis of routinely collected internal
data, without resorting to complex experimental proce-
dures. Second, it overcomes the problem of external va-
lidity, which is viewed by many researchers as a serious
drawback in laboratory research about performance
evaluation (e.g., Bernadin & Vilanova, 1986; Campbell,
1986; Guion, 1991; Guion & Gibson, 1988; Iigen & Fav-
ero, 1985).

What is the reason for the lack of research about reli-
ance on nonlinear strategies outside of the laboratory?
In my view, the reason is the lack of powerful nonlinear
models that are appropriate for studying nonexperimen-
tal field data. Field data are usually characterized (once
attributes are rescaled to have a positive correlation with
the criterion ) by positive intercorrelations between attri-
butes. When intercorrelations are positive, it is difficult
to discriminate among different models in general, and
among linear and nonlinear models in particular. In this
case, the predictions from the different models are highly
correlated, and the power of tests aimed at discriminating
between the models is quite low (Einhorn, Kleinmuntz,
& Kleinmuntz, 1979).
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Recently, however, a nonlinear model that has the po-
tential of detecting nonlinearity in field data was intro-
duced by Brannick and Brannick (1989) and was further
developed by Ganzach (1993, 1994b; Ganzach & Czacz-
kes, 1995). Therefore, in the current research this model,
labeled the scatter model, was used to investigate nonlin-
earity in various nonexperimental data sets that were ob-
tained in field settings.

The article is organized as follows: First, I describe
the data sets that were analyzed. Second, I analyzed
these data sets by using two versions of the scatter
model—the simple version and the multiple-scatter
version. Finally, I used these two versions to analyze
some effects associated with the relationship between
nonlinear strategies and inconsistency resolution,
namely, the tendency to resolve inconsistency between
two or more aspects of the input information on the
basis of an overall evaluation (Ganzach, 1994a).

Data Sets
Employee Evaluations

Psychologists evaluated 448 candidates for a technical
job on four attributes (cognitive skills, technical skills,
working style, and personality ) using a 9-point scale with
1 representing a very positive evaluation and 9 represent-
ing a very negative evaluation. The attribute scores were
determined on the basis of interviews and standard tests.
In addition, the psychologists provided a general evalua-
tion of the candidate on a similar 9-point scale.

Student Evaluations

Applicants for the medical school at the Hebrew Uni-
versity of Jerusalem are interviewed by a committee of
three faculty members. Each faculty member evaluates
the candidate according to 13 attributes on a 10-point
scale with 1 representing a very positive evaluation and
10 representing a very negative evaluation ( the attributes
pertain primarily to personality characteristics such as
persistence, consistency, sociability, morality, maturity,
and motivation, or to behavioral characteristics in the in-
terview, such as tension, reaction to authority, emotional
tone, and intellectual responsiveness) and subsequently
provides a general evaluation on a 5-point scale with 1
representing a very positive evaluation and 5 representing
a very negative evaluation. The data set contains 1,577
evaluations of 638 candidates ( observations with missing
values, either on the attributes or on the general evalua-
tion, were excluded from the data set).

Class Evaluations

This data set contains students’ class evaluations at the
Hebrew University of Jerusalem in the spring semester of

1993. The data set contains 14,905 evaluations of 2,168
classes (observations with missing values were excluded).
The evaluations are completed at the end of each semester
in each of the classes taught at the Hebrew University of
Jerusalem. The results of these evaluations are used, among
other things, for faculty promotion decisions, so great care
is taken by the university in the collection and the process-
ing of the data. The form used to obtain the evaluations is
standard. Ten questions on the form pertain to the evalua-
tion of specific class attributes, that is, to the extent to which
{a) “the course developed [ the student’s] reasoning and an-
alytical abilities,” (b) “the tutorial-laboratory added to the
understanding of the lectures,” (¢) *“the homework added to
the course,” (d) “the course was planned and organized,”
(e) “the readings added to [the student’s] understanding of
the course material,” (f) “the lectures were interesting,” (g)
“the teacher lectured in a clear and organized manner,” (h)
“the professor achieved the right mix between lecturing and
student participation,” (i) “the professor answered and re-
sponded to comments and criticism,” and (j) “the professor
treated the students properly.” In addition, there are two
general evaluation questions, one pertaining to the course
(“What is your general evaluation of the course?””) and one
pertaining to the professor (“What is your general evalua-
tion of the professor?”). All evaluations are expressed on a
20-point scale with 1 representing a very negative evalua-
tion and 20 representing a very positive evaluation.

The Simple Version of the Scatter Model
Overview

Consider an overall evaluation of two job candidates
on the basis of two equally important attributes. The two
candidates have the same mean score; however, one has
two moderate scores and the other has one high score and
one low score. If judgments follow a linear rule, the two
candidates would receive a similar evaluation. However,
if judgments follow nonlinear, or configural, rules, the
evaluations of the two candidates may be different. If they
follow a disjunctive rule, the high-scatter candidate, the
candidate characterized by high discrepancy between at-
tribute values, would receive a higher score. If they follow
a conjunctive rule, the low-scatter candidate would re-
ceive a higher score.

The two-candidates example illustrates the relation-
ship between scatter and prototypical nonlinear strate-
gies in a two-attribute case. When the number of attri-
butes is larger, reliance on such nonlinear strategies can
be estimated by various versions of a model that takes
into account the scatter(s) among the various attributes.
The simplest version of this model is given by

i=1
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where Y is the overall evaluation, X;s are the evaluations
of the various attributes, and SXT is the scatter, defined
as

5 -]

i=1

where X is the mean X; within each profile,
X_ = z X, i/ m.
i=1

The X;s are standardized and rescaled (if necessary) to
have a positive correlation with Y.

This model represents judgment by two elements: the
elevation of each profile—a weighted average of the attri-
bute values—and the scatter of the profile—the standard
deviation of the (standardized) attribute values around
the profile mean (see Cronbach & Gleser, 1953, for treat-
ment of the concepts of elevation and scatter). The in-
fluence of the profile’s scatter on judgment is indicative
of reliance on disjunctive or conjunctive rules. If a dis-
junctive rule is used, scatter will be positively related to
judgment, whereas if a conjunctive rule is used, scatter
will be negatively related to judgment.

Analyses

On the bastis of Equation 1, four regressions were esti-
mated, one for each of the four evaluation tasks (class
evaluations included two evaluation tasks: evaluation of
the course and evaluation of the professor). Prior to the
analysis (as well as the other analyses reported in this
article), Blom’s transformation (Blom, 1958; Tukey,
1962) was performed on the data to reduce skewness.
Such a transformation is recommended in the study of
the performance of nonlinear models (Goldberg, 1976).
However, the analyses reported below were performed on
the untransformed data, and the statistical conclusions
were similar.

For all four tasks, the scatter coeflicients were signifi-
cantly negative (p < .0001), which indicates reliance on
conjunctive strategy. Thus, the results of the analyses of
these field data are consistent with previous laboratory
experiments that showed that people assign higher
weights to negative information than to positive informa-
tion in performance evaluation.

To supply the reader with an idea of the magnitude of
the effects, I calculated the partial correlation between
scatter and rating, controlling for elevation (attributes’
values). The partial correlations of each of the rating
tasks are given in column 2 of Table 1. (The results of
these analyses are obviously similar to the results of the
analyses based on the scatter coefficient.)

In previous research, nonlinear models were evaluated

by comparing their cross-validated fit to the cross-vali-
dated fit of the linear model (e.g., Einhorn, 1970, 1971;
Goldberg, 1971). The cross-validated multiple corre-
lations squared of the linear model and the simple version
of the scatter model appear in Table 2. (These are the
averages of the two cross-validated multiple correlations
squared that resulted from dividing each data set by an
odd-even split and using each half once as a modeling
sample and once as a holdout sample.) It is clear from
these results that the cross-validated multiple corre-
lations squared of the scatter model are higher than those
of the linear model. Although the difference between the
two sets of multiple correlations squared is not large, it is
important to note that even small differences in model
fit may be associated with large differences in underlying
strategies. It is well-known that because the linear model
is quite robust to deviations from linearity, it gives a good
fit even to judgments that are generated by nonlinear
strategies ( Dawes & Corrigan, 1974; Johnson, Meyer, &
Ghose, 1989).

The Multiple-Scatter Version
Overview

The simple version of the scatter model does not take
into account the structure of the attribute information
and, in particular, the dimensional structure of this
information. No knowledge about the nature of the
judgment task is needed to examine for configurality;
a simple cookbook approach is used in which scatter
information is aggregated and represented by a single
general scatter term. '

However, when attributes are (perceived to be) orga-
nized in dimensions, the configural impact of an attri-
bute belonging to a certain dimension may be deter-
mined more by its position relative to attributes belong-
ing to that dimension than by its position relative to
attributes belonging to other dimensions. Thus, config-
urality may be associated more with intradimension scat-
ters than with a general scatter. In addition, except for
intradimension scatters, configurality may also be associ-

Table 1
Partial Correlations Between Rating and Scatter

Partial correlation

Task Entire data set High haif Low half
Employee evaluation —.175%* —.067 —.256%*
Student evaluation —.162** -.075 —.176**
Professor evaluation —.090** .136** —.256**
Course evaluation —.096** .016 —.194**

** p <.0001.
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Table 2
Cross-Validated Fit of the Linear Model and the Simple
Version of the Scatter Model

Cross-validated R?

Task Linear Scatter
Employee evaluation .859 .863
Student evaluation 604 617
Professor evaluation 818 .820
Course evaluation 739 741

ated with interdimension scatter, which represents the
scatter between the dimensions. For example, Ganzach
(1994a) studied ability judgments based on two dimen-
sions (motivation and intelligence), éach characterized
by two scores, and showed that the configural intradi-
mension relationships (the gap between the scores) were
different than the configural interdimension relation-
ships. These results suggest that the study of nonlinearity
may be improved by incorporating information about at-
tribute dimensionality.

The version of the scatter model that takes into ac-
count the impact of the dimension structure on config-
urality is labeled the multiple-scatter version. This ver-
sion is expressed as

Y=a+ 2 B:X;+ 2 v;SF;+ 86 SFT, (2)

i=1 j=1

where m is the number of attributes, » is the number of
dimensions, SF; is the intradimension scatter of Dimen-
sion j, and SFT is the interdimension scatter.

SF; is defined as

SFj=[% (Xk—F,-)z}”z, (3)
k=1

where g; is the number of attributes associated with Di-
mension j (the summation is on the attributes associated
with Dimension j), and F; is the mean of the g; attributes
associated with Dimension j.

SFT is defined as

SFT=[§ (E—F‘)2]“2, (4)

J=1

where F is the mean of the dimensions, defined as
_ 12
F==—2XF,.
no
In these equations, the F;s are standardized, and if they
have a negative correlation with the judgment, they are
rescaled to have a positive correlation.

Analyses

A factor analysis of the three data sets showed that only
the class-evaluation data set had a simple factor structure
that was appropriate for an analysis by the multiple-scat-
ter model. Therefore, in this section, this data set was an-
alyzed by the multiple-scatter version.

A principal-components analysis with a varimax rota-
tion of the class-evaluation data set revealed two dimen-
sions. The first dimension was associated with attributes
(the first five attributes) that were primarily related to the
course (and were less related to the professor), and the
second dimension was associated with attributes (the last
five attributes) that were directly related to the professor.
Indeed, in the class-evaluation questionnaire, the first five
attributes are labeled the level of the course, whereas the
last five attributes are labeled the level of the teaching.

To estimate the multiple-scatter version, the value of each
of the two dimensions was determined by averaging across
the scale scores associated with it; the value of each intradi-
mension scatter was determined from the deviations of the
dimension attributes from their mean (Equation 3); and
the value of the interdimension scatter was determined
from the deviations of the dimension values from their
mean (Equation 4). Subsequently, both course evaluation
and professor evaluation were modeled using Equation 2.
That is, both were modeled as a function of the ten attri-
butes, the interdimension scatter (SFT), the ten intradi-
mension scatters, the scatter associated with the first dimen-
sion (SF,), and the scatter associated with the second di-
mension (SF;).

The scatter coefficients of the professor model and of
the course model, as well as the standard errors of the
estimates, are presented in columns 2 and 4 of Table 3.
These data indicate that the coefficient of SF, was sig-
nificantly negative (p < .0001) in both the professor
model and the course model. However, whereas in the
professor model the coefficient of SF, and the coefficient
of SFT did not differ significantly from zero (p > .1),
in the course model both coefficients were significantly
negative (p < .0005 and p < .0001, respectively). Thus,
whereas the simple version of the scatter model did not
reveal any important differences in nonlinearity between
the evaluation of professors and the evaluation of courses
(the partial correlation between scatter and evaluation
was quite similar in the two evaluation tasks; see column
2 of Table 1), substantial differences did appear when the
data were analyzed by the multiple-scatter version.

What is the reason for these differences in nonlinear-
ity? First, the difference between the two models with
regard to the intradimension scatter coeflicients is due
to the fact that the inconsistency (i.e., scatter) associ-
ated with the first dimension is primarily relevant to
the evaluation of the course, whereas the inconsistency
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Table 3
Scatter Coefficients of Professor and Course Multiple-Scatter Models
Professor model Course model
Without course With course Without professor With professor

Term evaluation evaluation evaluation evaluation
SF, —.007 .009 -.050 —.047

(.012) 011) (.013) (.013)
SF, —.200 —.173 —.088 —.004

(.140) (.013) (.017) (.016)
SFT -.022 .013 —.112 —.103

(.140) (.013) (.016) (.015)

Note. Numbers in parentheses are standard errors. SF, = intradimension scatter associated with the ﬁmt
dimension; SF, = intradimension scatter associated with the second dimension; SFT = interdimension

scatter.

associated with the second dimension is primarily rel-
evant to the evaluation of the professor. Second, the
difference between the professor model and the course
model with regard to the interdimension scatter co-
efficient is most likely due to the tendency to assign
higher weights to positive (vs. negative) information
when evaluating human objects than when evaluating
nonhuman objects (Ganzach, 1993). This difference
between the evaluation of human objects and nonhu-
man objects is associated with the person positivity bias
(Sears, 1983), the tendency to evaluate human objects
more favorably than nonhuman objects. Indeed,
Sears’s original finding that the overall evaluation of
professors was more favorable than the overall evalua-
tion of courses was replicated in my data, in which
both evaluations were given on the same scale. The
mean course evaluation in my data was 15.01 (SD =
2.61), whereas the mean professor evaluation was
15.49 (SD = 3.01). The difference between them was
significant at p < .0001.

The differential impact of the various scatters on the
evaluation of professors and on the evaluation of courses
can be demonstrated by adding the course evaluation to
the professor model and the professor evaluation to the
course model. Columns 3 and 5 of Table 3 present the
relevant scatter coefficients and their standard errors. It is
clear from Table 3 that when the professor evaluation was
added to the course model, the coefficient of SF, became
nonsignificant (p > .1), whereas the coefficients of SF;
and SFT changed very little. In contrast, it is also clear
that adding the course evaluation to the professor model
had little influence on the scatter coefficients. The path
model that summarizes these results is given in Figure
1. This model suggests that interdimension inconsistency
and inconsistency in the first dimension have an effect on
course evaluation but have no effect on professor evalua-
tion and that inconsistency in the second dimension has
an effect on professor evaluation but has no (direct) effect

on course evaluation. However, inconsistency in the sec-
ond dimension has an indirect effect on course evalua-
tion, which is mediated by the effect of professor evalua-
tion on course evaluation.

In summary, the preceding analyses show that the sim-
ple version of the scatter model may be only a crude rep-
resentation of nonlinearity in performance evaluation.
Although the central feature of this nonlinearity, that is,
conjunctive integration, is captured by this model, the
intricate relationships between the inter- and intradimen-
sion scatters and the evaluated objects are captured by
only the multiple-scatter model. This model shows that
conjunctive integration depends on the particular dimen-
sion and the particular object.

Nonlinearity and Inconsistency Resolution

Inconsistency resolution (Ganzach, 1994a) refersto a de-
cision strategy by which inconsistency between two or more
aspects of the input information is resolved on the basis of
other aspects of the information (see Lynch & Offir, 1989,
and Slovic, 1966, for examples of inconsistency resolution).
In particular, an (initial) overall evaluation may affect the
weight of positive versus negative attributes (Ganzach,
1993). If this evaluation is high (low), relatively more
weight is given to positive (negative) information than to
negative (positive) information (Ganzach, 1994a). To
demonstrate the implication of this type of inconsistency
resolution for the relationship between scatter and rating,
consider the following two pairs of job candidates judged
on the basis of two equally important test scores. One pair
consisted of two candidates with similar and high mean
scores, which differed in the discrepancy between the two
scores. The other pair consisted of two candidates with sim-
ilar and low mean scores, which also differed in the discrep-
ancy. Inconsistency resolution suggests that in the first pair,
the candidate with the higher discrepancy would receive a
higher rating. (If the resolution were based on the fact that
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SF,
T-019 (
. 004)
SF -.056 (.004) Professor .415 (.009) Course
2 evaluation evaluation
LIS
SFT
Figure.l. A schematic path diagram representing the effects of the inter- and intradimension

scatters on course evaluation and on professor evaluation. The numbers above the arrows are
the path coefficients, and the numbers in parentheses are their standard errors. Note that the
diagram presents only the effects that are relevant to the analysis reported in the text (the
nonlinear effects). SF, = intradimension scatter associated with the first dimension; SF, =
intradimension scatter associated with the second dimension; SFT = interdimension scatter.

the mean score is high, the higher score would receive heav-
ier weight.) This model also suggests that in the second pair,
the candidate with the higher discrepancy would receive a
lower rating. (If the resolution were based on the fact that
the mean score is low, the lower evaluation would receive
heavier weight.) Thus, inconsistency resolution suggests
that the relationship between scatter and rating would be
more positive for strong candidates than for weak candi-
dates. This is demonstrated below with both the scatter of
the simple version and the scatters of the multiple-scatter
version.

Effect of Overall Evaluation on the Relationship
Between the Scatter of the Simple Version
and Rating

To investigate this effect, I divided each of the three
data sets into two parts by a median split. One part (the
“high” half) contained the targets that received high eval-
uations, and the other part (the “low” half) contained
the targets that received low evaluations. (In the class-
evaluation data set, two median splits were performed,
one for professor evaluations and the other for course
evaluations.) As expected from inconsistency resolution,
the data indicate that the relationship between scatter
and evaluation was more positive when the level of evalu-
ation was high than when it was low. Columns 3 and 4 of
Table 1 present the partial correlations between scatter
and rating, controlling for attribute values. The inconsis-
tency resolution hypothesis is strongly supported by these
results. For three of the tasks, the partial correlation be-
tween scatter and evaluation was significantly negative in
the low halves (p < .0001) and was nonsignificant in the

high halves. In the professor-evaluation task, the effect
was even more dramatic. Whereas the correlation be-
tween scatter and evaluation was significantly negative in
the low half (p < .0001), it was significantly positive in
the high half (p < .0001). Thus, although the relation-
ship between scatter and evaluation may have been nega-
tive for the entire sample (see the analyses that were
based on the scatter version ), a more refined analysis re-
vealed that this relationship was significantly negative
only for weak targets. For strong targets, this relationship
was not significantly negative, and it may even have been
positive.

Effect of Overall Evaluation on the Relationships
Between the Scatters of the Multiple-Scatter Version
and Rating

Inconsistency resolution is also apparent when intra-
and interdimension scatters are correlated with rating.
The partial correlations (controlling for elevation) be-
tween the ratings and the three scatters are presented in
Table 4. It is apparent that for the low halves all the par-
tial correlations were strongly negative, whereas for the
high halves most of these correlations tended to be posi-
tive. Again, the relationships between the various scatters
and overall evaluation suggested by these analyses were
more complex than the relationships suggested by the
previous analyses based on the multiple-scatter version.

The strength of inconsistency resolution can be esti-
mated from the difference between the partial correlation
in the high half and the partial correlation in the low half
(the partial correlation difference). First, note that in-
consistency resolution, as described above, suggests that
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’Il;zl:tl?a? Correlations Between Rating and the Three Scatter Terms of the Multiple-Scatter Model
Entire data set High half Low half
Task SF, SF, SFT SF, SFT SF, SF, SFT
Professor evaluation —.042%* —.123** —.035%* —.067** 083 .106** —.144%* —.231%* —.173**
Course evaluation —.061** —.064** —.076** 031* -.027* 013 —.156%* —.089** —.139**

Note. SF, = intradimension scatter associated with the first dimension; SF, = intradimension scatter associated with the second dimension; SFT

= interdimension scatter.
*p<.0l. **p<.000l.

the partial correlation difference would be positive. The
data indicate that this was indeed the case. For SF,, the
differences were .077 and .187 for professor evaluation
and for course evaluation, respectively. For SF,, the
differences were .314 and .062, respectively. For SFT, the
differences were .279 and .152, respectively.

Second, because the first dimension is more relevant to
course evaluation and the second dimension is more rele-
vant to professor evaluation, it is likely that with regard to
SF,, inconsistency resolution would be more pronounced
in the evaluation of courses, but with regard to SF,, incon-
sistency resolution would be more pronounced in the eval-
uation of professors. Because the partial correlation differ-
ence represents the strength of inconsistency resolution, this
prediction can be tested by examining the magnitude of the
partial correlation difference foreach of the two scatters and
each of the two evaluation tasks. Indeed, the data indicate
that the partial correlation difference was higher for course
evaluation than for professor evaluation with regard to SF,
and was higher for professor evaluation than for course eval-
uation with regard to SF;.

Discussion

The results of the analyses of the three data sets indi-
cate that in a variety of real-world performance evalua-
tion tasks, rating does not follow a linear rule. Substantial
nonlinear effects did exist in all three data sets that were
examined.

In agreement with previous laboratory work, there is a
basic tendency for performance evaluations to be con-
junctive, that is, to exhibit a negativity bias. However, it
is important to note that this basic tendency may be mit-
igated by a number of factors, such as whether the evalu-
ated object is human or nonhuman (e.g., professor or
course) and whether the general evaluation of the object
is positive or negative (e.g., good or bad professor; see
Ganzach, 1993, for other examples). These conditions
could be further explored in future research. For exam-
ple, on the basis of research on the effect of justification
of rating on the level of rating (Decker & Cornelius,
1981), it could be hypothesized that the tendency to be

conjunctive or disjunctive may be influenced by a re-
quirement to justify the rating.

A number of nonlinear models were used in previous re-
search to detect nonlinear strategies in rating, and disjunc-
tive—conjunctive strategies in particular. Einhorn’s (1970)
hyperbolic and parabolic models are the most well-known
nonlinear models, but other models were also examined
(e.g., Brannick and Brannick, 1989; Goldberg, 1969, 1971;
Johnson et al., 1989; Weldon & Mustari, 1988; Wiggins &
Hoffman, 1968). Although these models did provide some
evidence for reliance on nonlinear rules, they failed to de-
tect systematic nonlinear rules in judgments that were
based on nonorthogonal stimuli (Goldberg, 1971). The
scatter model fares better than these alternative models be-
cause it is more powerful in detecting nonlinearity if the
underlying strategies are indeed conjunctive or disjunctive
(Ganzach & Czaczkes, 1995).

Finally, what are the practical implications of this re-
search? It is clear that the analysis of rating with the scatter
model can supply raters with insights that they may not
have (Nisbett & Wilson, 1977) about their tendency to be
disjunctive or conjunctive. However, are these insights im-
portant in view of the meager incremental variance ex-
plained by the scatter terms? My view is that this is still an
important insight, because raters often face the task of rat-
ing a set of alternatives that are roughly equal in value.
These sets are characterized by a lack of dominant alterna-
tives and negative interattribute correlations. In such sets,
the difference between linear and nonlinear models may be
quite large (Curry, Louviere, & Augustine, 1981).

The understanding of the nonlinear elements of rating
is particularly important when some information about
the relationship between the attributes and the criterion
does exist, and raters could be provided with information
about the gap between the nonlinear aspects of their rat-
ing and nonlinearity in the environment. Although some
evidence does exist that nonlinearity characterizes judg-
ment more than it characterizes the environment
(Brehmer, 1972), the question of whether the strong non-
linearity that exists in performance evaluation exists in
the environment as well is open for future research.
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