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This document presents my research accomplishments and objectives as of Spring
2002. The document references and lists most of my publications, so it also serves
as an annotated list of publications. In addition, Section 8 discusses my teaching and
describes a textbook that I have written.

Most of my recent and current research focuses on discrete and computer-archi-
tecture-related issues in numerical linear algebra. Section 1 describes my work on
combinatorial preconditioning; Section 2 describes my work on parallel algorithms in
numerical linear algebra, and Section 3 describes work on cache-efficient and out-of-
core algorithms. Section 4 describes work on sparse direct linear solvers. I plan to
continue this research effort in the future.

My work on algorithms in numerical linear algebra is motivated both by a desire to
find techniques and solutions that are relevant to computational scientists, and by a de-
sire to understand fundamental issues. Consequently, some of my work is theoretical,
some is experimental, and some combines both. Making solutions relevant to compu-
tational scientists often requires the implementation of algorithms in the form of robust
and easy-to-use algorithmic libraries. I have produced several such codes: I participated
in the production of a code for IBM’s Parallel Engineering and Scientific Subroutine Li-
brary, and I produced a library of out-of-core dense matrix algorithms called SOLAR, a
library of sparse linear solvers called TAUCS, as well as a number of smaller codes. Ex-
cept for the IBM code, the codes a publicly available. TAUCS, the most recent library,
includes combinatorial preconditioners, incomplete-Cholesky preconditioners, a num-
ber of high-performance sparse direct solvers, and out-of-core sparse direct solvers.
In addition to producing codes that computational scientists can use on their own, I
also collaborate directly with computational physicists and chemists. For example, I re-
cently collaborated with a computational chemist on an electronic-structure calculation
code that required an out-of-core SVD algorithm.

I have also conducted research that is not related to numerical linear algebra. This
includes work on parallel algorithms and parallel-programming systems, described in
Section 5, work on geometric optimization that Section 6 describes, and work on digital
typography that Section 7 describes. My research on digital typography resulted in
another widely-used and widely deployed piece of code, one that is installed and used
on most Linux desktop systems.

1 Numerical Linear Algebra:
Combinatorial Preconditioning

Preconditioners are easy-to-factor (sometimes easy to invert) approximations to the
coefficient matrix of a linear system of equations. An appropriate preconditioner can
dramatically accelerate the convergence of many iterative linear solvers.

In 1991 Vaidya proposed a way to construct and analyze preconditioners using mainly
combinatorial and graph-theoretic algorithms and analyzes. In two of my papers [1, 2, 3]
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I, together with my coauthors, laid out Vaidya’s theory in detail and extended it (Vaidya
never formally published his results). In two other papers my PhD student Doron Chen
and I experimentally investigated the behavior of combinatorial preconditioners. One
paper [4, 5] investigates Vaidya’s original preconditioners. Another paper [6] investi-
gates Gremban-and-Miller’s combinatorial preconditioners, as well as a range of new
combinatorial preconditioners. The work on this last paper is still ongoing.

Our implementations of these combinatorial preconditioners, which are fairly com-
plex to implement, are the only publicly available implementations of these algorithms.
The implementations are part of TAUCS.

Work on other kinds of preconditioners is reported in subsequent sections.
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2 Numerical Linear Algebra: Parallel Algorithms

Some of my work on parallel numerical linear algebra, though not all of it, addressed the
issue of the communication complexity of algorithms. Communication between proces-
sors is expensive on parallel computers, since the communication bandwidth between
processing nodes is typically significantly slower than the local memory bandwidth and
the computational rate within processing nodes. Therefore, algorithms should perform
as little interprocessor communication as possible. I made two fundamental contribu-
tions to this area. One contribution is the discovery that all existing FFT algorithms
perform more communication than is required in order to compute the transform to
within machine precision [7, 8, 9]. With Edelman and McCorquodale, I quantified the
required amount of communication as a function of the required accuracy of the trans-
form, designed an innovative algorithm that performs near-minimal communication,
and implemented and tested the algorithm. Another contribution is the discovery of
communication-optimal dense linear solvers. Together with my PhD student Dror
Irony, I have developed so-called three-dimensional dense linear solvers, which per-
form asymptotically less communication than any existing distributed-memory parallel
solver [10, 11]. We also proved [12] that these solvers are optimal, in the sense that
no schedules of the conventional algorithms perform asymptotically less communica-
tion. Furthermore, we proved that any communication-optimal algorithm requires as
much temporary storage as our new algorithms, and that existing algorithm are optimal
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when no significant temporary storage is allowed. Both of these contributions are cur-
rently only of theoretical interest, since the constants involved are rather high, so the
implementations do not outperform conventional algorithms on practical problem sizes
and machine sizes. However, it is plausible that in both cases the constants could be
reduced, hence making the algorithms practical.

Another significant contribution to parallel numerical linear algebra is the design
and implementation, together with others, of a parallel linear solver for banded sys-
tems [13, 14]. The code that we have developed as part of this project is now part of an
IBM product, the Parallel Engineering and Scientific Subroutine Library.

I also worked on multicolor orderings for distributed-memory parallel incomplete-
Cholesky preconditioners [15] and on parallel shared-memory fill-reducing ordering
algorithms for sparse elimination [16].

More recently, together with my PhD student Dror Irony and with my MSc student
Gil Shklarski, I have been working on novel implementation techniques for parallel
sparse direct factorization algorithms [17]. More specifically, we have been investigat-
ing the use of a randomized dynamic scheduler and the use of recursive data layouts.
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3 Numerical Linear Algebra: Locality of Reference

Nearly all computers today have hierarchical memories, in which a small fraction of the
memory is fast and the rest is slower. To achieve high performance, it is essential to
reduce the number of accesses to slow memory (cache misses, which are accesses to
main memory, and I/O, which accesses the even slower disks). I have investigated ways
to reduce cache misses (and/or I/O) in several numerical-linear-algebra algorithms.

In [18, 19], Leiserson, Rao and I developed a technique to reduce the asymptotic
number of cache misses in multilevel linear relaxation, such as multigrid V cycles. The
constants in this technique are quite large, so it appears to be mainly of theoretical
interest. In another paper, [20][21, Chapter 10], I proposed a technique to reduce the
number of cache misses in the Conjugate Gradients algorithm. The technique, which
is essentially a symbolic technique for deriving multistep methods, suffers from two
numerical problems that prevent it from being widely deployed.

In [22], I showed that a recursive schedule for the LU factorization with partial
pivoting of a dense matrix ensures an asymptotically optimal number of cache misses.
The paper also shows that the cache-efficient schedules that were used up to that point
perform more cache misses, both asymptotically and absolutely. This paper has been
fairly influential: it led to the development and implementation of many other recursive
dense-matrix algorithms, by Gustavson, Elmroth, Jonsson, Waśniewski, Whaley, and
others. In particular, ATLAS, a widely-used library uses recursive formulations of sev-
eral key algorithms. I have implemented a parallel out-of-core version of the pivoting
LU algorithm in the publicly-available library SOLAR [23].

In [24, 25], I investigated ways to speed up a fundamental subroutine in many linear-
algebra computations, the multiplication of a vector by a sparse matrix. The paper
focused on both memory-system issues and on instruction-level parallelism.

In [26], my coauthors and I used loop transformation techniques to reduce cache
misses and improve performance in a histogramming code.

More recently, I have been working on I/O efficient schedules for sparse matrix
factorization algorithms. In [27], Gilbert and I designed an out-of-core sparse LU with
partial pivoting algorithm. The implementation of this algorithm has just been incorpo-
rated into TAUCS and will be part of the next release of the library (the code is already
used by the applied physics lab in the University of Washington). Together with my
MSc student Vladimir Rotkin, I have designed and implemented an out-of-core sparse
Cholesky algorithm. We are still working on the paper, but the code is already included
in the released version of TAUCS.

I have recently designed and implemented an out-of-core singular value decompo-
sition, which is now part of an electronic-structure calculation code [28, 29]. The code
has been used to generate over 4000 electronic states (eigenvectors) represented on
a mesh with over 2 million points. To the best of our knowledge, this is the largest
computation of this kind ever carried out; the out-of-core SVD has been the enabling
factor in this computation.

The paper [30] surveys I/O-efficient algorithms for many problems in numerical
linear algebra. The paper also presents a simple proof of a fundamental but hard-to-
follow result by Hong and Kung, an I/O lower bound for matrix multiplication.
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4 Numerical Linear Algebra: Sparse Direct Methods

Direct methods solve sparse linear systems of equations by factoring the coefficient
matrix into triangular (and sometimes orthogonal) factors. The desire to represent
explicitly only nonzero coefficient results in difficult discrete problems related to fill
minimization, parallelism, cache efficiency, and data structures.

I have already mentioned three papers that focus on sparse direct methods: the
paper on parallel minimum-degree ordering algorithms, the paper on out-of-core direct
factorizations, and the paper on parallel sparse Cholesky factorization.

My MSc student Igor Brainman and I investigated the use of orderings based on
separators (nested dissection) to reduce fill in sparse LU factorizations with partial
pivoting. The paper [31, 32, 33] shows that on many large matrices, a wide-separator-
based column ordering can significantly reduce fill, memory, and factorization times.
The technique was proposed as a theoretical idea in 1980 by Gilbert and Schreiber but
was never before implemented or tested. Our paper essentially shows that the method
is effective and practical for today’s large matrices (it certainly is ineffective on even
the largest matrices that could be factored in 1980).
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In [34], Gilbert and I compare experimentally a sparse direct solver with state-of-
the art iterative solvers for unsymmetric linear systems. More specifically, the paper
compares a sparse LU with partial pivoting solver to Krylov-subspace iterative solvers
with pivoting incomplete-LU preconditioners. The paper shows that direct solvers are
often more efficient on problems that are considered today large. (As problems grow
larger, the situation may well change.) The paper also proposes an algorithm to prevent
a certain kind of structural breakdown in incomplete-LU factorizations with no fill.
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5 Parallel Systems and Algorithms

As a PhD student, I spent some of my time working on parallel architectures and
parallel-programming systems. This work consisted of research on interconnection
networks [35, 36] and of research on automatic performance prediction of parallel pro-
grams in data-parallel programming languages [37, 38].

More recently, I worked with an MSc student, Yaron Shoham, on a novel parallel
algorithm for searching game trees (e.g., for Chess-playing programs) [39]. The algo-
rithm uses randomization to improve an earlier deterministic algorithm and to generate
parallelism.
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6 Geometric Optimization

As an MSc and PhD student I worked on geometric-optimization algorithms. Some of
my work in this area focused on applying a technique due to Megiddo to the solution
of geometric-optimization problems [40, 41, 42, 43, 44, 45, 46]. A typical problem in
this area is to find the largest copy of a polygon with a given shape that fits into another
polygon. Another part of my work focused on extending Megiddo’s technique in vari-
ous ways, such as applying it to solve nonlinear problems and to solve hard problems
approximately [47, 48, 49, 50].
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7 Digital Typography

I have some work on computer typesetting [51, 52, 53, 54]. The code that I produced
in the context of this research [54] is now part of virtually all the major Linux distribu-
tions, and it is used every time a user prints a document containing text from a KDE
application (e.g., Kmail) or from a Qt application (e.g., the commercial web browser
Opera).
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8 A Few Words on Teaching and on a Textbook

Since I arrived in Tel-Aviv three and a half years ago I have taught one core CS course,
Operating Systems, and two elective courses on parallel computing and high-performance
numerical linear algebra. I have taught the operating-systems course and the parallel-
computing course four times each, and I have taught the high-performance numerical
linear algebra course twice.

The basic high-performance computing course focuses on three core issues: par-
allel architectures, parallel programming, and parallel and cache-efficient algorithms.
The parallel architecture part of the course covers topics that are relevant to algo-
rithm designers and implementors, primarily cache coherence protocols and synchro-
nization mechanisms. The parallel programming part teaches distributed-memory pro-
gramming using MPI and shared-memory programming using both threads and Cilk (an
experimental language). The algorithmic part of the course focuses on dense-matrix
algorithms and on sorting, with theoretical and experimental analyzes of both paral-
lelism and cache efficiency. The students solve several programming assignments that
focus on both distributed-memory parallel programming, on shared-memory parallel
programming, and on improving cache-efficiency.

The advanced high-performance computing course focuses on advanced algorithms
in numerical linear algebra. The algorithms that the course covers include high-perfor-
mance formulations of the FFT, sparse direct methods (including multifrontal and su-
pernodal methods), and fill-reducing orderings.

While teaching the Operating Systems undergraduate course I have discovered that
students suffer from a lack of reference material. Although there are several excel-
lent English-language textbooks on the subject, I have found that reading an English-
language textbook is too difficult for many of the students; as a consequence, many of
them do not consult a textbook, even when one is recommended. Therefore, many
of them do not perform as well as they could. Since my mission is to teach them the
subject matter (as opposed to ensuring fluency in technical English), I have decided to
write a Hebrew-language textbook [55], which was published in Fall 2001.
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[55] Sivan Toledo. Operating Systems. Akademon, Jerusalem, 2001. 209 page, In Hebrew.

� � �

8


