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We have used a stratified sampling version of Knuth’s algorithm [1] for esti-
mating size of backtrack trees to attack several difficult approximate counting
problems, including the problem of estimating the hard-sphere entropy for a
three-dimensional grid lattice.

A number of years ago Knuth developed an approximate counting method in
order to estimate the running time of a back-track program without actually
performing the entire backtrack. The underlying idea is simple. Recall that
any backtrack can be thought of as a search of a tree which backs up to the
first ancestor node having an available choice whenever it is blocked, and
continues doing this until an “answer” is found or all nodes have been exam-
ined. If we imagine that the backtrack is a tree (not necessarily balanced)
then this amounts to a depth first traversal of the tree that stops at a node
satisfying some pre-specified condition. In many situations, it is useful to be
able to estimate how much work will be done before the answer is found, i.e.
to estimate how large the tree is without actually traversing it.

If the backtrack search generated a perfect binary tree, the size of the search
is easy to estimate. Just determine d, the depth of the tree and assume that
the whole tree must be traversed before finding the answer. The amount of
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work is then 27+, the number of nodes in the tree. To determine d, just walk
down one branch of the tree and count the number of steps to reach the leaf.

Amazingly, a simple and obvious-seeming generalization of this idea works
in much more general situations where the tree is not binary or even fixed
degree and the depth is not uniform. A “sample” is a traversal of any path
of the tree, stopping when a leaf is reached. At each step k choose at random
among the ny children of the current node and record n,. After traversing a
path, the estimate obtained for the number of nodes is given by:

Cot = No(1 +n1 (L +na(l1+...)))

Averaging values of ¢;,; over sufficiently many samples gives the estimate.

Knuth’s method can be thought of as an application of importance sam-
pling. For one sample, the number of possible choices for the first &k levels
of the tree is ¢,_1 = ngni...ng_1 and, because of the uniform choice at
each level, the probability of making that particular sequence of choices is
1/c, = 1/(ngny ...ng_1). If the choices were made using some other, non-
uniform probabilities p;, then the estimate for number of leaves at the k"

step would be ¢,_1 = 1/(pop1 - - - Pr—_1)

Non-uniform probabilities have been use with great success in several prob-
lems, including approximating the permanent of a zero-one matrix and count-
ing the number of monomer-dimer covers of a three-dimensional cubic lattice.
In these cases, the backtrack that is sampled is an algorithm for finding a
perfect matchings. The probabilities used were based on Sinkhorn balancing
which, in this application, made use of the fact that the graph was bi-partite.
In more general situations, however, it is not clear how to generate useful
non-uniform probabilities. For example, it is possible to use Knuth’s basic
method to estimate the number of independent node sets in an undirected
graph, but there is no obvious probability to use except uniform weights.

We have used a more general development of Knuth'’s fundamental idea that
was introduced by [2]. Instead of sampling by following one path to a leaf,
each sample follows several intersecting paths, chosen according to a classifi-
cation of nodes into several strata. For example, if the backtrack comes from
some type of search of a graph, then nodes can be grouped in strata based
on number of neighbors. At each step, one sample node is taken from each



stratum and weights are accumulated based on the history of the node. Ac-
tually implementing this method presented interesting challenges in design
of data structures and averaging techniques for avoiding the use of extended
precision.
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