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Extended Abstract

Meshes of high quality are an important ingredient for many applications in scientific computing. An accurate
discretization of the problem geometry with elements of good aspect ratio is required by many numerical methods.
In the finite element method, for example, interpolation error is related to the largest element angle in the mesh
[1]. There is a critical need for algorithms that can generate meshes of provably high quality. For large-scale
problems that require frequent remeshing (such as problems with evolving geometry), these algorithms must run
in parallel on distributed memory machines.

Whereas in recent years great strides have been made in parallel solvers, automatic parallel mesh generation for
arbitrary domains remains an unsolved problem.

Delaunay Refinement has proven useful for generating meshes of good aspect ratio. Provably good working algo-
rithms that generate meshes for arbitrary domains exist in two dimensions. Efficient sequential implementations
are available [2,3]. In three dimensions the problem is more challenging. Recent theoretical results [4] suggest
algorithms to solve the general three dimensional meshing problem, but all sequential implementations available
today can only cope with input that respects large angle bounds.

Delaunay Refinement algorithms generate a Delaunay triangulation of the input vertices. New vertices are then
added to the mesh while maintaining the Delaunay property such that the final triangulation respects the input
boundary and all elements in the mesh satisfy certain quality constraints. The difficulty in Delaunay Refinement
lies in selecting the appropriate vertices to add. In the end a correct refinement algorithm will generate points
such that the vertex density at any point p in the domain is related to the local feature size at p. The local feature
size is a quantity determined purely by the input. Delaunay Mesh Generation and Refinement is a much more
challenging problem than triangulation. The complexity of the problem has only recently been established [5].

The meshing problem is tightly coupled and sequential in nature. The only efficient method known to determine
the local feature size is to actually run an incremental Delaunay Refinement algorithm and look at the vertex
density. This makes parallel extensions to the existing sequential algorithm hard. A single vertex insertion only
changes local parts of the mesh, but in an unstructured fashion.

Rather than extend existing sequential algorithms, in this paper we will present a new fully parallel algorithm to
efficiently generate and refine two dimensional conforming Delaunay meshes on coarse-grain distributed memory
parallel computers.

Our algorithm is based on the optimal parallel triangulation algorithm of Blelloch, Miller, et al. [6]. They use a
projection idea to partition the input among the processors. In their team-parallel approach, initially all input is
distributed arbitrarily over all processors. Then the set of processors is divided recursively. Once a team consists
of a single processor, a fast serial version of the algorithm is executed on each processor.

The key step is the partitioning step, in which a set of edges in the final mesh is determined by a projection
method prior to generating any elements. The input is then split and redistributed among the processors in each
team. Since the partition between processors contains edges of the final mesh, the submeshes on each processor
will fit together without need for a synchronizing operation.

While in the triangulation problem all mesh vertices are known at the beginning, a mesh generation algorithm
has to allow for dynamic vertex insertions at runtime. Earlier approaches to parallel mesh generation were based
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on some strategy that would partition the problem once in the beginning. Then the partitions were kept fixed,
and the parts were meshed. Problems with this approach arise when new vertices need to be inserted on or close
to partition boundaries.

There has been successful work by Chrisochoides et al. [7] on refining existing two- and three-dimensional meshes
in parallel. They present several strategies to deal with dynamically changing partitions.

Our approach is somewhat similar. But in contrast solves the full two-dimensional meshing problem. We do not
need to create an initial mesh sequentially. Thus, our algorithm can cope with problems so large that the input
does not fit on a single processor. All steps are fully parallel. Also, in our approach we can very precisely define
how the final mesh is distributed over the machine. This way we might already supply a partitioned mesh to
some numerical simulation to follow.

The central idea of our algorithm is an adaptive extension to the projection-based partitioning by Blelloch,
Miller, et al. The initial partition evolves as new vertices are added to the mesh. Our algorithm works in three
phases. First, we partition the input points as in the algorithm by Blelloch, Miller et al. We also partition the
boundary segments among the processors as we work on the points. Then, we generate a conforming mesh in
parallel. Depending on the problem some new vertices will need to be inserted to make the mesh conform to the
boundary. In a third phase we refine the distributed mesh in parallel by adding circumcenters of badly shaped
triangles. As required by a correct Delaunay Refinement algorithm a circumcenter can only be added to the
mesh if it is not close to a segment. Our parallel algorithm needs to be able to resolve this even across partition
boundaries.

Whenever a new vertex is inserted into the mesh, the partitions potentially change. Each processor has simple
geometric tests at hand to decide if a vertex insertion is local. Most vertex insertions are local and no modifications
to the partitions are needed. Only vertices that change a partition will get communicated to the neighboring
processes. The updates to the local meshes can be done asynchronously without blocking operations by uniqueness
of the Delaunay triangulation.

Our approach readily extends to higher dimensions. However, there are two issues that need to be solved. First,
to extend the projection-based partitioning one would need a work-optimal parallel convex hull algorithm for
dimensions higher than two, which is not yet available. Second, as mentioned before, the meshing problem for
general three dimensional problems with arbitrary (small) angles is unsolved even sequentially. For input with
large angle bounds, our parallel algorithm has a straightforward extension to three dimensions.

This is joint work with my advisors Noel Walkington, Gary Miller, Guy Blelloch, and Omar Ghattas at Carnegie
Mellon University.
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