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We propose an inertia revealing preconditioning approach for the solution of nonconvex PDE-constrained
optimization problems. If interior methods with second-derivative information are used for these op-
timization problems, a linearized Karush-Kuhn-Tucker system of the optimality conditions has to be
solved. The main issue addressed is how to ensure that the Hessian is positive definite in the null-space
of the constraints while neither adversely affecting the convergence of Newton’s method or incurring a
significant computational overhead. In the nonconvex case, it is of interest to find out the inertia of
the current iteration system so that the matrix may be modified a posteriori to obtain convergence to a
minimum. However, in order to not destroy the rapid convergence rate of the interior method, the modi-
fication has only be performed in the cases where the inertia is not correct and factorization methods are
very often used in order to compute the inertia information [3, 6]. However, in this work we propose a
new inertia revealing preconditioned Krylov iteration to solve the linearized Karush-Kuhn-Tucker system
of optimality conditions.

The generally most efficient methods for solving large scale nonlinear programming problems are of New-
ton type, including sequential quadratic programming methods for equality and inequality constrained
problems as well as primal and primal-dual interior point methods for inequality constrained problems.
Common to these methods is that they exploit second order information, which usually leads to super-
linear local convergence towards some local minimum. The downside is, that in general the methods
do indeed converge only locally. Thus, globalization techniques have to be designed unless a sufficiently
good starting iterate is provided. Stepsize damping can enlarge the domain of convergence considerably.
It is, however, limited to convex problems, since otherwise the Newton direction — if it exists in the first
place — may point upwards, and convergence to arbitrary critical points, including maxima, can occur.

For general nonconvex nonlinear programming problems it is therefore of utmost importance to modify
the method in such a way that no ascent steps are taken and finally to check that the delivered solution is
indeed a local minimum. For both tasks it is necessary to compute the inertia of the Karush-Kuhn-Tucker
system of the optimality conditions, which is relatively easy using direct factorization methods. For very
large scale problems, in particular discretized 3D partial differential equations, direct factorizations are
prohibitively expensive both in terms of computing time and storage requirements. How to reliably obtain
the inertia from iterative methods, however, is essentially an open problem.

We propose an algebraic multilevel preconditioning technique using maximum weighted matchings [1, 5]
for revealing the inertia to be used in a primal interior point method [7]. Our preconditioning approaches
for the symmetric indefinite Karush-Kuhn-Tucker systems are based on maximum weighted matchings
and algebraic multi-level inverse-based incomplete LBL” factorizations [4, 2]. We present numerical
results on several large-scale three-dimensional examples of PDE-constrained optimizations in the full
space of states, control and adjoints variables with equality and non-equality constraints and test them
with artificial as well as clinical data from biomedical cancer hyperthermia treatment planning. The
largest nonconvex optimization problem from three-dimensional PDE-constrained optimization with the
inertia revealing preconditioning approach has more than one million control state variables and one
million state variables with both lower and upper bound.

The beneficial impact of the method is finally demonstrated on a biomedical application. Hyperthermia
treatment planning (HTP) is an important therapeutical option in biomedical cancer medicine. Hyper-
thermia is a promising, relatively new method to treat various types of cancer by heating the tumor,
thereby inducing preferential apoptosis of cancerous cells. In patient therapy planning, the therapeu-
tically optimal antenna parameters for the applicator are determined for each patient. The specific
absorption rate values are obtained by solving the Maxwell equations, and the temperature distribution



Figure 1: Inertia revealing optimal control in nonconvex PDE-constrained optimization of biomedical
hyperthermia cancer treatment planning.

is predicted by variants of the bio-heat transfer equation. Although this can be a demanding task, a
planning tool greatly improves the medical treatment quality with a “virtual experiment”, i.e. to model,
simulate and optimize the therapy in great detail and with high precision.

Optimal hyperthermia can be formulated as a nonlinear optimization problem, in which the Maxwell
equations appear as additional constraints — a mathematical task known as PDE-constrained optimiza-
tion. It refers to the optimization of systems governed by partial differential equations (PDEs). The
simulation problem involves solving the PDE for the temperature distribution, given the patient ge-
ometry. The constrained optimization problem seeks to determine the temperature distribution given
performance goals in the form of an objective function and possibly (in-)equality constraints. Since the
temperature distribution is modeled by a PDE, it appears as equality constraints in the optimization
problem. Solving the PDE constrained optimization problem presents significant challenges and is a
frontier problem in combinatorial scientific computing.
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