Kimura Two Parameters Model
Introduction

The Kimura model (Kimura 1980) is an extension of the Jukes and Cantor (JC) basic model (Jukes and Cantor 1969). This model distinguishes between two types of substitutions: transitions, where a purine is replaced by another purine (A<-->G) or a pyrimidine is replaced by another pyrimidine (C<-->T), and transversions, where a purine is replaced by a pyrimidine or vice versa (A or G <--> C or T). The model assumes that the rate of transitions is different from the rate of transversions. 
Background material needed:
Please read first the summary on JC model before reading this text, as it includes some similar concepts.
Characterizing the model
Denote by A(t), the probability of a transition substitution at time t, and by B(t), the probability of a transversion substitution at time t. This can be represented using the following substitution matrix:
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Similar to what we do in the JC model, we compute the matrix P’(t) by taking the derivation with respect to t from both sides of equation 1, to obtain:

 (2)
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The equation
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 is common to all continuous time Markov processes. For a simple derivation, see the summary on JC, lemma 1.
If we denote:
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we obtain:
 (3)
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We can develop the expressions for A'(t) and B'(t) using equation (3), in the same way as in the JC model:
(4)
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(5)
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Formulate B(t)
First, we solve equation (5) to obtain the exact expression for B(t):
(6)
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Formulate A(t)
Substitute this into equation (4) we get:

(7)
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Note that we cannot solve this equation using the same method as in (6) since the parameter t appears not only in A(t).
In order to solve this equation we need some background on differential equations.
Equations of first order and first degree (Frank Ayres 1952)
The equation
(8)
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whose left member is linear in both the dependent variable and its derivative, is called linear equation of the first order.
To solve this type of equations, we can use a "trick", which is based on the following general equations:

(9)
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Substituting 
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(10)
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The left member of this equation can be developed:

(11)
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Substitute this back into equation (10) we obtain:

(12)
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How does this help us to solve equation (8)?

We multiply equation (8) by 
[image: image15.wmf]ò

dx

x

P

e

)

(

 to obtain:
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Finally, we use the "trick" and substitute equation (12) to obtain:

(14)
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Thus,

(15) 
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Back to A(t)
Denote:

(16)
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Equation (7) is clearly a linear equation of the first order since we can just switch members to obtain:

(17)
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Thus, substituting (16) into equation (15), we obtain:
(18)

[image: image21.wmf](

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

t

t

t

t

t

t

t

t

t

t

t

t

t

t

t

e

e

t

A

c

A

ce

e

t

A

c

e

e

e

t

A

c

e

e

dt

e

dt

e

dt

e

e

e

t

A

b

a

b

b

a

b

b

a

b

a

b

a

b

a

b

a

b

a

b

a

b

a

b

b

a

b

a

b

a

b

a

b

a

b

a

b

a

b

a

b

a

+

-

-

+

-

-

-

+

+

-

+

-

+

+

-

+

-

+

=

Þ

-

=

Þ

=

+

+

=

+

+

=

+

-

-

+

+

+

=

-

+

+

=

ú

û

ù

ê

ë

é

-

+

+

=

ò

ò

ò

2

4

2

4

)

(

2

)

(

2

2

)

(

2

)

(

2

2

2

)

(

2

)

(

2

4

2

2

1

4

1

4

1

)

(

2

1

0

)

0

(

4

1

4

1

)

(

4

1

4

1

)

(

)

2

2

1

2

2

1

2

1

2

1

2

1

2

1

)

(


References
Frank Ayres, J. 1952. Theory and Problems of Differential Equations. Schaum Publishing CO., New York.

Jukes, T. H., and C. R. Cantor. 1969. Evolution of protein molecules. Academic Press, New York.

Kimura, M. 1980. A simple method for estimating evolutionary rates of base substitutions through comparative studies of nucleotide sequences. J Mol Evol 16:111-120.



� EMBED Equation.3  ���








[image: image22.wmf]÷

÷

÷

÷

÷

ø

ö

ç

ç

ç

ç

ç

è

æ

-

-

-

-

-

-

-

-

´

÷

÷

÷

÷

÷

ø

ö

ç

ç

ç

ç

ç

è

æ

-

-

-

-

-

-

-

-

=

b

a

b

a

b

b

b

a

b

a

a

b

b

a

b

b

a

b

b

a

2

2

2

2

)

(

2

)

(

1

)

(

)

(

)

(

)

(

)

(

2

)

(

1

)

(

)

(

)

(

)

(

)

(

2

)

(

1

)

(

)

(

)

(

)

(

)

(

2

)

(

1

)

(

'

t

B

t

A

t

B

t

A

t

B

t

B

t

B

t

A

t

B

t

A

t

A

t

B

t

B

t

A

t

B

t

B

t

A

t

B

t

B

t

A

t

P

_1214815103.unknown

_1214815179.unknown

_1214816110.unknown

_1214816417.unknown

_1214815264.unknown

_1214815251.unknown

_1214815143.unknown

_1213706800.unknown

_1213708493.unknown

_1214655799.unknown

_1214655846.unknown

_1214655870.unknown

_1213709299.unknown

_1213706967.unknown

_1213708113.unknown

_1213708236.unknown

_1213706919.unknown

_1213704989.unknown

_1213706718.unknown

_1213706697.unknown

_1213694638.unknown

_1213696955.unknown

