Self-Assembly of Nanoparticles in Three-Dimensions: Formation of Stalagmites
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We develop a coarse-grained lattice gas model to describe drying-mediated self-assembly of nanoparticles in three dimensions. Our model is an extension of the model developed by Rabani et al. [Nature 2003, 426, 271] in two dimensions. We show that when liquid evaporation occurs layer by layer and solvation forces are strong, the resulting morphologies agree well with the predictions of the 2D model. We discuss scenarios in which the full 3D treatment is necessary and predict the formation of nanostalagmites.

I. Introduction

The assembly of colloidal-prepared nanocrystals into well-defined ordered arrays is one of the most promising techniques currently developed for advanced materials. Currently, it is well established that metallic or semiconductor nanocrystals self-assemble to form 2D superlattices when the solvent is evaporated, provided that the size distribution of the nanocrystals is sufficiently narrow. This has been demonstrated for a wide variety of nanocrystals including gold,1–4 silver,5–8 cobalt,9–11 copper,12 cadmium selenide,13–16 cadmium sulfide,17,18 indium phosphate,19 ferrite nanocrystals,20 and more.

Understanding self-assembly of nanocrystals is also an important fundamental problem by itself. When a liquid containing nanocrystals evaporates, various interesting self-assembled phases may form.15,21–24 The formation of these morphologies is governed by a subtle interplay of a variety of influences. One of the key factors that governs the controlled precipitation and self-assembly processes involves various interactions between nanocrystals,25–30 substrates, and solvents. Other factors include the drying kinetics,31,32 hydrodynamic effects,33 and self-diffusion of the nanocrystals on the substrate.34

The theoretical study of self-assembly of nanocrystals has been limited mainly to the treatment of equilibrium phenomena.4,34,35 Ohara et al.36 showed that the self-assembly of gold nanocrystals cannot be described in terms of a simple hard-sphere model (in which the phase transition is entropy driven)36 and that the self-organization during solvent evaporation is strongly affected by the van der Waals attractions between the particles. The interactions were described phenomenologically by a potential given by the Hamaker form.37 Although the net long-range interaction potential between the gold particles was on the order of or less than k_BT, a solution of polydisperse gold nanocrystals formed crystallized opals, signifying the fact that the size-dependent attraction between the nanocrystals is sufficient to induce size segregation and reversible superlattice formation.34

Gold nanocrystals deposited at the air–water interface were also found to form circular domains (2D disks) at low densities and stripes at higher densities.8 These unique structures were interpreted as equilibrium phenomena governed by the competition between an attractive long-range potential and a longer ranged repulsion potential.38–40 A generic model potential was used to simulate these structures, and it was shown that the competition between the long-range attraction and longer ranged repulsion is necessary to reproduce the observed patterns.8

While some evaporation-mediated assembly processes may be understood from the standpoint of thermodynamics,22 the formation of assembled phases upon drying is, in general, an example of nonequilibrium self-assembly.23,41,42 Substrate roughness, solvent dewetting, and convective flow can lead to very interesting nonequilibrium structures.43–45 An example is the formation of mesoscopic rings and honeycomb nanocrystal networks.43–46 Another example is the formation of disks, ribbons, and cracks recently observed by Brus and co-workers.15,16,21 These experiments utilize a thin solution that contains semiconductor nanocrystals passivated by an organic surface ligand. The solution wets the surface of the substrate, effectively forming a two-dimensional film. Brus and co-workers analyzed the formation of the different structures based on a simple picture where the evaporation of the liquid is equivalent to a temperature quench, and the different morphologies were analyzed based on a spinodal decomposition picture.47–49

Recently, Rabani et al.50 presented a coarse-grained lattice gas model of nanoparticle self-assembly that includes the dynamics of the evaporating solvent explicitly. Despite the fact that their model completely neglects the atomistic nature of the nanocrystals and their passivation layer,51,52 it accounts for nearly all observed spatial and temporal patterns. In addition, the model also predicts network structures that have not yet been explored. Rabani et al. discuss two distinct mechanisms of ordering, corresponding to homogeneous and heterogeneous limits of the evaporation dynamics.50 Their calculations show how different choices of solvent, nanoparticle size and identity, and thermodynamic state give rise to various morphologies observed experimentally.

The approach developed by Rabani et al.50 is limited to treatment of the formation of 2D structures. In this paper we extend the model of Rabani et al. to treat drying-mediated self-assembly of nanoparticles in 3D. A similar approach has been developed recently by Chandler and co-workers for understanding the dynamics of the hydrophobic effect.53–55 Our model is described in section II. Several questions regarding the validity of the original 2D model are discussed in section III. For example, we show that if solvent evaporation occurs gradually, layer-after-layer, the resulting self-assembled morphologies
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simulated from the 3D model agree well with the predictions of the 2D model, given that nanoparticles are driven to the substrate by solvation forces. We further discuss scenarios where a 3D treatment is necessary and predict the formation of nanometer-scale stalagmites composed of nanoparticles. Finally, in section IV we conclude.

II. Model

The coarse-grained model we use to describe the self-assembly processes in 3D is an extension of the model developed by Rabani et al. A sketch of the lattice is shown in Figure 1. The solvent and nanoparticles in our model are represented as a three-dimensional lattice gas. Each cell of a cube lattice can be occupied by liquid or nanoparticle or vapor. The substrate (surface) is also modeled by a lattice gas. The size of each cell in the lattice equals the typical solvent correlation length, $\xi \approx 1$ nm. Because the size of a nanoparticle can exceed the range of correlated solvent fluctuations, we allow them to span several cells of the lattice, as can be seen in Figure 1. The lattice gas Hamiltonian can be expressed in terms of three binary variables, $l_i$, $n_i$, and $s_i$

$$H = -\epsilon_l \sum_{ij} \tilde{l}_i \tilde{l}_j - \epsilon_n \sum_{ij} n_i n_j - \epsilon_s \sum_{ij} s_i s_j - \epsilon_{ls} \sum_{ij} l_i s_j - \mu \sum_i l_i \quad (1)$$

where $l_i$, $n_i$, and $s_i$ are roughly proportional to the density of the solvent, nanoparticles, and substrate at lattice site $i$, respectively. Each binary variable can equal to 0 (low density) or 1 (high density); however, a single lattice site cannot be occupied by more than one species.

The sum ($\sum_{ij}$) in eq 1 includes only adjacent lattice cells. These cells attract one another with a strength that depends on the occupation of the two cells. The strength of the interactions between adjacent cells occupied by the liquid is determined by the energy density of the liquid and is given by $\epsilon_l$. Similarly, when two adjacent cells are occupied by nanoparticles they attract one another with a strength determined by the nanoparticle interfacial energy given by $\epsilon_s$. Adjacent cells that are occupied by different species also attract one another. The strength of nanoparticle–liquid, nanoparticle–substrate, and liquid–substrate attractions are given by $\epsilon_{ls}$, $\epsilon_{ln}$, and $\epsilon_{ns}$, respectively. Since the value of the substrate binary variables is fixed in the simulations reported below, we exclude the constant term $\epsilon_{ls} \sum_{ij} s_i s_j$ from the Hamiltonian.

The last term on the right-hand side of eq 1 includes the solvent chemical potential, $\mu$, which is used to establish the average concentration of liquid and vapor cells at equilibrium. A large negative value of $\mu$ will favor evaporation, while positive values will favor wetting. Since the vapor pressure of the nanoparticles and the substrate is negligibly small, we do not include a chemical potential for these species in the Hamiltonian. In other words, the binary variables associated with the nanoparticles and the substrate ($n_i$ and $s_i$, respectively) conserve the corresponding densities (conserved order parameter), while the binary variable representing the liquid does not conserve density (nonconserved order parameter).

The number of cells in each dimension is given by $m_x$, with $\alpha = x, y, z$. An experimental realization of a thin film of nanoparticles deposited on a substrate is described by large values of $m_x$ and $m_z$, typically several hundreds to thousands of cells representing a layer of several micrometers square in area. The $z$ direction describes the height of the wetting layer. We take $m_y$ to be on the order of several tens of nanometers (i.e., several tens of cells). We assume periodic boundary conditions in the $x$–$y$ plane only.

Initially, the lattice is entirely filled with liquid and nanoparticles, except for the first layer that is entirely filled with substrate cells. This lower layer is the only immobile layer, namely, the value of the cells in the lower layer is fixed for the entire simulation. Initially, nanoparticles acquire random position inside the simulation box. We fix $\mu$ at a value for which the equilibrium state is vapor and follow the dynamics of nanoparticle assembly coupled to the dynamics of the solvent evaporation.

The dynamics of our model are stochastic, both for fluctuations in solvent density and for nanoparticle diffusion. In the former case, configurations evolve by Monte Carlo dynamics. We attempt to convert a randomly chosen lattice cell $i$ that is not occupied by a nanoparticle or the substrate, from liquid to vapor (or vice versa), $l_i = (1 - l_i)$. In the case that $l_i = 1$, we attempt such a move only if $\sum_j (l_i + n_j + s_j) = 0$, where the sum runs over all lattice sites with the same $x$ and $y$ coordinate in the layers above site $i$. In other words, only if the cells above cell $i$ are empty we attempt such a move. In the case that $l_i = 0$, we attempt such a move only if the lattice cell below is occupied by liquid, nanoparticle, or substrate. These moves are then accepted with a Metropolis probability, $p_{acc} = \min[1, \exp(-\Delta H/k_B T)]$, where $k_B$ is the Boltzmann constant and $\Delta H$ is the resulting change in energy computed using the Hamiltonian given by eq 1. The main motivation to use this set of constraints on the liquid moves, which is different from the set of moves used by Chandler and co-workers, is to avoid unphysical situations in which nanoparticles are surrounded by vapor (away from the substrate) in the limit of rapid evaporation. In this move the dynamics do not conserve solvent density within the film, as seems appropriate for an evaporating thin film solution.

As mentioned before, the nanoparticles have negligible vapor pressure, and therefore, their density should be conserved. Thus, in our model they execute a random walk on the three-dimensional lattice, biased by their interactions with each other, with liquid cells, and with the substrate. Specifically, we attempt to displace a nanoparticle by a single lattice spacing in a randomly chosen direction. Such a move is accepted with the same Metropolis probability but only if the region into which the nanoparticle moves is completely filled with liquid. Solvent density in lattice cells overtaken by this displacement is regenerated in the wake of the moving nanoparticle. This final constraint mimics the very low mobility of nanocrystals on a dry surface. It also provides an additional coupling between the kinetics of evaporation and nanoparticle phase separation.

In all the results reported below a single Monte Carlo step consists of an attempt to change the value of all liquid/vapor cells (note that the sum of liquid and vapor cells is conserved) followed by $N_{move}$ attempts to move all nanoparticles. Thus, the diffusion rate of the nanoparticles is controlled by changing the value of $N_{move}$. 

Figure 1. Sketch of the cubic lattice of our model. Each lattice cell of size $\xi$ is occupied by gas, liquid, nanoparticle, or surface. The color scheme shown is maintained in subsequent figures.
III. Results

In a typical self-assembly experiment the interactions between nanoparticles are screened by the solvent, such that self-organization of nanoparticles occurs when the solvent evaporates. A realization of this experimental situation is achieved by carefully selecting the ratio between the solvent—solvent, solvent—nanoparticle, and nanoparticle—nanoparticle interaction strengths. Thus, in the first set of simulations we have chosen (in units of $\epsilon_1$) $\epsilon_{nl} = 1.5$ and $\epsilon_a = 2$. The values of $\epsilon_b$ and $\epsilon_{ns}$ determine the liquid—substrate and nanoparticle—substrate interface energy, respectively. The substrate will remain dry (wet) for small (large) values of $\epsilon_b$. Similarly, before the solvent evaporates nanoparticles will stick to the substrate for large values of $\epsilon_{ns}$ or remain solvated for small values of $\epsilon_{ns}$. Below we discuss the effect of the substrate energetics on the resulting self-assembled structures.

We consider nonequilibrium initial conditions appropriate for experiments conducted in a closed chamber. We assume that the initial configuration of nanoparticles with a given density $\rho_n$ is random on the 3D lattice and all other cells that are not occupied by the substrate are filled initially with liquid. However, $\mu$ is fixed at a value for which the equilibrium state is vapor. For the present 3D model this occurs when $\mu < -3\epsilon_1$. The values of the chemical potential $\mu$ and the temperature $T$ not only determine the average concentration of liquid and vapor cells at equilibrium but also strongly affect the dynamics of evaporation. When the solvent is near the spinodal limit of metastability, $\mu \approx \mu_{eq}(T)$, evaporation is spatially homogeneous. Between binodal and spinodal lines, $-3\epsilon_1 > \mu > \mu_{eq}(T)$, evaporation is instead strongly heterogeneous in space.

The transition between these limits of evaporation can be tuned by changing $\mu$ or $T$ and is also discussed below.

One of the differences between the present 3D model and the 2D model developed by Rabani et al. is the scaling of the nanoparticle interactions with size. It is well known that dispersion interactions between spherical particles scale linearly with size. This behavior is well captured by the 2D model. However, for the present 3D model these interactions scale with the surface area of the nanoparticles and not with their diameter. Therefore, caution must be taken when the results are compared for different size nanoparticles. In all applications reported below we assume that the size of nanoparticles is $2 \times 2 \times 2$ lattice cells. With proper parameter scaling we find that the results are independent of the nanoparticle size, in agreement with experiments. The size of the simulation box is $256 \times 256 \times 11$ with periodic boundary conditions in the $x$ and $y$ planes. Since the lower layer is filled with substrate, nanoparticle and liquid can fill the top 10 layers only.

In Figure 2 we plot snapshots of the 3D simulated structures at different times with $\mu = -3.125$, $T = 0.5$, $\epsilon_b = 1$, and $\epsilon_{ns} = 1.5$ (in units of $\epsilon_1$). The 3D nanoparticle coverage is 0.4. For these conditions evaporation is homogeneous in space, the solvent does not wet the substrate at equilibrium (see right panels at long times), and nanoparticles do not stick to the substrate before the solvent evaporates. Left panels show the 3D nanoparticle density computed from a representative trajectory. Right panels show the corresponding density including that of the liquid. We find that at all times the liquid wets the interface of the nanoparticle domains.

At early times ($t = 1$, in units of Monte Carlo steps) nanoparticles fill random cells in the simulation box. The remaining cells are filled with liquid. The evolution of this nonequilibrium initial state toward equilibrium is driven by the value of the chemical potential, which favors evaporation.

Figure 2. Snapshots of a 3D trajectory resulting from homogeneous evaporation and wetting of nanoparticle domains. (Left) Density of nanoparticles only (red), and (right) density of nanoparticles and density of the liquid (blue). Note the final structure is 2D with a small density of nanoparticles in the second layer.

Evaporation occurs layer by layer, and solvation forces drive the nanoparticles in the direction of the substrate. At intermediate times ($t = 256$) a thin wet layer of disordered nanoparticles is formed. Eventually, long wavelength fluctuations of the liquid density lead to the evaporation of the thin liquid layer and nanoparticles assemble to form ordered 2D arrays that are similar to the structures predicted using the 2D model.

Most of the structures obtained in this limit have a small second layer, similar to the experimental observation. The size of the second layer depends mainly on $\epsilon_{nl}$, $\epsilon_{ns}$, and $\epsilon_a$. It diminishes for smaller interparticle interactions ($\epsilon_a$) or larger nanoparticle—substrate interactions ($\epsilon_{ns}$). We find that the size of the second layer may vary with time when the boundary of the nanoparticle domains remains fluxional throughout the growth dynamics. The latter condition requires that the boundaries are wet (i.e., covered with solvent) and that the energetic cost of moving a nanoparticle into the surrounding solvent is comparable to $k_BT$.

The above 3D self-assembly process can be described as a two-step process. This is best illustrated in Figure 3, where we plot the time evolution of the density of nanoparticles (bottom) and solvent (top) for each layer separately. The results are shown for the same trajectory as in Figure 2. At early times ($t < 256$) the solvent disappears gradually, layer after layer. Since the energy required to convert a liquid cell to vapor at the liquid/vapor interface is smaller than the bulk, the evaporation occurs in steps. Namely, evaporation in a given layer is triggered by the drying of the layer above. The solvent evaporation is
correlated with the increase of nanoparticle density near the substrate due to strong solvation forces. Effectively, a disordered thin layer of liquid and nanoparticles is formed. At longer times ($t > 300$) the remaining thin liquid layer evaporates, triggering the self-organization of nanoparticles into 2D ordered arrays. The growth dynamics and scaling laws of this second step are well captured by the simple 2D model of Rabani et al. Naturally, the 2D model lacks the description of the formation of additional layers on top of the dominant lower layer nor can the 2D model describe the growth kinetics of nanoparticles in higher layers, as can be seen in the lower panel of Figure 3 at long times.

We also simulated the system under similar conditions in which the solvent evaporates gradually, layer by layer; however, the evaporation is instead strongly heterogeneous in space. As mentioned before, this is achieved by changing the chemical potential and/or the temperature. A snapshot of a typical trajectory under heterogeneous evaporation conditions is shown in Figure 4. These results were obtained for the same model parameters used for Figure 2 at a thermodynamic state corresponding to $\mu = -3.25$ and $T = 0.25$ (in units $\epsilon_1$). Here, the 2D nanoparticle coverage is 0.2.

At early times ($t = 1$) nanoparticles fill random cells in the simulation box. The remaining cells are filled with liquid. Similar to the homogeneous evaporation limit, the evolution of this nonequilibrium initial state toward equilibrium occurs layer after layer. In this gradual process the nanoparticles are driven toward the substrate by solvation forces. Each solvent layer evaporates heterogeneously in space. Evaporation at the layer beneath is triggered when the liquid density above is very small. This is clearly seen in Figure 5, where we plot the time evolution of the density of the liquid (top) and the nanoparticles (bottom) for each layer separately. Note that the time scale for evaporation is much slower than the corresponding time scale in the homogeneous evaporation limit (see Figure 3 for comparison). At intermediate times ($t \approx 2000$) a thin layer of liquid and nanoparticles is formed. Eventually this thin layer of solvent will evaporate by nucleation and growth of vapor bubbles (and not by long wavelength fluctuations). If nanoparticles are sufficiently mobile to track the fronts of growing vapor nuclei, their aggregate patterns will be shaped by the structural history of evaporation of the thin layer of solvent. The locations of nanoparticle domains at long times roughly traces the intersection lines of colliding vapor nuclei, leading to 2D network-like morphologies, similar to the morphologies obtained by Rabani et al. for the 2D model. The resulting morphologies in this limit are a direct consequence of the coupling between two phase transitions, one in solvent density and the other in nanoparticle density.

Despite the fact that the dynamics of self-assembly in the heterogeneous evaporation limit are dramatically different, we find that as long as the evaporation kinetics is slower than the particle aggregation and solvation forces drive the nanoparticles toward the substrate, the resulting morphologies and characteristic time scales are well captured by the 2D model of Rabani.
This is true regardless of whether the solvent evaporated homogeneously or heterogeneous in space.

Thus far we have discussed the formation of 2D self-assembled morphologies. These 2D structures result from large solvation forces that drive the nanoparticles toward the substrate when the liquid evaporates. The large liquid interfacial energy leads to gradual evaporation that occurs layer by layer. Several pathways exist to form 3D self-assembled structures. One possible route is based on the reduction of the liquid interfacial energy. For example, density fluctuations near a critical point may lead to the formation of interesting 3D self-assembled structures governed by the long wavelength fluctuations of the solvent. Here, we have taken an alternative route, namely, at a given instant we increase the nanoparticle-nanoparticle interaction strength relative to that of the liquid-liquid interaction strength. This can be achieved experimentally by adding small amounts of a cosolvent with respect to which the nanoparticles are solvophobic or by optically exciting the nanoparticles, thereby increasing their attractions.

In Figure 6 we show 3D snapshots of a typical trajectory following the above scenario. The thermodynamic state and model parameters are the same as those used in Figure 2. At $t = 0$ we increase the nanoparticle-nanoparticle interaction strength by 25%, namely, we increase $\epsilon_n$ from 2 to 2.5 (in units of $\epsilon_1$). The liquid screens the interparticle interactions for $\epsilon_n = 2$ but not for $\epsilon_n = 2.5$. As a result the nanoparticles begin to aggregate and flocculate. This aggregation is strongly coupled to the dynamics of the evaporating liquid, since, as mentioned above, in our model a nanoparticle can diffuse randomly only if the region into which the nanoparticle moves is completely filled with liquid. As the solvent dries, the nanoparticles are pinned to their location and the growth of the domains nearly stops. Eventually we obtain a 3D structure of nanostalagmites.

Despite the fact that the interface of the stalagmites is still wet (see right panels of Figure 6), the growth kinetic slows down considerably upon drying. Domain walls are only slightly fluxional since the energetic cost of moving a nanoparticle into the surrounding solvent is large compared to $k_B T$ due to the increase in $\epsilon_n$.

We find that the shape of the stalagmites is conical. The size of the base of the cones depends mainly on the diffusion rate of the nanoparticles. The formation of conical nanostalagmites is consistent with the result shown in Figure 7 for the time evolution of the density of nanoparticles (bottom) and liquid (top). The concentration of nanoparticles is larger closer to the substrate and decreases monotonically from the substrate. The rate of growth of the stalagmites domains is correlated with the evaporation of the liquid, as clearly can be seen in the figure. A significant slowing down is observed at $t > 200$, where the liquid fills the lattice cells only at the interface of the nanoparticle domains. At long times reorganization of nanoparticle domains is driven by the reduction of interfacial energy of these domains. This explains the longer time decay of the liquid density, since the interfacial area of nanoparticle domains decreases with time.
The formation of complex 3D assembled arrays is a challenging task. In this paper we explored one possible route to form nanostalagmites. This occurs when suddenly the nanoparticle—nanoparticle interaction strength is increased relative to that of the liquid—liquid interaction strength. Experimentally, this can be achieved by adding small amounts of a cosolvent with respect to which the nanoparticles are solvophobic or by optically exciting the nanoparticles, thereby increasing their attractions. The formation of the nanostalagmites is strongly coupled to the liquid—vapor phase-transition. Furthermore, the shape of the stalagmites is conical with dimensions that depend mainly on the diffusion rate of nanoparticles.

Several new directions can be studied within the present 3D model. Since the substrate is treated explicitly, effects such as substrate roughness and substrate patterning can be addressed directly. Furthermore, other evaporation scenarios may lead to exotic 3D morphologies. For example, density fluctuations near a critical point may lead to the formation of interesting 3D self-assembled structures governed by the long wavelength fluctuations of the solvent. These and other issues are currently under investigation.
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(57) To mimic realistic experimental situations, one has to scale $\epsilon_s$ such that the overall nanoparticle interactions increase with increasing nanoparticle diameter $\epsilon_s \propto d^{-1}$, where $d$ is the diameter of the nanoparticles.