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Abstract— Finite differences are shown to be applicable to the 
on-line estimation of arbitrary-order derivatives in homogeneous 
discontinuous control. An output-feedback controller is produced 
from any finite-time-stable r-sliding homogeneous controller, 
capable to control the output of any smooth uncertain single-
input-single-output system of a known permanent relative degree 
r. Variable sampling step feedback is proposed, providing for the 
utmost r-sliding accuracy corresponding to the minimal possible 
sampling interval in the absence of noises. In the presence of 
noises the tracking accuracy is proportional to the unknown noise 
magnitude. Theoretical results are confirmed by computer 
simulation. 
 

Index Terms — high-order sliding mode, homogeneity, 
robustness, output feedback control 
 

I. INTRODUCTION 
ifferentiation problem is often encountered in control 
practice. Unfortunately, the well-known differentiation 

sensitivity to small high-frequency noises makes the problem 
difficult. The simplest approach to the problem is to use finite 
differences. With the noise magnitude being smaller than ε and 
the smooth signal being σ(t), obtain that 

∆ σ̂ (t) = σ̂ (t) - σ̂ (t - τ) = σ& (t)τ + o(τ) + O(ε), 

where σ̂  is the measured value of the signal, and τ is the 
sampling interval. Thus, σ& (t) can be evaluated, provided ε is 
much less than τ (the entities are assumed dimensionless). The 
same idea being applied to the estimation of the kth order 
derivative yields [6] 

     ∆
k
σ̂ (t) =  σ(k)(t)τk + o(τk) + O(ε), 

where ∆k
σ̂ (t) is the kth-order backward finite difference. That 

expression contains some valuable information on σ(k)(t) only 
with ε being small compared with τk. Since also τ is obviously 
assumed to be small, the condition is very restrictive. The 
above reasoning might easily convince that high-order finite 
differences are of no use in feedback control. Nevertheless, it 
is shown in this paper that such differences can still be 
successfully implemented, if the control is discontinuous and 
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homogeneous. The reason is that such homogeneous 
controllers are less sensitive to the errors in the estimation of 
higher derivatives. 

Sliding-mode control is based on keeping properly chosen 
constraints by means of high-frequency control switching. 
Sliding modes are accurate and insensitive to disturbances [7, 
32]. Their main drawbacks are mostly related to the so-called 
chattering effect [2, 5, 11, 12, 13]. 

 Let the chosen constraint be given by the equation σ = s - 
w(t) = 0, where s is the output of an uncertain single-input-
single-output (SISO) dynamic system and w(t) is an unknown-
in-advance smooth signal to be tracked in real time. The 
standard sliding-mode control u = -α sign σ, α > 0, solves the 
problem if the relative degree is 1, i.e. if σ&  explicitly depends 
on the control u and σ∂

∂ &
u > 0. High-order sliding modes [17, 

20, 4] are applicable to controlling SISO uncertain systems of 
arbitrary relative degrees. Corresponding finite-time-
convergent controllers (r-sliding controllers) [2, 4, 10, 15, 20, 
23] require actually only the knowledge of the system relative 
degree r. The produced control is a discontinuous function of 
σ and its real-time-calculated successive derivatives σ& , σ&& , ..., 
σ

(r-1). The controllers provide also for higher accuracy with 
discrete sampling and, when properly used, practically avoid 
the chattering effect [5, 24]. For this aim the control derivative 
is treated as a new control, artificially increasing the relative 
degree. While higher-order controllers are still mostly 
theoretically studied, 2-sliding controllers have already found 
numerous applications [3, 4, 9, 15, 24 - 30]. 
 Recall that ε is the uncertain measurement noise magnitude, 
and τ is the sampling time interval. The lacking derivatives can 
be produced by the recently proposed (r - 1)th order robust 
exact finite-time-convergent differentiators [3, 16, 18, 20, 30, 
31] providing for the estimation error of σ(i) proportional to τr-i 
with ε = 0, i = 0, 1, ..., r - 1 or to ε(r-i)/r with τ << ε [18, 20]. 
The same tracking accuracy is maintained by the resulting 
output-feedback controller [20, 22, 23]. This accuracy cannot 
be improved [17, 18, 20]. Unfortunately, the good 
performance requires here not-always-available high sampling 
rates.  
 It is known that the 2-sliding sub-optimal and twisting 
controllers can be realized based only on the first-order finite 
differences [17, 2 - 4]. In that case the above-mentioned 
optimal asymptotic accuracy σ ~ ε (sup|σ| proportional to ε) is 
obtained in the steady state with a sampling step proportional 
to ε

1/2. Sampling-interval reduction can cause a system 
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disaster. Thus, the sampling interval is always taken 
redundantly large, for ε is usually uncertain. Another approach 
was developed in the case of the twisting controller [17, 19]: 
with a feedback-defined variable sampling interval, a robust 
controller is obtained, not requiring the knowledge of ε. In that 
case the sampling step is taken proportional to | σ̂ |1/2, but not 
smaller than the least possible sampling interval τm, σ̂  being 
the result of the noisy σ measurement. The above-mentioned 
utmost accuracy σ ~ τm

2 is provided in the absence of noise, 
otherwise σ ~ ε is obtained with ε >> τm. 

The above result for the twisting controller is generalized in 
this paper to the whole class of homogeneous finite-time-stable 
r-sliding controllers [22], r ≥ 1, i.e. for almost all of about a 
dozen known high-order sliding controller families [2-4, 15, 
17, 20, 22 - 24], excluding only non-homogeneous [15, 25]. 
Finite differences of the orders 1, ..., r - 1 are used.  The 
constant sampling step is to be taken now proportional to ε1/r, 
while the variable sampling step is to be proportional to | σ̂ |1/r. 
Both methods provide for the accuracy σ ~ ε in the presence of 
the noises, only the latter does not require the knowledge of ε. 
While the first method has always more or less the same 
accuracy independently of the noise existence, the second 
method provides for the accuracy σ ~ τm

r in the absence of 
noises, with τm being the least possible sampling interval or the 
discretization time step. The result is new already with r = 2, 
since it is proved here for almost all known controllers. It 
seems also to be the first known robust finite-differences-based 
output-feedback controller for non-linear systems with high 
relative degrees. Simulation demonstrates the practical 
applicability of the proposed scheme.  

The main results of this paper were presented at the 44th 
IEEE Conference on Decision and Control [21]. 

 

II. THE PROBLEM STATEMENT  
Consider a smooth dynamic system with a smooth output 
function σ, and let the system be closed by some possibly-
dynamical discontinuous feedback and understood in the 
Filippov sense [5]. Then, provided the successive total time 
derivatives σ, σ& , ..., σ

(r-1) are continuous functions of the 
closed-system state-space variables, and the set σ =  ... = σ(r-1) 
= 0 is a non-empty integral set, the motion on the set is said to 
be in the r-sliding (rth order sliding) mode [17, 20]. The 
standard sliding mode, used in the most variable structure 
systems, is of the first order (σ is continuous, and σ&  is 
discontinuous). Such systems often feature also asymptotically 
stable higher-order sliding modes. In particular, such modes 
are deliberately introduced in the systems with dynamical 
sliding modes [27]. 
 Consider a dynamic system of the form 

       x&  = a(t,x) + b(t,x)u,    σ = σ(t, x),       (1) 

where x ∈ Rn, a, b and σ: Rn+1 → R are unknown smooth 
functions, u ∈ R, n can be also uncertain. The relative degree r 
of the system is assumed to be constant and known. That 

means that for the first time the control appears explicitly in 
the rth total time derivative of σ [14]. The task is to provide in 
finite time for keeping σ ≡ 0.  
 Extend system (1) by introduction of a fictitious variable  
xn+1 = t, 11 =+nx& . Denote ae = (a,1)t, be = (b,0)t, where the last 
component corresponds to xn+1. It is known [14] that 

     σ
(r) = h(t,x) + g(t,x)u,          (2) 

where h(t,x) = σ
(r)|u=0 = Lae

r
σ,  g(t,x) = u∂

∂ σ
(r) h(t,x) = LbeLae

r-1
σ 

are some unknown smooth functions. It is supposed that  

    0 < Km ≤ u∂
∂ σ

(r) ≤ KM,  | σ(r)|u=0 | ≤ C             (3) 

for some Km, KM, C > 0. Note that conditions (3) are 
formulated in terms of input-output relations. It is also 
assumed that trajectories of (2) are infinitely extendible in time 
for any Lebesgue-measurable bounded control u(t, x). The 
system is often required in practice to be weakly minimum 
phase.  
 It is supposed also that the output σ is measured at the time 
moments t0, t1, ..., ti+1 - ti = τi ≥ τm > 0, and is assumed that τi 
can be assigned any value. Another important case is when τi 
is to be integer multiple of τm. It is supposed that the 
measurement noise magnitude does not exceed some uncertain 
ε ≥ 0. The task is to keep σ as small as possible. 
 Obviously, (2), (3) imply the differential inclusion 

      σ
(r) ∈ [-C, C] + [Km, KM]u.       (4) 

The problem is solved in two steps. First a bounded feedback 
Lebesgue-measurable control 

     u = ϕ(σ, σ& , ...,  σ(r-1)),          (5) 

is constructed, such that all trajectories of (4), (5) converge in 
finite time to the origin σ = σ& = ... =   σ(r-1) = 0 of the r-sliding 
phase space σ, σ& , ...,  σ

(r-1). It is easily shown that such a 
control is inevitably discontinuous at least at the origin, and, 
therefore, r-sliding mode σ = 0 is to be established [22]. Since 
the differential inclusion (4), (5) does not “remember” the 
original dynamic system, the controller is effective for the 
whole class of systems (1), (3). That step is assumed already 
done in this paper. At the next step the lacking derivatives are 
real-time evaluated, producing an output-feedback controller. 
Some further important properties of the controllers (5) are 
postulated below. 

 

III. HOMOGENEOUS DISCONTINUOUS CONTROL  
A differential inclusion x&  ∈ F(x) is called further a Filippov 
differential inclusion if the vector set F(x) is non-empty, 
closed, convex, locally bounded and upper-semicontinuous 
[8]. The last condition means that the maximal distance of the 
points of F(y) from the set F(x) vanishes when y → x. 
Solutions are defined as absolutely-continuous functions of 
time satisfying the inclusion almost everywhere. Such 
solutions always exist and have most of the well-known 
standard properties except the uniqueness [8].  
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 A differential equation x&  = f(x) with a locally-bounded 
Lebesgue-measurable right-hand side is said to be understood 
in the Filippov sense [8], if its solutions are defined as 
solutions of a specially built Filippov differential inclusion x&  
∈ F(x). In the most usual case, when f is continuous almost 
everywhere, the procedure is to take F(x) being the convex 
closure of the set of all possible limit values of f at a given 
point x, obtained when its continuity point y tends to x.  
 A similar procedure is applied to the differential inclusion 
(4), (5). For this end the above Filippov procedure is applied 
to the function ϕ and the obtained Filippov set is substituted 
for u in (5), producing a Filippov inclusion to replace (4), (5). 
Any solution of (4), (5) is defined in this paper as a solution of  
the built Filippov inclusion. 
 A function f: Rn → R is called homogeneous [1] of the 
degree (weight) q ∈ R with the dilation dκ: (x1, x2, ..., xn) 
a ),...,,( 21

21
n

mmm xxx nκκκ , where m1, ..., mn > 0, if for any x 
and κ > 0 the identity f(x) = κ -q f(dκx) holds. Numbers m1, ..., 
mn are called the homogeneity degrees (weights) of x1, ..., xn. 
 A differential equation x&  = f(x), x ∈ Rn, (respectively a 
differential inclusion x&  ∈ F(x)) is called homogeneous of the 
degree q ∈ R with the dilation dκ, if for any x and any κ > 0 
the identity f(x) = κ

−qdκ
-1f(dκx) (respectively F(x) =           

κ
−qdκ

-1 F(dκx) [22]) holds.  
 The definition is easily understood prescribing the weight p 
= - q to the time variable. Then the homogeneity weight of a 
coordinate derivative is the result of the subtraction of p from 
the weight of the coordinate. Thus, the homogeneity of the 
differential equation x&  = f(x) means [1] that the ith component 
fi(x) of the vector field f(x) is a homogeneous function of the 
weight mi - p.   
 The homogeneity degree of a function (differential equation 
or inclusion) and the coordinate weights m1, ..., mn can be 
always simultaneously proportionally changed. In particular, 
the non-zero system (inclusion) homogeneity degree q = - p 
can be always scaled to ±1. 
 The homogeneity of the differential equation x&  = f(x) 
(differential inclusion x&  ∈ F(x)) can be equivalently defined 
as the invariance of the equation (inclusion) with respect to the 
combined time-coordinate transformation  Gκ : (t, x) a  (κ -q t, 
dκ x). 
1°.  A differential inclusion x&  ∈ F(x) (equation x&  = f(x)) is 
called further globally uniformly finite-time stable at 0, if it is 
Lyapunov stable at 0, and for any R > 0 exists T > 0, T = T(R), 
such that any trajectory starting within the disk ||x|| < R 
stabilizes at zero in the time T. 
2°.  A differential inclusion x&  ∈ F(x) (equation x&  = f(x)) is 
called further globally uniformly asymptotically stable at 0, if 
it is Lyapunov stable at 0, and for any R > 0 and ε > 0 exists T 
> 0, T = T(R, ε), such that any trajectory starting within the 
disk ||x|| < R enters the disk ||x|| < ε in the time T to stay there 
forever. 
 A set D is called dilation retractable if dκ D ⊂ D for any κ 
∈ [0, 1]. In particular, any disk 222

1 ... Rxx n <++  is dilation 
retractable. Obviously, with any point P retractable sets 
contain the whole curve x(κ) = dκP, κ∈ [0, 1]. 

3°.  A homogeneous differential inclusion x&  ∈ F(x) (equation 
x&  = f(x)) is further called contractive if there are 2 compact 
sets  D1, D2 and T > 0, such that D2 lies in the interior of D1 
and contains the origin; D1 is dilation-retractable; and all 
trajectories starting at the time 0 within D1 are localized in D2 
at the time moment T. 
Theorem 1 [22]. Let x&  ∈ F(x) ( x&  = f(x)) be a homogeneous 
Filippov differential inclusion (equation) with a negative 
homogeneous degree -p, then properties 1°, 2° and 3° are 
equivalent and the maximal settling time is a continuous 
homogeneous function of the initial conditions of the degree p. 
 Equivalence of 1° and 2° is proved also in [26], see also [1] 
for similar results on continuous differential equations and 
references therein. Obviously, local asymptotic (finite-time) 
stability is equivalent to the global one due to 3°. Let x&  ∈ 
F(x) be a homogeneous Filippov differential inclusion. 
Consider the case of “noisy measurements” of xi with the 
magnitude βi

imτ  

 x&  ∈ F(x1+ [-β1, β1] 1mτ , ..., xn + [-βn, βn] nmτ ) ,  τ > 0 . 

Applying successively the closure of the right-hand-side graph 
and the convex closure at each point x, obtain some new 
Filippov differential inclusion x&  ∈ Fτ(x). 
Theorem 2 [22]. Let x&  ∈ F(x) be a globally uniformly finite-
time stable homogeneous Filippov differential inclusion 
(equation) with the homogeneity weights m1, ..., mn and the 
degree - p < 0, and let τ > 0. Suppose that a continuous 
function x(t) be defined for any t ≥ -τp and satisfy some initial 
conditions x(t) = φ(t), t ∈ [-τp, 0]. Then if x(t) is a solution of 
the disturbed inclusion 

       x& (t) ∈ Fτ(x(t + [- τp, 0])),    t > 0 ,         (6) 

the inequalities |xi| < γi
imτ are established in finite time with 

some positive constants γi independent of τ  and φ. 
 Theorem 2 covers the cases of retarded or discrete noisy 
measurements of all or some of the coordinates. Only infinite 
extendibility of solutions in time is required. 
 Let the homogeneity weights of t, σ, σ& , ...,   σ(r-1) be 1, r, r - 
1, ..., 1 respectively (p = 1, therefore the homogeneity degree 
is -1). This homogeneity is called further the r-sliding 
homogeneity [22]. It can be shown [22] that it is the only 
homogeneity possible for the differential inclusion (4), (5). In 
other words, the inclusion (4), (5) and controller (5) are called 
r-sliding homogeneous, if for any κ > 0 the combined time-
coordinate transformation  

      Gκ:  (t, Σ) a ( κt, dκ Σ),  
 Σ = (σ, σ& , ..., σ(r-1)),  dκ Σ = (κr

σ, κr-1
σ& , ..., κσ

(r-1))    (7) 

preserves the closed-loop Filippov inclusion corresponding to 
(4), (5) and its solutions. Note that the 2-sliding sub-optimal 
controller [2, 4] does not exactly satisfy the described 
feedback form (5), but its trajectories are invariant with respect 
to (7). It is natural to say that it is 2-sliding homogeneous in 
the broad sense. 
 Obviously, (4) (5) is r-sliding homogeneous if the equality 
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  ϕ(κr
σ, κr-1

σ& , ..., κσ
(r-1)) ≡ ϕ(σ, σ& , ..., σ(r-1))       (8) 

holds identically. Such controllers are naturally to be called 
strictly r-sliding homogeneous. Recall that the values of ϕ on 
any zero-measure set do not influence the corresponding 
Filippov differential inclusion and its homogeneity. Any 
strictly r-sliding-homogeneous controller is uniformly 
bounded, since it is locally bounded and takes on all its values 
in any vicinity of the origin. It is inevitably discontinuous at 
the origin (0, ..., 0), if ϕ is not a constant almost everywhere. 
 Following are some examples of 2-sliding homogeneous 
controllers. Let α, β be positive parameters. The twisting 
controller [17] is given by the homogeneous formula 

 u = - α sign σ - β sign σ& ≡ - α sign(κ2
σ) - β sign(κ σ& ).  

Its finite-time stability conditions are α > β, (α + β)Km - C > 
(α - β)KM + C, (α - β) Km > C. The homogeneous form of the 
controller with prescribed convergence law [17] is defined as  

    u =  -α sign( σ& +β|σ|1/2sign σ) ≡  
        -α sign(κ σ& +β|κ2

σ|1/2sign (κ2
σ)).     

Its finite-time stability condition is αKm - C > β
2/2. This 

controller is a 2-sliding homogeneous analogue of the terminal 
sliding mode controller [25]. The recently published quasi-
continuous   2-sliding controller [23] is defined as 

u = - α 2/1

2/1

||||
sign||

σβ+σ
σσβ+σ

&

&
 ≡  - α 2/12

22/12

||||
sign||
σκβ+σκ

σκσκβ+σκ
&

&
.  

It is finite-time stable with any sufficiently large α and is 
continuous everywhere except σ = σ&  = 0.  The sub-optimal 
controller [2] is defined by the formula  

    u = - α sign (σ - σ*/2) + β sign σ* ≡  
      - α sign (κ2

σ - κ2
σ*/2) + β sign κ

2
σ*, 

where σ* is the value of σ detected at the closest time when σ&  
was 0. The initial value of σ* is 0, and the convergence 
conditions are α > β > 0,  2[(α + β)Km - C ] > (α - β)KM + C,   
(α - β)Km > C. The control u depends actually on the whole 
history of σ&  and σ measurements, i.e. on )(⋅σ&  and σ(⋅), and 
does not satisfy the feedback form (5). The results of this 
paper are true also for this controller, but the proofs are to be 
modified, since the powerful Filippov results cannot be 
directly applied here.  

It is further supposed that the controller (5) is finite-time 
stable and strictly r-sliding homogeneous (i.e. (8) is supposed 
to hold identically). 

 

IV. IMPLEMENTATION OF FINITE DIFFERENCES  
Controller (5) requires availability of σ& , ..., σ

(r-1). That 
information demand can be lowered using finite differences. In 
the following the usage of differences with constant and 
feedback-defined sampling interval is considered, and the 
influence of sampling noises is studied.  

 Let σ, σ& , ..., σ(k) , 0 ≤ k ≤ r-1 be available. Consider first 
the case, when the measurements are carried out at times ti 
with constant time step τ > 0. Denote σi

(s)  = σ(s)(ti, x(ti)). Let ∆ 
be the backward difference operator, ∆σi

(s) = σi
(s)- σi-1

(s), t ∈ [ti, 
ti+1), s = 1, 2, ..., r-1. Define 

u = ϕ(τ r(r-k-1)
σi, ..., τ

 (r-k+1)(r-k-1)
σi

(k-1),   
  τ (r-k)(r-k-1)

σi
(k), τ (r-k)(r-k-2)

∆σi
(k), ..., τ r-k

∆
r-k-2

σi
(k), ∆r-k-1

σi
(k)), (9) 

where ∆
s
σi

(k) is the sth-order finite difference. In particular, 
with  k = r-1 (full measurements), and with k = r - 2 achieve 
respectively 

 u = ϕ(σi, ..., σi
(r-2), σi

(r-1)) ,  u = ϕ(τ 
r
σi, ..., τ

2
σi

(r-2), ∆σi
(r-2)) ;   

and with k = 0 achieve 

   u = ϕ(τ r(r-1)
σi, τ

 r(r-2)
∆σi, ..., τ

 r
∆

r-2
σi, ∆

r-1
σi) .   (10) 

The idea of (9) is to avoid division by small numbers. 
Indeed, (8) implies that (9) is equivalent to 

u =  
 ϕ(σi, ..., σi

(k-1), σi
(k), ∆σi

(k)
/τ, ..., ∆r-k-2

σi
(k)

/τ
 r-k-2, ∆r-k-1

σi
(k)

/τ
 r-k-1). 

                        (11) 

Theorem 3. Suppose that controller (5) be strictly r-sliding 
homogeneous and finite-time stable, 0 ≤  k ≤ r - 1, then in the 
absence of noises, with discrete measurements controller (9) 
provides in finite time for the establishment of the inequalities  
|σ| < γ0τ

r, | σ& | < γ1τ
 r-1, ..., |σ(r-1)| < γr - 1τ  with some positive 

constants γ0, γ1, ..., γr - 1.  
 Here and further the proofs are placed in Appendix. The 
accuracy provided by the above Theorem is the best possible 
with discontinuous σ

(r) and discrete sampling [17].  
 Let now measurement noises be present, and assume them 
to be any bounded functions of time. It is obvious that with τ 
sufficiently large controller (9) does not “feel” noises and 
performs according to Theorem 3. On the other hand the finite 
differences do not contain any useful information when τ is too 
small. The boundary between these two cases is revealed in the 
next Theorem . 
Theorem 4. Under the conditions of Theorem 3 let σ, σ& , ..., 
σ

(k) , k < r, be measured with measurement noises of the 
magnitudes β0ε, β1ε

(r-1)/r, ..., βkε
(r-k)/r respectively, with β0, β1, 

..., βk > 0 and the measurement step τ = ηε
1/r, η > 0. Then 

there are such positive constants γ0, γ1, ..., γr - 1 that for any ε > 
0 controller (9) provides in finite time for keeping the 
inequalities   

              |σ| ≤ γ0ε, | σ& | ≤ γ1 ε
(r-1)/r, ..., |σ(r-1)| ≤ γr - 1 ε

1/r .  

 Note that there are no restrictions on η and βi.  Since noise 
magnitudes are often unknown, a reasonable value is directly 
assigned to τ, which results in large τ and unnecessarily poor 
performance with small noises.  
 Clearly, a feedback-defined variable sampling step would 
provide for the robustness of the controller, if τ grew with the 



IEEE-TAC paper 05-383 5 

distance from the r-sliding mode. If only σ is available, such 
distance is not available. Define the variable measurement step 

  τi+1 = ti+1 - ti = 






τ≤σλτ
τ>σλσλ

m
r

im

m
r

i
r

i
/1

/1/1

|ˆ|     ,
|ˆ|      ,|ˆ|            (12) 

where λ > 0, iσ̂  is a noisy estimation of σ at the moment ti. 
Denote δ1

σi = δσi = (σi - σi-1)/τi , δ
s
σi =  (δs-1

σi - δ
s-1

σi-1)/(τi + 
τi-1 + ... + τi-s+1) (divided differences [6]), and consider the 
controller 

 u = ϕ( iσ̂ , 1!⋅δ iσ̂ , ..., (r - 2)! ⋅ δr-2
iσ̂ , (r - 1)! ⋅ δr-1

iσ̂ ). (13) 

With constant sampling steps (13) is equivalent to (10). The 
approach is based on the mean value formula s! δs

σi = σ(s)(ξ), 
which holds for some ξ ∈ [ti, ti-s], s = 1, 2, ..., r - 1 [6]. The 
controller 

     u = ϕ( iσ̂ ,δ iσ̂ , (δ iσ̂ - δ 1ˆ −σi )/τi)        (14) 

can be applied instead of (13) with r = 3. 
Theorem 5. Let σ be measured with sampling interval (12)  
and a noise of the magnitude ε. Then for any sufficiently small 
λ > 0 there are such positive constants µ, γ0, γ1, ...,  γr-1 that 
for any ε ≥ 0 controller (12), (13) (or (14) with r = 3) provides 
in finite time for keeping the inequalities   

     |σ| ≤ γ0ε, | σ& | ≤ γ1 ε
(r-1)/r, ..., |σ(r-1)| ≤ γr - 1 ε

1/r with ε > µτm
r 

and 

 |σ| ≤ γ0µτm
r, | σ& | ≤ γ1µ

(r-1)/r
 τm

r-1, ..., |σ(r-1)| ≤ γr - 1 µ
1/r

τm  

with ε ≤ µτm
r. 

 The parameter µ roughly defines the regions, where one of 
the parameters ε or τm is negligible. Consider a sampling law 
with the bounded variable sampling interval 

  ti+1 - ti = τi = 








τ≤σλτ
τ≤σλ<τσλ

τ>σλτ

m
r

im

M
r

im
r

i

M
r

iM

/1

/1/1

/1

|ˆ|     ,
|ˆ|      ,|ˆ|

|ˆ|     ,
.      (15) 

Theorem 6. Let σ be measured with sampling interval (15) 
and a noise of the magnitude ε ≤ ε0, the maximal measurement 
step being chosen in the form τM = max(βε0

1/r, τm), β > 0. Then 
for any sufficiently small λ > 0 there are such positive 
constants µ, γ0, γ1, ...,  γr-1, ρ0, ρ1, ...,  ρr-1 that for any ε0 ≥ 0 
controller (13) (or (14) with r = 3), (15) provides in finite time 
for keeping the inequalities   

   |σ| ≤ ρ0ε0, | σ& | ≤ ρ1 ε0
(r-1)/r, ..., |σ(r-1)| ≤ ρr - 1 ε0

1/r . 

With sufficiently small ε and τm the asymptotics of Theorem 5 
is established: 

|σ| ≤ γ0ε, | σ& | ≤ γ1 ε
(r-1)/r, ..., |σ(r-1)| ≤ γr - 1 ε

1/r with ε > µτm
r, 

|σ| ≤ γ0µτm
r, | σ& |≤γ1µ

(r-1)/r
τm

r-1, ..., |σ(r-1)| ≤ γr-1µ
1/r

τm with ε≤µτm
r. 

 As follows from the Theorem, sampling step (15) features 
asymptotic properties of the constant step law and of (12) as 

well. It is convenient to choose the maximal step τM reasonably 
large, since ε0 is mostly unknown. Though the convergence is 
destroyed with large noises, simulation shows that the 
sampling law (15) might be a better strategy, for it can provide 
for better accuracy with relatively large noises (see the 
simulation results, Table 1). It is especially useful if 
assumption (3) only locally holds. Note that Theorems 3, 5, 6 
provide for the best possible asymptotic accuracy in the 
absence of noises [17]. 

 

V. SIMULATION EXAMPLE: CAR CONTROL 
Consider a simple kinematic model of car control 

     x&  = v cos ϕ, y&  = v sin ϕ, 
     ϕ& = v/l tan θ,    

     θ& = u, 

where x and y are Cartesian coordinates of the rear-axle middle 
point, ϕ is the orientation angle, v is the longitudinal velocity, l 
is the length between the two axles and θ is the steering angle 
(Fig. 1). The task is to steer the car from a given initial 
position to the trajectory y = g(x), while g(x) and y are 
assumed to be measured in real time. 

 
Fig. 1. Kinematic car model 

 Let v = const = 10 m/s, l = 5 m, g(x) = 10 sin(0.05x) + 5, x = 
y = ϕ = θ = 0 at t = 0. Define σ = y - g(x). The relative degree 
of the system is 3 and the 3-sliding homogeneous quasi-
continuous controller [23] 

u = - α [ σ&& + 2 (| σ& |+ |σ|2/3
)

-1/2( σ& + |σ|2/3sign σ ) ] / 
                [| σ&& |+ 2 (| σ& |+ |σ|2/3

)
1/2] 

can be applied here with α = 1. Substituting estimations z0, z1, 
z2 of σ, σ& , σ&&  respectively, obtain 

u = - [z2+ 2 (|z1|+ | z0|
2/3

)
-1/2(z1+ | z0|

2/3sign z0 )] /  
              [|z2|+ 2 (|z1|+ | z0|

2/3
)

1/2]. (16) 

 Consider two possibilities: 

  z0 = σiτ
6,  z1 = (σi - σi-1)τ

3 , z2 = σi - 2σi-1 + σi-2,        (17) 

with a constant measurement step τ (form (9)) and 

 z0= σi, z1= 
i

ii

τ
σ−σ −1 , z2= (

1

211

−

−−−

τ
σ−σ

−
τ
σ−σ

i

ii

i

ii )/τi    (18) 

with the variable step (12), λ = 0.15 and τm = 10-4 (form (14)). 
 The control was applied only from t = 0.5 providing some 
time for the calculation of the finite differences. The 
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integration was carried out according to the Euler method (the 
only one reliable with discontinuous dynamics) with the 
integration step 10-5 on the time interval of 20 seconds in the 
absence of noises and on the time interval of 30 seconds 
otherwise. The tracking accuracy was calculated as maximal 
absolute values of |σ|, | σ& |, | σ&& | during the last 25% of the 
simulation time. The results are summarized in Table 1. 
 The system performance with τ = 10-4 in the absence of 
noises is shown in Fig. 2. It cannot be distinguished from the 
performance with full exact measurements of all derivatives 
[23]. The system is fully destroyed already with the noise 
magnitude ε = 0.0001 m. The system performance with the 
noise magnitude 0.1 m is practically the same as in the absence 
of noises with τ = 0.2 s (Fig. 3). Note that the magnitude of the 
actual control θ is about 16° and the vibration frequency is 
about 0.5s-1, which is quite feasible. Mark that τ = 0.2 s is 
close to the typical human reaction time. Note also that the real 
performance might be measured by the maximal steady-state 
distance of the car trajectory from the desired one, which is 
much smaller than sup|σ| (Fig. 3a). 
 Performance with the variable measurement step in the 
absence of noises with λ = 0.15 and τm = 10-4 is shown in Fig. 
4. The accuracy |σ| ≤ 4.0 is obtained with ε = 0.05 (Fig. 5a, b). 
The performance of the controller is slightly improved by the 
restriction (15) of the measurement step from above. With 
large noises the restriction τ ≤ τM = 0.2 actually provides for 
the same performance of the controller as with the constant 
sampling interval τ = 0.2 (Fig. 5c,d). The demonstrated 
performance of the controllers does not significantly change 
when the noise frequency varies in the range from 10 to 
100000. 

Table 1.  Summary of the simulation results 

 

 
Fig. 2.  Constant sampling step τ = 10-4, noise magnitude ε = 0 

 
Fig. 3. Constant sampling step τ = 0.2s , noise magnitude ε = 

0.1m 

 
Fig. 4. Variable measurement interval, noise magnitude ε = 0 

 The simulation data listed in Table 1 confirm the 
asymptotics claimed in Theorems 3 - 6. It is seen that both 
variable-sampling-interval methods (16), (18), (12) and (16), 
(18), (15) provide for the ideal performance in the absence of 
noises, which does not differ from the results obtained with the 
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sampling step fixed at the minimal step value. The constant 
step method (16), (17) actually identically performs with all 
noise magnitudes not exceeding some sensitivity threshold. 
After the noise exceeds the threshold the performance 
deteriorates. Variable sampling step provides for good 
performance in a large range of noise magnitudes, while the 
version with the sampling interval bounded from above looks 
preferable, if the maximal step is chosen sufficiently large. 
 

VI. CONCLUSIONS 
High-order finite differences are shown to provide for robust 
output-feedback control when applied with homogeneous 
sliding-mode controllers. While the on-line robust 
differentiation is still the preferable way [20, 22, 23], the finite 
differences are to be considered as a real alternative in the 
case, when the sampling rate is too low to provide for the good 
differentiation accuracy. For example, simple calculation 
based on the simulation results and the asymptotic accuracy 
from [23] shows that in the absence of noises, in the 
considered simulation example, a second-order differentiator 
[20] in the feedback would provide for the accuracy of about 
|σ| ≤ 6 with the sampling interval τ = 0.02. That is much worse 
than the above-obtained performance with the constant 
measurement interval τ = 0.2, when the finite differences are 
used. Due to the demonstrated robustness properties of the 
approach, it remains competitive, or may turn out to be even 
the only choice, when only low sampling rates are available.  
In particular, high-gain observer feedback implementation is 
impossible with the considered low sampling rates. 

 
Fig. 5. Variable measurement step with noise magnitude ε = 

0.05m; a, b: unbounded τ; c,d: τM = 0.2 

 Finite differences can be implemented in two ways. In the 
case when the maximal measurement noise magnitude is 
known, the best way is to take a sufficiently large constant 
sampling interval providing for the best performance. If the 
noise magnitude cannot be estimated from above, a reasonable 
and the simplest way is still to choose the largest interval, 

which provides for acceptable performance in the absence of 
noises, for the performance is not sensitive to small enough 
noises. The other way is to apply the variable measurement 
step control with unbounded ((11), (12)) or bounded ((12), 
(13)) step. In that case an excellent accuracy is provided with 
infinitesimally small measurement noises, and the controller is 
still robust. The best performance seems to be obtained with 
the bounded variable step (13), if some reasonable estimation 
of the maximal noise magnitude is available, and the maximal 
step is appropriately chosen. 
 Thus, any strictly r-sliding-homogeneous finite-time-stable 
controller provides for the full SISO control based on the input 
measurements only, when the only information on the 
controlled uncertain process is actually its relative degree. The 
proposed technique is globally applicable if the relative degree 
is constant and few boundedness restrictions hold globally; it 
is also locally applicable to general-case weakly-minimum-
phase SISO systems. In the absence of noises the variable-
measurement-step strategy provides for the proportionality of 
the resulting accuracy to τm

r, τm being the minimal sampling 
period and r being the relative degree. That is the best possible 
asymptotics with discrete sampling and discontinuous control 
[17]. In the presence of noises the tracking accuracy is 
proportional to the unknown noise magnitude. Only 
boundedness of the measurement noise is needed, no 
frequency considerations are relevant.  

 

APPENDIX 
Proof of Theorem 3. Identity (8) implies equivalence of (9) 
and (11). It is known [6] that 

  |∆j-k
σi

(k)
/τ

 j-k - σ(j)| ≤ (j - k) τ sup|σ(j+1)|,  j = k + 1, ..., r - 1,  

where sup|σ(j+1)| is calculated over the time interval containing 
the involved sampling points. Recall that σ

(r) is bounded. 
Denote  

  εj(Ω) = (j - k) τ supΣ∈Ω |σ(j+1)|,     j = k + 1, ..., r - 1;  

εj(Ω) = 0, j = 1, ..., k. Consider the difference ∆j-k
σi

(k)
/τ

 j-k - σ(j) 
as some noise of the magnitude εj which is infinitesimally 
small within any bounded area Ω when τ → 0. As follows 
from Theorem 2, with some small τ0 all trajectories starting 
from some disk D centered at 0 concentrate in its subset W = 
{Σ ∈ Rr| |σ| ≤ a0, | σ& | ≤ a1, ..., | σ(r-1)| ≤ ar-1} to stay there 
forever. 
 Apply transformation (t, Σ, ε) a ( κt, dκΣ, dκε) with such κ 
> 1 that dκW ⊂ D. Since the transformation transfers 
trajectories into trajectories, achieve that with the enlarged 
noise magnitudes jε~ = κr-j

εj the trajectories starting from dκD  
enter dκW ⊂ D in finite time to stay there. Taking into account 
that jε~ = 0 with j ≤ k and jε~ = κ

r-j
εj(D) = κ

r-j
τ (j - k) 

supΣ∈D |σ(j+1)| = κ εj(dκD) > εj(dκD) otherwise, achieve that the 
solutions of (4), (9) also enter dκW ⊂ D to stay there. Thus, 
building infinite number of embedded sets dκ

sD, s ∈ N, 
achieve the global finite-time convergence to the set W.  
 It is easy to see that the transformation  



IEEE-TAC paper 05-383 8 

     κG~  : (t, τ, Σ) a ( κt, κ τ, dκΣ)  

preserves the discrete sampling and transfers the solutions of 
(4), (9) into the solutions of the same inclusion, but with a 
different τ. Let the set |σ| ≤ a0, | σ& | ≤ a1, ..., | σ

(r-1)| ≤ ar-1  be 
attracting invariant set with some fixed sampling step τ0. 
Applying now κG~  with κ = τ/τ0 achieve the needed attracting-
set asymptotics.n 
Proof of Theorem 4.  Denote by )(ˆ j

iσ  the noisy measurement 

of σ(j)
i , |

)(ˆ j
iσ - )( j

iσ | ≤ βkε
(r-j)/r =  βkη

-(r-j)
 τ

r-j , j = 1, ..., k. Then  

  |∆j-k )(ˆ k
iσ /τ

 j-k - σ(j)| ≤ εj(D) = (j - k)τ supΣ∈Ω |σ(j+1)| + Nj-kτ
r-j,   

j = k + 1, ...,   r - 1, Nj-k > 0. The rest of the proof is the same 
as of Theorem 3.n 
Proof of Theorem 5. The idea is to show by comparison with 
a suitable differential inclusion that the system has a global 
invariant attracting set. The needed asymptotics follows then 
immediately from the system homogeneity. With small ε and 
τm the sampling step τ ≈ λσ

1/r is close to zero near the plane σ 
= 0, which means that the controller is highly sensitive to any 
noise. In order to remove the singularity enlarge the right-hand 
side of the inclusion (4), (5)  taking 

  σ
(r)

∈




ε≤σΣϕ+Σϕ−−
ε>σΣϕ+−

∗

∗

.2||   |],)(|sup|,)(|sup[
,2||                               ),(],[],[

MM

Mm

KCKC
KKCC

  

                       (19) 

Recall that ϕ is globally bounded. Note also that even with ε∗ 
= 0 solutions of (19) might be different from the solutions of  
(4), (5). As always, the inclusions are replaced here by the 
corresponding minimal Filippov differential inclusions. The 
idea is to show that solutions of (4), (12), (13) approximate 
solutions of (19), which in its turn approximate solutions of 
(4), (5). 
 Controller (5) is finite-time stable, thus, the trajectories of 
the inclusion (4), (5) which start from a disk D0 centered at the 
origin terminate in finite time T in some smaller disk D1, being 
confined in some larger disk B during the time T . Call this the 
contraction property. 
Lemma 1. The contraction property of (4), (5) is preserved for 
(19) with somewhat enlarged D1, B, if ε∗ > 0 is chosen small 
enough. 
Proof.  Indeed, it follows from the Lagrange Theorem that the 
only possible limit point of the zeros of any solution σ(t) of 
(4), (5), or of (19), is the point where σ =  ... = σ(r-1) = 0, i.e. 
the origin Σ = 0. Therefore, the trajectories of (4), (5) and of 
(19) cross the hyperplane σ = 0 not stopping on it. Hence, with 
ε∗ = 0 the solutions of inclusion (19) are the same as of (4), 
(5). The Lemma follows now from the continuous dependence 
of the Filippov solutions on the right-hand side graph [8]. n 
Lemma 2. With λ, ε, τm small enough and |σ| ≥ 2 ε∗ the 
difference operators δ

i , i = 1, 2, ..., r -1, are based on 
sampling outside of the layer |σ| ≤  ε∗. 
Proof.  Taking into account the boundedness of | σ& | in B, 
require that λ max | σ& |(3 ε∗)

1/r < ε∗/r. That means that the 
maximal increment of |σ| with the sampling taken inside the 

layer |σ| ≤ 2 ε∗ and the noise magnitude ε < ε∗, is less than ε∗/r. 
Thus, more than r sampling steps are needed for any point 
outside of the layer |σ| ≤ 2 ε∗ to be reached from the layer |σ| 
≤ ε∗. n  
Lemma 3. Let ε∗ be defined from Lemma 1. Then with 
sufficiently small λ the contraction property holds for (4), 
(12), (13) with somewhat enlarged D1, B and ε, τm small 
enough.  
Proof. Show that outside of the layer |σ| ≤ 2 ε∗ controller (12), 
(13) can be considered as (5) with small measurement noises, 
which means that (12), (13) approximates (19) in the whole 
region. Let λ be smaller than the value required in Lemma 2 
and let τm and ε be so small with respect to ε∗ that only the first 
line of (12) is actual outside of |σ| ≥ ε∗ and the identity τk = 
λ| kσ̂ | 1/r holds. According to Lemma 2 each measurement 
point of a trajectory outside of the layer |σ| ≤ 2 ε∗ is preceded 
by at least r measurements outside of |σ| ≤ ε∗. Thus, with 
sufficiently small fixed λ and correspondingly smaller ε and τm 
the involved sampling steps are separated from zero.  
 When λ is small enough the feedback (12), (13) can be 
considered as sampling Σ in B1 = B ∩ {|σ| ≥ ε∗} for (19) with 
small measurement errors. Indeed, it follows from the mean 
value formula s! δs

σi = σ(s)(ξ) holding for some ξ ∈ [ti, ti-s] that 

   s! |δs
σi - σ

(s)(ti)| ≤ λr supΣ∈B |σ(s+1)| ⋅ supΣ∈B |σ+ε|1/r.  

The resulting motion satisfies “noisy” (19) and is described by 
the inclusion 

 σ
(r)

∈




ε≤σΣϕ+Σϕ−−
ε>σ+−

∗

∗

,2|||],)(|sup|,)(|sup[
,2||,],[],[

MM

Mm

KCKC
uKKCC

  

                        (20) 

with u defined from (12), (13). Due to the continuous 
dependence of the solutions on the right-hand-side graph, 
enlarging D1, B in an appropriate way, obtain the contraction 
property for “noisy” (19), and therefore for (4), (12), (13). 
Usage of (14) is justified by the asymptotic equivalence of      
2 δ2

σi = (δ iσ̂ - δ 1ˆ −σi )/(τi + τi-1).and (δ iσ̂ - δ 1ˆ −σi )/τi with small 
λ. n 
 Let  now ε∗ = ε∗1 and λ be fixed so that Lemmas 1-3 hold 
for sufficiently small ε and τm. 
Lemma 4. There are a compact set Ω  including the origin, 
and positive constants τm1 and ε1, such that Ω is a global 
finite-time-attracting invariant set for (4), (12), (13) with any 
ε ≤ ε1 and τm ≤ τm1. 
Proof. Fix some values ε and τm for which Lemma 3 holds. Let 
also τm and ε be small enough with respect to ε∗1, so that the 
identity τk = λ|σk|

1/r holds outside of |σ| ≥ ε∗1. Apply the 
transformation  

       (t, τm, ε, Σ) a (κt, κτm, κr
ε, dκΣ)      (21) 

with κ > 1.  It preserves the trajectories of  (4), (12), (13), 
which implies the contraction property with the set triplet  

       dκB ⊃ dκD0 ⊃ dκD1  
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for (4), (12), (13), and ε and τm changed to the enlarged values 
κ

r
ε and κτm. Inside dκB these trajectories satisfy (12), (13), 

(20) with correspondingly changed ε∗ = κr
ε∗1, also (12), (13), 

(20) featuring the same contraction property (note that the 
restriction on λ from the Lemma 2 proof is invariant with 
respect to transformation (21)).  
 According to the above choice of τm its reduction does not 
influence trajectories of (12), (13), (20), therefore the 
reduction of κτm back to τm does not violate the contraction 
property of (4), (12), (13) with the sets dκD0, dκD1, dκB. In its 
turn the reduction of κr

ε back to ε means just restriction to a 
subset of trajectories of (4), (12), (13) with smaller noises. 
Thus (4), (12), (13) with the original values of ε and τm 
features the contraction property with the sets dκD0, dκD1, dκB 
for any κ > 1. The same reasoning implies that the property is 
robust with respect to any reduction of ε and τm.  
 Choosing now κ > 1 so that dκD1 still lies in the interior of 
D0 obtain that trajectories of (4), (12), (13) which start in 
dκ

l+1D0 terminate in dκ
l D0 in the time κ l+1 T without leaving 

dκ
l+1B, l = 0, 1, .... Covering the whole space with the sets     

dκ
lD0, obtain the global finite-time convergence of the 

trajectories to the set D0. The point set of all trajectory 
segments starting in D0 and having the time-length T constitute 
the global attracting invariant set. n 
 Apply Lemma 4. Define µ > 0 from the equality ε1 = µτm1

r. 
Consider first the case when µτm

r ≤ ε. Then applying 
transformation (21) with κ = (ε1/ε)1/r obtain (4), (12), (13) with 
ε = ε1, τm ≤ τm1 and the invariant set Ω. Now applying the 
inverse transformation and calculating the bounds of the 
attracting invariant set dκΩ obtain the needed asymptotics. Let 
now µτm

r > ε. Applying transformation (21) with κ = τm1/τm 
obtain (4), (12), (13) with ε < ε1 and τm = τm1. After the inverse 
transformation obtain the other needed asymptotics, which 
ends the proof of Theorem 5. n 
Proof of Theorem 6. Choose some fixed sufficiently small 
value of λ as in the proof of Theorem 5. Similarly to the 
previous proof obtain the contraction property and global 
invariant set attracting in finite time with any sufficiently 
small τm, ε0, ε = ε0. Taking into account that (4), (13), (15) 
with the proposed in the Theorem choice of τM is invariant 
with respect to the transformation 

    (t, τm, ε0, Σ) a ( κ t, κ τm, κr
 ε0, dκΣ)     

readily obtain the first needed asymptotics. 
 Consider now a compact region D0, including the origin and 
invariant with respect to (4), (5), such that all trajectories 
starting in it enter in finite time a smaller invariant compact 
subregion D1. Consider the “noisy” control 

u ∈






ε≤σΣϕΣϕ−
ε>σδδ−+σδδ−+σδδ−+σϕ

∗

∗
−

,2||)],(|sup|,)(|sup[
,2||]),,[],...,,[],,[(co )1(

__
r&  

                       (22) 

where 
__
co  denotes the convex closure operation, meaning here 

that the minimal segment is taken containing all the set. With 
sufficiently small δ the above contraction property is preserved 

for (4) (22) with somewhat changed invariant regions D0, D1 
due to the continuous dependence on the right-hand-side-graph 
[8]. With sufficiently small λ, τm, and ε control (13), (15) 
satisfies (22) in D0, which means that the contraction property 
is true also for (4), (13), (15). Apply now the transformation 

   (t, τm, ε0, ε, ε∗, δ, Σ) a ( κt, κτm, κr
ε0, κ

r
ε∗, κ

r
ε, κr

δ,  dκΣ) 

with κ > 1. Similarly to the proof of Theorem 5 obtain the 
contraction property of (4), (22) with changed parameters for 
dκD0, dκD1. But also (13), (15) with unchanged parameters 
satisfies (22) with dκD0 , dκD1. The rest of the proof is the 
same as of Theorem 5. n 
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