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Universal Single-Input–Single-Output (SISO)
Sliding-Mode Controllers With Finite-Time

Convergence

Arie Levant

Abstract—An universal controller is constructed, formulated in
input–output terms only, which causes the output of any uncertain smooth
single-input–single-output (SISO) minimum-phase dynamic system with
known relative degree to vanish in finite time. That allows exact tracking of
arbitrary real-time smooth signals. Only one parameter is to be adjusted.
The approach being based on higher-order finite-time-convergence sliding
modes, the control can be made arbitrarily smooth, providing for the
arbitrarily-high tracking-accuracy order with respect to the sampling step.

Index Terms—Nonlinear systems, output feedback, uncertainty, variable
structure systems.

I. INTRODUCTION

Control under heavy uncertainty conditions is one of the main prob-
lems of the modern control theory. While there are a number of sophis-
ticated methods like adaptation based on identification and observation,
or absolute stability methods, one of the common approaches is to keep
some constraints in sliding mode [20] known for its insensitivity to ex-
ternal and internal disturbances.

The constraint being given by an equality of an output variable�

to zero, the standard sliding mode may be implemented only if the
control appears explicitly already in the first total derivative of�. In
other words, such mode provides for full output control if the relative
degree is 1. The controllers presented in this note are based on higher
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order sliding modes (HOSM) which generalize the sliding mode notion
and remove that restriction.

Generally speaking, any sliding mode is a mode of motions on the
discontinuity set of a discontinuous dynamic system. Such mode is un-
derstood in the Filippov sense [6] and features theoretically-infinite fre-
quency of control switching. While successively differentiating� along
trajectories of a discontinuous system, a discontinuity will be encoun-
tered sooner or later in the general case. Thus, sliding modes� � 0

may be classified by the numberr of the first successive total derivative
�
(r) which is not a continuous function of the state space variables or

does not exist due to some reason like trajectory nonuniqueness. That
number is called sliding order [8], [10]. Hence, therth-order sliding
mode is determined by the equalities� = _� = �� = � � � = �

(r�1)
= 0

which impose anr-dimensional condition on the state of the dynamic
system. The sliding order characterizes the dynamics smoothness de-
gree in some vicinity of the sliding mode. The words “rth order sliding”
are often shortened for brevity to “r-sliding”.

The standard sliding mode on which most variable structure systems
(VSS) are based is of the first order (_� is discontinuous). While the
standard modes feature finite time convergence, convergence to HOSM
may be asymptotic as well. It is also known that in practice the standard
sliding mode precision is proportional to the time interval between the
measurements or to the switching delay. At the same timer-sliding
mode realization may provide for up to therth order of sliding precision
with respect to the measurement interval [10]. Properly used, HOSM
totally removes the chattering effect.

Trivial cases of asymptotically stable HOSM are easily found in
many classic VSSs. For example there is an asymptotically stable
2-sliding mode with respect to the constraintx = 0 at the origin
x = _x = 0 (at one point only) of a 2-dimensional VSS keeping the
constraintx + _x = 0 in a standard 1-sliding mode. Asymptotically
stable or unstable HOSMs inevitably appear in VSSs with fast
actuators [8]. Stable HOSM reveals itself in that case by spontaneous
disappearance of the chattering effect. Thus, examples of asymptot-
ically stable or unstable sliding modes of any order are well known
[3]–[5]. 2-sliding modes in general uncertain multiple-input–mul-
tiple-output (MIMO) systems are studied in [2]. Dynamic sliding
modes [18] produce asymptotically stable higher-order sliding modes
and are to be specially mentioned here. However, so far examples of
r-sliding modes attracting in finite time were known forr = 1 (which
is trivial), for r = 2 [1], [2], [5], [10], [11], [15] and forr = 3 [8].

Another interesting family of sliding mode controllers featuring
finite-time convergence is based on so-called “terminal sliding modes”
[16], [21]. Though independently developed, the first version of these
controllers is identical to the so-called “2-sliding algorithm with a pre-
scribed convergence law” [5], [10]. The latter version [21] is intended
actually to provide for arbitrary-order finite-time-convergence sliding
mode. Unfortunately, all trajectories are to start from a prescribed
sector of the state space in order to avoid infinite control values. Being
formally bounded along each transient trajectory, the control takes
on infinite values in any vicinity of the steady state corresponding to
the supposedly higher-order sliding mode. Resulting systems have
unbounded right-hand sides, which prevents the very implementation
of the Filippov theory.

Arbitrary-order sliding controllers with finite-time convergence
were recently presented at conferences [12], [13]. The present note is
the first regular publication of these results. Only the relative degreer

of an uncertain single-input–single-output (SISO) dynamic system and
bounds of two input–output differential expressions are to be known,
thus only a qualitative model is needed. When used for tracking,
these controllers provide actually for full real-time output control of
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uncertain SISO minimum-phase dynamic systems with known relative
degree. Higher-order total derivatives of the output, needed for the
controller implementation, can be calculated in real time by means
of robust exact finite-time-convergence differentiators [11] based on
2-sliding mode.

Each controller provides forrth order precision with respect to the
sampling time step, which is the best precision possible withrth order
sliding [10]. This is the first time that sliding precision of an order
higher than 3 is demonstrated. The system’s relative degree being arti-
ficially increased, sliding control of arbitrary smoothness order can be
achieved, completely removing the chattering effect. The features of
the proposed universal controllers are illustrated by computer simula-
tion of kinematic car control.

II. THE PROBLEM AND ITS SOLUTION

Consider a dynamic system of the form

_x = a(t; x) + b(t; x)u � = �(t; x) (1)

wherex 2 Rn, u 2 R is control, smooth functionsa, b, � and
the dimensionn are unknown. The relative degreer of the system is
assumed to be constant and known. The task is to make the measured
output� vanish in finite time and to keep� � 0 by discontinuous
feedback control.

The heavy uncertainty of the problem prevents immediate reduction
of (1) to any standard form by means of approaches based on the knowl-
edge ofa, b and�. In caser = 1 _� = �0t + �0xa + �0xb � u, and the
problem is solved by the standard relay controlleru = �� sign�, pro-
vided�0t+�0xa is globally bounded and�0xb is separated from zero and
positive. The first order real sliding accuracy with respect to the sam-
pling interval is ensured if�0xb is also bounded.

The parametric strict feedback form [7] is a particular case of the
considered systems. With� � 0 trajectories inevitably satisfyr-sliding
mode condition� = _� = � � � = �(r�1) = 0 and the zero-dynamics
equations [9]. They are described also by the equivalent control method
[20]. It was proved [8] that the trivial controlleru = �K sign� leads
to appearance of such a mode, however, it is usually unstable.

The problem is to find a discontinuous feedbacku = U(t; x)
causing the appearance of anr-sliding mode attracting in finite time.
That new controller has to generalize the standard 1-sliding relay
controlleru = �K sign �. Thus, we require that for someKm, KM ,
C > 0

0 < Km �
@

@u
�(r) � KM ; jLra �j � C: (2)

Obviously,Lra � is therth total time derivative of� calculated with
u = 0. Hence, conditions (2) can be defined in input–output terms
only. Note that(@=@u)�(r) = LbL

r�1
a �.

Building an arbitrary-order sliding controller:Let p be the least
common multiple of1; 2; . . . r. Denote

N1; r =j�j(r�1)=r;

Ni;r = j�jp=r + j _�jp=(r�1)

+ � � �+ j�(i�1)jp=(r�i+1)
(r�i)=p

i =1; . . . ; r � 1

Nr�1;r = j�jp=r + j _�jp=(r�1) + � � �+ j�(r�2)jp=2
1=p

;

�0;r =�;

�1;r = _� + �1N1;r sign(�);

�i;r =�(i) + �iNi;r sign(�i�1;r); i = 1; . . . ; r � 1

where�1; . . . ; �r�1 are positive numbers.
Theorem 1: Let system (1) have relative degreer with respect to

the output function� and (2) be fulfilled. Suppose also that trajectories
of system (1) are infinitely extendible in time for any Lebesgue-mea-
surable bounded control function. Then with properly chosen positive
parameters�1; . . . ; �r�1, � the controller

u = �� sign �r�1;r �; _�; . . . ; �(r�1) (3)

leads to the establishment of anr-sliding mode� � 0 attracting each
trajectory in finite time. The convergence time is a locally bounded
function of initial conditions.

The assumption on the solution extendibility means in practice that
the system be minimum phase. The positive parameters�1; . . . ; �r�1

are to be chosen sufficiently large in the index order and may be fixed
in advance for each relative degreer. Parameter� > 0 is to be chosen
specifically for any fixedC, Km, KM . The controller is easily gen-
eralized. For example, coefficients ofNi;r andp may be any positive
numbers, in particular,p = r! andp = 1 are acceptable.

Idea of the Proof: Due to (2) trajectories of system (1) sat-
isfy the inclusion�(r) 2 [�C;C] + [Km; KM ]u. Each equality
�i;r = �(i) + �iNi;r sign(�i�1;r) = 0 leads to the establishment of
a 1-sliding mode in the continuity points of�i�1;r in the coordinates
�; _�; . . . ; �(i�1). None of these sliding modes really exists due to
the discontinuity of�i�1;r with i = 2; . . . ; r � 1. Nevertheless,
the equations�i;r = 0 are successively fulfilled approximately,
the equation residuals vanishing while the trajectory approaches
� = _� = � � � = �(r�1) in finite time. The full proof may be down-
loaded from the author’s homepage at http://www.cs.bgu.ac.il/~levant/.

Certainly, the number of choices of�i is infinite. Here are a few
controllers (3) with�i tested forr � 4. The first is the relay controller,
the second is listed in [5], [10], [16].

1) u = �� sign�;
2) u = �� sign( _� + j�j1=2 sign�);

3) u = �� sign �� + 2(j _�j3 + �2)1=6sign( _� + j�j2=3 sign�) ;

4)

u = �� sign ���� + 3(��6 + _�4 + j�j3)1=12

�sign �� + _�4 + j�j3
1=6

sign( _� + 0:5j�j3=4 sign�) ;

5)

u =� � sign �(4) + �4 �12 + j _�j15 + ��20 + ����
30 1=60

� sign ���� + �3 �12 + j _�j15 + _�20
1=30

� sign �� + �2 �12 + j _�j15
1=20

� sign _� + �1j�j
4=5 sign� :

Obviously, parameter� is to be taken negative with@ �(r)=@u < 0.
Controller (3) is certainly insensitive to any disturbance which pre-
serves the relative degree and (2). No matching condition having been
supposed, the residual uncertainty reveals itself in ther-sliding motion
equations (in other words, in zero dynamics).

Controller (3) requires the availability of�; _�; . . . ; �(r�1). That in-
formation demand may be lowered if the measurements are carried out
at timesti with constant step� > 0. Indeed, let

u(t) =� � sign ��
(r�2)
i

+ �r�1�Nr�1;r �i; _�i; . . . ; �
(r�2)
i

�sign �r�2;r �i; _�i; . . . ; �
(r�2)
i (4)
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where �
(j)
i = �(j)(ti; x(ti)), ��

(r�2)
i = �

(r�2)
i � �

(r�2)
i�1 , t

2 [ti; ti+1).
Theorem 2: Under conditions of Theorem 1 with discrete measure-

ments both algorithms (3) and (4) provide in finite time for fulfillment
of the inequalitiesj�j < a0�

r , j _�j < a1�
r�1; . . . ; j�r�1j > ar�1�

for some positive constantsa0; a1; . . . ; ar�1.
That accuracy is the best possible with discontinuous�(r) separated

from zero [10]. Following are some remarks on the usage of the pro-
posed controllers.

Convergence timemay be reduced by changing coefficients�j . An-
other way is to substitute��j�(j) for �(j), �r� for � and�� for � in
(3) and (4),� > 0, causing convergence time to be diminished approx-
imately by� times. As a result the coefficients ofNi;r will differ from
1.

Implementation ofr-sliding controller when the relative degree is
less thanr: Introducing successive time derivativesu; _u; . . . ; u(r�k�1)

as new auxiliary variables andu(r�k) as a new control, achieve dif-
ferent modifications of eachr-sliding controller intended to control
systems with relative degreesk = 1; 2; . . . ; r. The resulting control
is an(r� k� 1)-smooth function of time withk < r� 1, a Lipschitz
function withk = r�1 and a bounded “infinite-frequency switching”
function withk = r.

Chattering removal: The same trick removes the chattering effect.
For example, substitutingu(r�1) for u in (3), receive a localr-sliding
controller to be used instead of the relay controlleru = �sign� and
attain therth-order sliding precision with respect to� by means of an
(r � 2)-smooth control with Lipschitz(r � 2)th time derivative. It
has to be modified like in [10], [15] in order to provide for the global
boundedness ofu.

Controlling systems nonlinear on control: Consider a system_x =
f(t; x; u) nonlinear on control. The problem is reduced to that consid-
ered above by introducing a new auxiliary variableu and a new control
v = _u.

Real-time output control: The implementation of the above-listed
r-sliding controllers requires real-time observation of the successive
derivatives_�; ��; . . . ; �(r�1). In case system (1) is known and the full
state is available, these derivatives may be directly calculated. In the
real uncertainty case the derivatives are to be real-time evaluated in
some other way. Let some signal�(t) be a function defined on[0;1)
and consisting of an unknown base signal�0(t) having a derivative
with known Lipschitz’s constantC > 0 and an unknown bounded
Lebesgue-measurable noiseN(t). Then, the following system realizes
real-time differentiation of�(t) [11]:

_& = v:

v = �1 � �j� � �(t)j1=2 sign(� � �(t))

_&1(d�1=dt) = � � sign(� � �(t)): (5)

Here�, � > 0, v(t) is the output of the differentiator. Solutions of the
system are understood in the Filippov sense. Parameters may be chosen
in the form� = 1:1C, � = 1:5C1=2, for example (it is only one of
possible choices). That differentiator provides for finite-time conver-
gence to the exact derivative of�0(t) if N(t) = 0. Otherwise, if sup
jN(t)j = ", it provides for accuracy proportional toC1=2"1=2, which
is the best possible asymptotics in the considered case [11]. Therefore,
having beenk times successively implemented, that differentiator will
provide forkth-order differentiation accuracy of the order of"(2 ).
Hence, full local real-time robust control of output variables is possible
under uncertainty conditions, using only output variable measurements
and knowledge of the relative degree.

The author wants to stress here that he does not consider successive
differentiation as an appropriate way to deal with a practical uncertainty
problem. The best way, definitely, is to find some way for direct deriva-

Fig. 1. Kinematic car control.

tive measurements. Otherwise, the proper way is, probably, to employ
asymptotically-optimal robust exact differentiators specially developed
for each differentiation order [11], [13]. Such differentiators have so far
been constructed for the first order (see above) and second order [13]
only. The resulting sliding accuracy supj�j in the closed system will
be proportional to the maximal error of� measurements [13].

III. SIMULATION EXAMPLES

Consider a simple kinematic model of car control [Fig. 1(a)] [17]

_x = v cos'; _y = v sin'; _' =
v

l
tan �; _� = u

where
x andy Cartesian coordinates of the rear-axle middle point;
' orientation angle;
v longitudinal velocity;
l distance between the two axles;
� steering angle.

The task is to steer the car from a given initial position to the trajectory
y = g(x), whilex andy are assumed to be measured in real time. Note
that the actual control here is� and _� = u is used as a new control in
order to avoid discontinuities of�.

Let v = const= 10 m/s,l = 5 m, g(x) = 10 sin(0:05x)+ 5, x =
y = ' = � = 0 at t = 0. Define� = y � g(x). The relative degree
of the system is 3 and the listed 3-sliding controller may be applied
here. Note that practical implementation of the controller would require
some real-time coordinate transformation with' approaching��=2.
It was taken� = 20. In order to demonstrate the differentiator usage
introduce 2 successive differentiators (5):

_z1 =v1

v1 =w1 � 7jz1 � �j1=2 sign(z1 � �)

_w1 =� 15 sign(z1 � �)

_z2 =v2

v2 =w2 � 15jz2 � v1j
1=2 sign(z2 � v1)

_w2 =� 50 sign(z2 � v1):
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During the first half-second the control is not applied in order to allow
the convergence of the differentiators. Substitutingv1 andv2 for _� and
�� respectively, obtain the following 3-sliding controller:

u =0; 0 � t < 0:5;

u =� 20 sign v2 + 2 jv1j
3 + �2 1=6

� sign v1 + j�j2=3 sign� ; t � 0:5:

The trajectory and functiony = g(x)with the sampling step� = 10�3

are shown in Fig. 1(c). The integration was carried out according to the
Euler method, the steering angle graph (actual control) is presented in
Fig. 1(e). The obtained accuracies arej�j � 0:0036, j _�j � 0:026,
j��j � 1:94 with � = 10�3 andj�j � 2:8 � 10�6, j _�j � 1:1 � 10�4,
j��j � 0:11 with � = 2 � 10�5:

4-sliding control: In case the steering angle dependence on time
[Fig. 1(e)] is considered as unacceptable, the relative degree of the
system may be artificially increased once more. Let_u be the new con-
trol, u(0) = 0. Suppose thatx, y, ', � are available, and apply the
above-listed 4-sliding controller with� = 40 (modification (4)):

_u = �40 sign ���i + 3� ��6
i + _�4

i + j�ij
3 1=12

�sign ��i + _�4
i + j�ij

3 1=6
sign _�i + 0:5j�ij

3=4 sign�i

The derivatives are directly calculated here (also here differentiators
could be used). The 4-sliding deviations and the corresponding trajec-
tory are shown in Fig. 1(b), (d) respectively. The finite-time conver-
gence is clearly seen from Fig. 1(b). The new graph of the steering
angle (the actual control) is presented in Fig. 6(c). The sliding accura-
ciesj�j � 9:6 � 10�6, j _�j � 1:2 � 10�4, j��j � 3:1 � 10�3; j���� j � 0:33
were attained with� = 10�4.

Note that the 4-sliding accuracy asymptotics(� � � 4; _� � � 3; �� �
� 2; ���� � � ) cannot be checked on this example, for the identities like
(sin t)• = cos t do not hold with the required accuracy in computer
simulation. Therefore, that asymptotics was checked on a special ex-
ample of tracking solutions for the equationz(4) + 3�z + 2z = 0
by the outputx of x(4) = u, � = x � z. The initial conditions
were z = _z = ���z = 0, �z = 2, x = _x = �x = ���x = 1; the
4-sliding controller wasexactly the same. The corresponding accura-
cies change fromj�j � 1:3 � 10�4, j _�j � 1:7 � 10�3, j��j � 3:0 � 10�2,
j���� j � 0:95 with � = 10�2 to j�j � 1:5 � 10�12, j _�j � 1:1 � 10�9,
j��j � 2:4 � 10�6; j���� j � 0:01 with � = 10�4, t 2 [10; 12].

IV. CONCLUSIONS ANDDISCUSSION OF THEOBTAINED RESULTS

Arbitrary-order sliding controllers with finite-time convergence are
presented for the first time. Whereas 1- and 2-sliding modes are used
mainly to keep auxiliary constraints, these controllers may be consid-
ered as general-purpose controllers providing for full real-time control
of the output� if the relative degreer of an uncertain dynamic SISO
system is known. In the general case when condition (2) is not global,
the controller is still locally applicable. A discontinuous infinite-fre-
quency switching uniformly-bounded control is produced providing
for finite-time arbitrarily fast transient process. A control derivative of
some order being treated as a new control, a higher order controller
can be applied, providing for the prescribed control smoothness and
removing the chattering. The controller parameters can be chosen in
advance, so that only a single scalar parameter needs to be adjusted for
any system with a given relative degree.

Discrete-measurement controller modifications (3) and (4) provide
for the accuracy� � �r with measurement step� . This is the first
time that the real-sliding accuracy of an order higher than 3 is attained.

Modification (4) does not require�(r�1) to be available. A variable
measurement step feedback [14] or the above-described robust differ-
entiator [11] are to be implemented for (4) and (3) respectively in the
presence of errors in the evaluation of other derivatives.

In case the mathematical model of the system is known and the full
state is available, the real-time derivatives of the output are directly
calculated, the controller implementation is straightforward and does
not require reduction of the dynamic system to any specific form. In
the uncertainty case the mathematical model of the process is not re-
ally needed. It is actually sufficient to know only the relative degree
of a minimum phase system. Necessary time derivatives of the output
can be obtained by recursive implementation of the robust exact dif-
ferentiator with finite-time convergence [11]. Thus, the only needed
real-time information is the current value of�. At the same time, in the
presence of measurement noises the differentiation accuracy inevitably
deteriorates rapidly with the growth of the differentiation order [11],
and direct observation of the derivatives is preferable.

The presented approach is comparable with back-stepping pro-
cedure [7], being very different in the requirements (differential
inequalities instead of parametric uncertainties) and resulting perfor-
mance. Providing for ultimate accuracy and finite-time convergence,
in many cases (especially, in “exploding” systems) the proposed
controllers feature only local convergence, while the backstepping ap-
proach results in globally stable closed systems. Another comparable
approach is keeping in 1-sliding mode the equalityPr�1(d=dt)� = 0,
where Pr�1 is a stable polynomial (dynamic sliding mode [18]).
Resulting in asymptotically stabler-sliding mode, that approach
features worse accuracy and a control dependent on higher derivatives
of �, so that the control may prove to be very large even with small�.

The proposed controllers are easily developed for any relative de-
gree, at the same time the most important are the cases when the rel-
ative degree equals 2, 3, and 4. Indeed, according to the Newton law,
the relative degree of a spatial variable with respect to a force, being
considered as a control, is 2. Taking into account some dynamic actu-
ator, achieve relative degree 3. If the actuator input is required to be
a continuous Lipschitz function, the relative degree may be artificially
increased to 4. Recent results [2] seem to allow the implementation of
the developed controllers for general MIMO systems.
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A Geometric Approach to Fault Detection and Isolation
for Bilinear Systems

H. Hammouri, P. Kabore, and M. Kinnaert

Abstract—In this note, a geometric approach to the synthesis of a
residual generator for fault detection and isolation (FDI) in bilinear
systems is considered. A necessary and sufficient condition to solve the
so-called fundamental problem of residual generation is obtained. The
proposed approach resorts to extensions of the notions of( )-in-
variant and unobservability subspaces, and it yields a constructive design
method.

Index Terms—Bilinear system, fault detection and isolation, observer.

I. INTRODUCTION

In this note, we consider the design of a part of an advanced moni-
toring system, namely the residual generator. The latter is a filter that
processes the measured plant outputs and the actuator commands in
order to generate signals called residuals. These filter outputs are nom-
inally equal to zero in the absence of fault, when the filter transient has
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vanished. Some of them become distinguishably different from zero
upon occurrence of specific faults.

More precisely, the design of residual generators for bilinear systems
is considered. The problem has previously been solved in an algebraic
framework by Yu and Shields [1]. However these authors restrict their
developments to linear time-invariant residual generators up to output
injection. This limits the class of systems for which a residual gener-
ator can be obtained [2], [3]. In order to avoid this limitation, bilinear
residual generators up to output injection were considered in [2] and an
algebraic design methodology was developed. In a geometric frame-
work, residual generation for state affine systems, of which bilinear
systems are a subclass, was considered in [3]. However, only sufficient
conditions for the existence of a residual generator are given [2], [3].

The purpose of this note is to determine necessary and sufficient con-
ditions for the existence of bilinear residual generators for bilinear sys-
tems. The problem to be solved is a generalization to bilinear systems
of the so-called fundamental problem of residual generation (FPRG)
stated for linear systems in [4]. In analogy to this work, it will be called
the bilinear fundamental problem of residual generation (BFPRG) to
stress the fact that a bilinear filter up to output injection is used. The
obtained results directly yield a design algorithm.

Other papers related to our work are [5]–[8]. They are dealing with
nonlinear systems that are not state affine. For such systems, a complete
methodology to design a residual generator is difficult to obtain due to
the fact that asymptotic observers can only be designed for specific
classes of systems.

II. THE BFPRG

A. Problem Statement

Consider the continuous-time bilinear system described by

_x(t) = A(u)x(t) +E1(x(t))v1(t) +E2(x(t))v2(t)

y(t) = Cx(t)
(1)

whereA(u) = A0+
m

i=1
ui(t)Ai, v1 andv2 are respectivelỳ1 and

`2-dimensional failure mode vectors, andEi(x) (i = 1; 2) aren � `i
matrices depending smoothly onx. The input vectoru and the fault
vectorsv1 andv2 belong to the class of admissible inputs and faults
respectively, such that the associated system trajectory is defined on the
whole time interval[0;1]. It can be shown that, ifEi(x); i = 1; 2,
are global Lipschitz, then all Borelian bounded signalsu, v1, v2 are
admissible. The developments are restricted to the situation where two
failure modes are considered but they can be generalized to an arbitrary
number of failure modes as in [4].

We shall need the following definition (see, for instance, [9], [10]).
Definition 1: The outputy of

_x(t) = F (x(t); s1(t); . . . ; sk(t))

y(t) = H(x(t))
(2)

is not affected by the signals1 if, for every initial statex(0) and every
signalss1; �s1; s2; . . . ; sk, the following equality holds:

y(x(0); s1; s2; . . . ; sk; t) = y(x(0); �s1; s2; . . . ; sk; t)

for everyt � 0. y(x(0); s1; s2; . . . ; sk; t) is the output of (2) corre-
sponding to the initial statex(0) and the inputss1; . . . ; sk.

In order to be able to define the BFPRG for system (1), let us intro-
duce the following filter with inputsu andy:

_z(t) = �A(u)z(t) + �D(u)y(t) + '(g(t))r(t) (3)

_g(t) = (u(t); g(t)) (4)

r(t) = �Cz(t) + Ly(t) (5)
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