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6.1 Light matter interaction in the high field regime

In light matter interaction a ‘strong’ laser field will be defined differently
depending on the process under investigation. In the context of this chapter
a laser field is considered to be strong if the potential energy surfaces of the
irradiated molecule or cluster are altered considerably. On an absolute scale
one can compare the electromagnetic field of a laser pulse with inner-atomic
fields. The electric field amplitude F of a laser pulse with the intensity I is
given by

F =
√

2I
ε0c

(6.1)

with ε0 being the vacuum dielectric constant, and c the velocity of light. For
a ground state H-atom (with its electron in a distance of 1 Bohr radius a0

from the nucleus) the field is strong if the intensity is I ≥ 3.5× 1016 Wcm−2,
while above some 1018 Wcm−2 relativistic effects as well as the magnetic field
component of the field become important. However, it turns out that molecules
and clusters already completely disintegrate at intensities above 1016 Wcm−2,
ejecting fast highly charged ions. This interesting new research field of cluster
dynamics initiated by ultraintense laser pulses will be presented in Sect. 6.6.

To study the chemical aspects one has to consider the typical energy level
spacing of polyatomic molecules and clusters for the definition of the ‘strong
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field regime’. Laser intensities in excess of 1012 Wcm−2 already induce sub-
stantial Stark shifting, polarization, and disturbance of the field free electronic
states occurs to produce a quasi-continuum of new states in the molecule.
Thus, intense short pulse lasers have led to the observation of many inter-
esting strong field phenomena in atoms, molecules and clusters including: X-
ray generation from high harmonics [1], above threshold ionization [2], above
threshold dissociation [3], multiple electron emission from molecules [4], in-
tact ionization of large polyatomic molecules [5–7], forced molecular rotation
in an optical centrifuge [8], production of extremely high charge states from
molecular clusters [9], production of highly energetic ions [10], and neutrons
from clusters [11].

6.1.1 Experimental aspects

It is useful to mention some experimental aspects of strong field studies here,
although the various laser systems and experimental methods of ultrafast
physics will not be discussed. Suffice it to say that typically the basis of all
table top short pulse laser systems used in these studies is the Ti:Sapphire
laser at 800 nm which may be converted conveniently to the second harmon-
ics and by using other nonlinear conversion schemes visible or near infrared
laser wavelength can be employed. Present state of the art high intensity laser
facilities can provide intensities up to 1020 Wcm−2, using 800 nm Ti:Sapphire
lasers with sub-50 fs pulse duration at a comfortable 10 Hz repetition rate
(see e.g. [12]). Techniques to manipulate, stretch, shape and characterize the
laser pulses have already been described in Chapter 2. However, a few sub-
tleties concerning the definition of intensities, and calibrating them have to
be discussed here.

Intensity calibration with short pulse lasers is a non trivial problem. What
can be measured directly is the pulse energy EP . But since one never has a
constant spatial and temporal distribution of intensity it is important to define
clearly to which quantity a given intensity refers. In the most favorable case
the spatial and temporal distribution is Gaussian and the intensity I (mostly
given in Wcm−2) is

I(r, t) = Im exp(− (r/w)2) exp(− (t/τ)2) (6.2)

with Im giving the maximum intensity at t = r = 0 with τ and w characteriz-
ing the temporal and spatial beam profile – quantities which can in principle
be measured experimentally by determining the autocorrelation function (for
τ) and, e.g., the total energy passing a knife edge which is moved into the
beam (for w). For a Gaussian one easily works out that

Im =
Ep√

πτπw2
� Ep

th (πw2)
= 0.83

Ep

thd2
h

(6.3)

with th and dh being FWHM of the temporal and spatial pulse width, respec-
tively. We note that the maximum intensity at the pulse center corresponds
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to a hypothetical cylindrical beam of constant intensity of radius w. Note,
however, that w is the 1/e beam waist radius, not the 1/e2 radius often given
for laser beams! Since the beam parameters are difficult to determine quanti-
tatively, the intensity in typical ion yield experiments is usually not measured
absolutely. Rather one calibrates the intensity with a known intensity depen-
dence for a standard ion (typically Xe+) or compares photoelectron spectra
with known data from the literature [13,14].

6.1.2 Processes in strong laser fields: An overview

The response of an atomic or molecular system to a laser field can approxi-
mately be divided into two different regimes, the multi photon and the quasi-
static regime. One relevant quantity to define the boundary is the average
oscillation energy which a free electron acquires in the radiation field of the
laser pulse. This ponderomotive potential is given by

Up =
e2
0

2meε0 c

I

ω2
L

∝ λ2I (6.4)

with me the mass of the electron, ωL the angular frequency of the laser ra-
diation. Note that the ponderomotive potential depends quadratically on the
laser wavelength λ, i.e., is most significant in the infrared wavelength region.
To determine whether a field is strong one has thus to compare Up with the
atomic or molecular energy in question. When discussing ionization processes
one would consider the quasi-static regime to begin at

Up > EI (6.5)

where EI is the ionization potential of the system. If one takes for example
C60 with EI = 7.58 eV an 800 nm Ti:Sapphire pulse would in that sense be
‘strong’ when I > 1.3 × 1014 Wcm−2 = Icrit.

For low intensities and high frequencies (I � Icrit ∝ ω2
LEI) the interaction

can be well described by lowest-order perturbation theory (LOPT). The order
N of the process is then given by the least number of photons required to reach
the ionic ground state from the neutral initial state, i.e., N is the smallest
integer fulfilling N�ωL > EI . This multi photon regime is illustrated for an
atom in Fig. 6.1 (left panel). Note, that in LOPT approximation only a single
photo electron peak with the kinetic energy E0 = N�ωL − EI exists.

Within the LOPT approximation the ionization rate ΓLOPT is propor-
tional to the Nth power of the laser intensity I, ΓLOPT ∝ σ(N) IN where
σ(N) is the generalized N -photon cross-section that depends on the atomic
or molecular system under consideration. The ab initio evaluation of σ(N) for
systems only slightly more complicated than hydrogen-like atoms is, however,
a very demanding task, since it implies a summation over all field-free eigen-
states, including all continua. Converged 2-, 3-, and 4-photon cross-sections
for atomic helium were presented in [15].
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Fig. 6.1. Schematic illustration of an atom in a strong field with electron energetics
and high harmonic generation. Left: multi photon ionization (upward arrows indi-
cate photon energies), electron energies (full downward arrows) in above threshold
ionization (ATI). Right: above barrier ionization in a strong field, indication the rec-
ollision electron with a maximum energy of 3.2 Up, and high harmonics generation
(dotted downward arrow).

The absence of spherical symmetry makes molecular calculations even
more demanding. Within the fixed-nuclei approximation 2-, 3-, and 4-photon
cross-sections for H+

2 at the equilibrium distance R = 2.0 a0 were presented
in [16]. These results were confirmed and extended to different R values and
alignment of the molecular axis with respect to a linear polarized laser field
in [17]. The molecular results for fixed R are qualitatively very similar to
the ones obtained for atoms: a rather smooth variation of σ(N) as a function
of the photon frequency underlying very sharp resonant peaks (that within
LOPT actually diverge). These resonances indicate the presence of resonantly
enhanced multiphoton ionization (REMPI) and are a consequence of interme-
diate states coming into resonance with M (< N) photons. If this occurs, the
intermediate state becomes populated. A proper treatment (within LOPT) re-
quires the solution of the corresponding rate equations considering population
and depopulation of the intermediate state by an M - and an N −M -photon
process, respectively. The presence of REMPI peaks are also the reason that
inclusion of vibrational motion in LOPT calculations of molecules is a nontriv-
ial task [17]. While for processes like single-photon ionization it is possible to
obtain approximate results by simply averaging over R weighted vibrational
wave function of the initial state (usually the ground state), such a procedure
works only in a very limited frequency regime for N photon processes. The
reason is that for most photon frequencies the intermediate states are embed-
ded in dissociative continua and the LOPT amplitudes are thus divergent. A
proper treatment of this problem was then adopted in [18]. A further technical
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problem encountered for molecules is the dependence of σ(N) on the molecular
alignment [19].

If the laser intensity is increased, the LOPT approximation becomes in-
creasingly inaccurate. As a consequence, the ionization rate shows an intensity
dependence differing from IN . Usually, the increase with intensity is smaller
than predicted by LOPT. Often this is called the nonperturbative multi pho-
ton regime. One characteristic of this regime is visible, if photoelectron spec-
tra are recorded. By construction, the LOPT approximation assumes that
only a single photoelectron peak exists, its energetic position being given by
E0 = N�ω − EI . However, with increasing intensity additional peaks occur
in the photoelectron spectrum at En = (N + n) �ω − EI , n = 1, 2, . . . These
so called above-threshold ionization (ATI) peaks are also indicated in Fig. 6.1
(left panel). In the language of perturbation theory they result from addi-
tional absorption of photons within the electronic continuum of states. With
increasing laser intensity the relative importance of the higher-order ATI peaks
increases and they can even provide the dominant path to ionization. As a
consequence, LOPT fails to predict even the integrated ionization spectrum.

At intensities I � Icrit the atomic or molecular potentials are significantly
deformed by the field as depicted in Fig. 6.1 (right panel). The electron e−

can escape from the atom in an above barrier process and is accelerated in
the oscillating laser field. While a completely free electron would not be able
to gain energy from the laser pulse (for energy and momentum conservation
reasons) with the atom present this is possible. As first pointed out by [20],
the electron can accumulate energy and – depending on its starting phase
with respect to the laser field – may return to the atom with kinetic ener-
gies up to about 3.2Up. This is schematically illustrated by the trajectory
in Fig. 6.1 (right panel) showing an electron starting at the barrier. This so-
called recollision process is instrumental in high harmonic generation (HHG)
and explains the experimentally observed plateau and cutoff of HHG toward
high energies [20,21].

Traditionally, one defines a dimensionless quantity, the so-called Keldysh
parameter , introduced in [22],

γ =

√
EI

2Up
=

√
ε0 me c

e2
0

EI ω2
L

I
∝ tT

tL
(6.6)

to differentiate between the high and low intensity regime. In the high-
frequency low-intensity multi photon regime one has γ � 1, while γ � 1
indicates the validity range of the low-frequency high-intensity quasi-static
regime. The Keldysh parameter γ may be understood as an adiabaticity pa-
rameter. If the laser frequency is small and thus the periodic change of the
electric field tL = 2π/ωL is slow, the atomic or molecular systems responds to
the field similar as to a slowly varying electric field. For sufficiently low laser
frequencies the system can follow adiabatically and thus it is at every instant
of time in an eigenstate of the total field dressed Hamiltonian. For sufficiently
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high intensity, ionization in an electric field occurs via tunneling through the
field deformed Coulomb barrier with the tunneling time tT or even by escape
over the completely suppressed barrier (see Fig. 6.1). On the opposite side,
in the high-frequency limit, the field changes too quickly for the system to
follow and thus it remains in its field-free eigenstate. In this case, the system
does not react on the oscillating field amplitude in terms of the quasi-static
picture but on the presence of a perturbation given by the pulse envelope.
Transitions are then (formally) induced by photon absorption, since the fast
changing direction of the electric field vector does not allow the electron to
escape through or over the field deformed barrier before the barrier closes.

This clear picture of the boundary between the multi photon and the quasi
static regime at γ = 1 becomes blurred when the size of the molecular system
is increased. Especially for molecules with extended π electrons (e.g., benzene,
anthracene, unsaturated hydrocarbons, and fullerenes) [23–26] but also for
metal clusters [27] it has been found that the ionization rate deviates from the
power law (IN ) at much lower intensities than estimated from the Keldysh
parameter. In contrast to atoms and small molecules, where the excitation
and ionization processes are typically described by a single active electron, in
larger molecular system multi electron effects cannot be neglected mainly for
two reasons: The motion of the active electrons is no longer fast compared
to the period of the laser field and doubly excited states exists below the
ionization limit. More details and examples on this issue are presented in
Sects. 6.3 and 6.4.

6.1.3 Control in strong fields

In recent years, studies in the strong field regime have been extended by us-
ing tailored laser pulses to interact with molecules and clusters. In contrast to
the control in the linear or nonlinear perturbative regime discussed in Chap-
ter 2 “strong- or intense-field control” relates to intensities and frequencies
where the potential energy surfaces are disturbed by the laser field and a
quasi-continuum of new states is produced. This allows the laser field to “re-
program” the molecular Hamiltonian in a time-dependent manner, creating
a new quantum system while the laser pulse exists. For small molecules the
intensities for strong field control lead to Keldysh parameters γ < 1 and the
quasi-static picture is appropriate in those cases. However, not only the laser
intensity itself determines the strength of the interaction with respect to the
underlying physics, but also the ratio of the photon energy to the ionization
potential of the atomic or molecular system considered. More details and an
example for the control of wave packets in the ground state of H2 is given in
Sect. 6.2.

For larger molecular systems one might suspect the degree of chemical
control using pulses with an intensity of 1012 to 1014 Wcm−2 to be rather
limited as a consequence of the highly nonlinear processes induced in the
molecule. However, by using short pulse durations (≈ 50 fs), the exciting laser
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couples primarily into the electronic system modes of the molecule because
it has they have similar characteristic response times. This limits the intu-
itively expected catastrophic decomposition to atomic fragments and ions.
For example, in the strong field excitation of benzene [5], up to intensities of
1014 Wcm−2 exclusively ionization of the parent species was observed, with
little induced dissociation. The observation of a single dominant channel (in-
tact parent ionization) suggested that most of the possible final state channels
(i.e., the large manifold of dissociative ionization states) may be suppressed
in the short pulse strong field regime. In this high intensity regime there is
opportunity to substantially manipulate the molecular wave function with
suitably shaped laser pulses to induce and manage photochemical reactivity
and products. Section 6.3 will give more details and examples of successful
experiments in “strong field chemistry”. The control of photo fragmentation
in fullerenes is presented in Sect. 6.4.

One big challenge in this context is a detailed theoretical description of
strong field induced processes in complex molecular system. A new theoreti-
cal method, which allows the time-resolved observation of the formation, the
modulation, and the breaking of chemical bonds is presented in Sect. 6.5. This
method provides a visualization of complex reactions involving the dynamics
of excited states.

6.2 Strong-field control in small molecules

Alejandro Saenz

In view of the goal to control nuclear motion and since the laser field in-
teracts primarily with the electrons, it is of interest to concentrate on the
interplay between vibrational and electronic motion and thus it is important
to understand the influence of vibrational motion on the strong-field behavior
of molecules. It will be demonstrated below that strong fields allow for con-
trol of vibrational motion in a different way than low-intensity laser pulses.
While control schemes based on multi photon processes can be understood
as being based on resonant transitions between field-free states, the schemes
in the quasi-static regime are often nonresonant and involve field-modified
states. However, the strong-field control schemes will have to compete with
ionization that is increasingly important as the laser intensity increases. In
fact, most of the strong-field molecular experiments indicating field-induced
formation of vibrational wave packets concentrated on the nuclear motion in-
duced in molecular ions created by strong-field ionization. Similarly to the
case of forming coherent vibrational wave packets in excited electronic states
by a sufficiently short laser pulse that transfers the initial-state wave packet
onto the excited state potential curve, a sufficiently short intense laser field
can transfer the initial vibrational wave packet onto the ground-state poten-
tial curve of the molecular ion. A lot of experimental work has been devoted
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to the simplest possible molecule that is easily experimentally accessible: H2.
Due to its high ionization potential, it is a perfect candidate for studying
molecules in the quasi-static regime.

Very early and long time before intense-field two-pulse pump-probe ex-
periments became available, the behavior of H2 (and other mostly diatomic
molecules) in strong short laser pulses were analyzed assuming the following
sequential process. During the very first phase of the laser pulse the mole-
cules are aligned. In the case of a linear polarized laser pulse and a diatomic
molecule like H2 it should align with its molecular axis parallel to the electric
field vector. It should be noted, however, that with the occurrence of short
laser pulses (below 50 fs) the rotational period of the molecules is too long
for alignment to occur. More accurately, the pulse creates a rotational wave
packet, but due to the shortness of the pulse with respect to the rotational
period, the induced rotational wave packet motion takes place on a time scale
much larger than the pulse length. As a consequence, the subsequent field-
induced processes like ionization occur while the molecules are still in their
initial rotational wave packet. In a second step, but still during the rise of
the laser-pulse intensity, H2 is ionized due to tunneling ionization. Since the
tunneling process is very fast (it should occur within half an optical cycle),
the nuclei are practically frozen during the ionization process and thus the
H+

2 ion was predicted to be generated in a vibrational wave packet that is
simply given by the projection of the vibrational ground state of the neutral
onto the vibrational states of the ion, the Franck-Condon factors. While this
wave packet starts to move, the laser intensity increases further and also the
ion may be ionized. If the ionization stage has reached a certain level (in the
case of H2 evidently 2), the Coulomb repulsion of the nuclei in the result-
ing ion is not any longer compensated by the remaining electrons. Coulomb
explosion occurs. From the analysis of the kinetic energy distribution of the
fragments (protons in the case of H2) three molecular strong-field effects were
discovered: bond softening, bond hardening, and enhanced ionization. In fact,
bond softening had already been predicted and experimentally observed long
time before lasers were available that allowed the investigation of Coulomb
explosion of H2.

6.2.1 Potential-curve distortion: bond softening and hardening

Hiskes [28] investigated theoretically the behavior of H2 and H+
2 in a strong

electric field. For H+
2 the electronic ground and first excited states 1σg and

1σu, respectively, are degenerate in the limit R → ∞. Since an electric field
parallel to the molecular axis breaks the gerade/ungerade symmetry, the de-
generacy must be lifted (Wigner-von Neumann noncrossing rule for states of
the same symmetry). In fact, the dipole moment between the two states (and
thus the electric-field induced coupling) diverges for R → ∞. The two po-
tential curves repel each other and go asymptotically to ±∞. As a result of
the distortion of the ground-state potential curve the high-lying vibrational
bound states become unbound (dissociative) or can tunnel through the dis-
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torted potential curve (predissociation). This effect is called bond softening
and is a general feature for diatomic molecular ions with an odd number of
electrons (a condition that is fulfilled for most singly ionized molecular ions).
In a static electric field this effect was experimentally observed almost imme-
diately after its theoretical prediction [29]. Since the adiabatic field dressed
curve of the upper electronic state bends upwards, it can support vibrational
bound states, while it is purely repulsive in the field-free case. The appear-
ance of field-induced bound states is called bond hardening or occurrence of
light-induced states.1

The occurrence of bond softening also in laser fields in the quasi-static
regime explained the experimental result that the fragments of Coulomb ex-
plosion of H2 had a kinetic energy that corresponded to an ionization of H+

2

(and thus to a transition onto the purely repulsive curve of H++H+) at rela-
tively large values of R. These R values were on the other hand not reachable,
if the wave packet created in the first ionization step would be propagating
on the field-free potential curves. This indicates an important ingredient for
strong-field control schemes: the in comparison to multi photon control addi-
tional ability of distorting potential curves allows to reach with a given wave
packet R regions that would otherwise be very difficult to access.

Bond softening alone was, however, not sufficient to explain the experi-
mental data, since according to the kinetic energy distribution there was not
only a relatively large fraction of H+

2 molecular ions produced at quite large R
values, but the energy distribution of this (overall dominant) part of the spec-
trum was in addition very narrow. This indicated that the ionization of H+

2

occurred in a very small R interval. Enhanced ionization, i.e., a pronounced
increase of the ionization rate at a certain (typically quite large) value of R,
turned out to be the reason for the observed narrow kinetic energy distrib-
ution. The first semiclassical models [30, 31] were later on also confirmed by
full ab initio calculations [32,33]. In the framework of the quasi-static approx-
imation one should analyze the ionization rates on the adiabatic field dressed
potential curves. As is discussed in [33] and in agreement with simple pic-
tures explaining enhanced ionization, the lowest-lying adiabatic curve does
not show enhanced ionization. However, the first excited (in the field upwards
bending) state shows pronounced peaks in the ionization rate at specific large
R values. The reason for this behavior are (field-induced) avoided crossings of
this state with other higher lying but not (or not as strongly) upwards bending
states. Since those higher lying states usually possess higher ionization rates
due to their lower ionization potential and since this ionization rate is shared
between two states showing an avoided crossing occurs, the upward bending
state shows a pronounced peak in its ionization rate close to the avoided cross-
ing. It is important to again emphasize that enhanced ionization occurs only

1 Although the name bond hardening appears to be more popular as it implies the
opposite effect to bond softening, it is not really appropriate, since the repulsive
field-free state does not support any bond that can be “hardened”.



494 C.P. Schulz et al.

in the excited adiabatic field dressed state. Since this state is supposed to be
not noticeably populated in the first ionization step (H2 → H+

2 ), the occur-
rence of enhanced ionization requires some nonadiabatic coupling between the
two lowest states of H+

2 .
In view of the fact that the energy difference between the ground and first

excited field dressed adiabatic states of H+
2 is much smaller than the gap be-

tween H2 and H+
2 it is in the case of many experiments more appropriate to

interpret the ionization of H2 in the quasi-static picture, but the transition
from the ground to the first-excited state of H+

2 (though field distorted!) by
means of (multi-)photon absorption. A recent work [34] has nicely demon-
strated how the transition between the quasi-static and the multi photon
picture, especially the multi photon transitions between field-distorted poten-
tial curves arises in the Floquet picture. With the aid of the very recently
developed pump-probe experiments [35,36] with laser pulses of a pulse length
of 12 fs and less it became now possible to monitor the wave packet motion
of H+

2 in real time. These experiments show clearly the effect of bond soft-
ening, i.e., the motion of the wave packet on field-distorted potential curves.
The recent experiments [36] also indicate the occurrence of more than a single
enhanced ionization peak in agreement with the older theoretical predictions.

In view of these strong-field effects specific to molecules (and absent for
atoms) it is of course of interest whether they occur also for neutral molecules
like H2. Hiskes considered in fact this question with respect to bond softening
and concluded that it should be absent for a molecule like H2 (and all other
typical covalent diatomic neutral molecules with an even number of electrons).
The reason is quite straightforward. Although the electronic ground state of
H2 is also degenerate with an excited state for R → ∞, the two degenerate
states are not coupled by an electric field, since the excited state has triplet
symmetry. This conclusion was seemingly not questioned for many years. In
[37] it was, however, found from a numerical calculation for a 1D model of H2

that enhanced ionization may occur for H2.
A full ab initio treatment of molecules in laser fields is nontrivial, even

if the quasi-static approximation is adopted. The reason is the requirement
to evaluate the eigensolutions of the Hamiltonian describing the molecule
and the laser field (usually only its dominant electric component) at a given
instant of time. This is equivalent to the calculation of the eigenstates of a
molecule in a strong static electric field. While standard quantum chemistry
codes nowadays allow to calculate the molecular states in weak electric fields,
the adopted procedures do not work for strong electric fields. The reason is
that in such fields the states are unstable with respect to ionization. Thus
one has to treat the metastability of the molecular states in a proper way. A
correlated, fully three-dimensional calculation of the eigenstates of H2 exposed
to strong electric fields has been presented in [38]. Using a complex-scaled
geminal approach both potential curves and ionization rates were given as a
function of R. In a later, more detailed work also rovibrational states (within
the Born-Oppenheimer approximation) were calculated and the problem of
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Fig. 6.2. The two energetically lowest lying adiabatic potential curves of H2 (green)
in a static field with strength F = 0.06 a0 (corresponding to a laser intensity of I =
1.26 × 1014 Wcm−2) (cf. [38,39]). For comparison, the adiabatic field-free potential
curve is also shown (dashed red). A dominant covalent or ionic character is indicated
by the corresponding dissociation limits [H(1s)+H(1s)] and [H++H−], respectively.

standard quantum chemistry approaches to treat the metastable states was
discussed [39,40].

In Fig. 6.2 the lowest-lying adiabatic potential curves of H2 in an electric
field with a field strength F = 0.06 a0 are shown. Clearly, in contrast to the
prediction of Hiskes, also neutral H2 shows the effect of bond softening. In
view of possible control applications this is very important, since it implies
that a substantial deformation of potential curves is possible, even if there
is no degeneracy of two field-free potential curves that is lifted by the field,
as was the case for H+

2 . The origin of bond softening for H2 is also evident
from Fig. 6.2. While the covalent ground state of H2 dissociating into H+H
is in fact almost not influenced by the electric field (only a small Stark shift
is visible), the state that dissociates into H++H− is strongly affected by the
field, as it represents a (diverging) dipole for R → ∞. It has to be reminded
that this ionic state does not exist in the adiabatic picture. In this picture
the ionic character is contained for small R mainly in the B 1Σu state, but for
increasing R it is partially transferred to other adiabatic states. The double-
well character of some of the excited electronic states is a consequence of the
avoided crossings that occur due to the passing of the diabatic ionic state
through the sequence of adiabatic states. Since the in the field-free case quite
energetic ionic state represents an electric dipole, its energy decreases (to a
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good approximation) linearly for R → ∞. As a consequence, in a diabatic
picture the ionic state will for a sufficiently large value of R cross the covalent
ground state. If the covalent ground state and the ionic state possess (at least
in the field that breaks parity) the same symmetry, an avoided crossing occurs.
This avoided crossing is the one shown in Fig. 6.2. It is responsible for bond
softening. As a further consequence, the adiabatic ground-state curve changes
its character from covalent (dissociating into H+H) to ionic (H++H−).

6.2.2 R dependence of the ionization yield

In Fig. 6.3 the ionization rate of H2 in an electric field (F = 0.08 a0) is
shown as a function of R. The avoided crossing with the ionic state leads
to a pronounced peak in the ionization rate. This confirms the occurrence
of enhanced ionization also for neutral H2 for which an earlier indication was
already given by a 1D model calculation [37]. On the basis of the accompanying
analysis of the potential curves the origin of enhanced ionization for H2 is of
course evident: at the avoided crossing the adiabatic eigenstate is a mixture of
the covalent and the ionic state. Since the latter has a much smaller ionization
potential and thus larger ionization rate, the covalent state acquires ionization

H(1s)+H(1s)

H  + H−+

F = 0.08 a.u.

. 10 V
m= 4.114 10

. 14

Ammosov−Delone−Krainov (ADK) rate

Quasi−diabatic ionization rate
Adiabatic ionization rate

(extended to incorporate R dependence)

(ab initio)

Equilibrium distance

(ab initio)

cm2
W( I = 2.25 10        )

Fig. 6.3. The ionization rate of H2 in a static field with strength F = 0.08 a0 (cor-
responding to a laser intensity of I = 2.25× 1014 Wcm−2) is shown as a function of
the internuclear separation R (cf. [38,40]). The ab initio results within the adiabatic
(red) and a quasi-diabatic (green) approximation are compared to a simple atomic
tunneling model (ADK approximation) that is extended to the molecular case by
using an R-dependent ionization potential (blue).
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rate from the ionic state [38,39]. If a wave packet moves very slowly over the
avoided crossing, it would follow the adiabatic potential curve and thus change
character from the covalent to the ionic state. In such a case a step-like feature
in the ionization rate occurs at the crossing. If the wave packet moves very fast
over the avoided crossing, it will follow the diabatic curves and thus regain its
covalent character (and ionization rate) after the crossing. In this case a peak
appears in the ionization rate. A time-dependent calculation (for short laser
pulses with 800 nm wavelength) has shortly thereafter confirmed the possible
occurrence of enhanced ionization in H2 and its origin due to a change from
the covalent to the ionic character [41].

A lesson that can be learned from the examples of H+
2 and H2 for strong-

field control is the occurrence of potential-curve deformation, if either the
field-free degeneracy of states is lifted by the field or if field-induced avoided
crossings occur. Clearly, molecular states dissociating into cation-anion pairs
will be most strongly affected by the external field. As these states are usu-
ally not existent as well-defined states in the adiabatic formulation, but are
admixtures of different states, it is clear that already weaker fields than the
ones discussed here for the H2 ground state should have a strong effect on
the excited states potential curves. Furthermore, the average energy differ-
ence between excited states is usually much smaller than the gap between the
electronic ground and the first excited state. As is discussed in [42] a large
number of field-induced avoided crossings occur in the electronically excited
state spectrum of H2.

Returning to Fig. 6.3 it may be observed that even in the R range where
no avoided crossing occurs, the ionization rate is strongly R dependent (note
the logarithmic scale). Already about thirty years ago it was pointed out
by Hanson that in the case of H2 the ionization in a strong electric field
should dominantly occur at a larger internuclear distance than the equilibrium
one [43]. A more general discussion of the influence of vibrational motion on
the laser-field ionization in the quasi-static regime was then given in [44]. In
the quasi-static picture (appropriate for sufficiently long pulses for which the
ionization during the turn-on and -off process is a negligibly small fraction)
and assuming validity of the Born-Oppenheimer approximation the ionization
process may be described as a transition from the rovibrational initial state of
the neutral to one of the rovibrational states of the ion. This transition is medi-
ated by some electronic transition moment. In the quasi-static approximation
this transition moment is the R-dependent ionization amplitude describing
the ionization probability (at fixed R) in an electric dc field. As was discussed
above, for molecules such ionization amplitudes are difficult to obtain from ab
initio treatments. For H2 ionization rates of the type shown in Fig. 6.3 can be
used. In order to obtain approximate R-dependent ionization rates for larger
molecules, simpler approaches are required. The probably simplest model one
can think of is the very popular Ammosov-Delone-Krainov (ADK) [45] model.

In order to adopt this atomic model to molecules it was proposed to use in
the ADK formula an R-dependent ionization potential EI(R) instead of the
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physical one [44]. While EI(R) is the energy difference between the ground-
state potential curves of the ion and the neutral, the physical ionization poten-
tial is of course the R-independent difference between the rovibrational ground
states of ion and neutral. The concept of a substitution of the physical by an
R-dependent ionization potential can also be used in other originally atomic
laser-field ionization models like the strong-field approximation (SFA), as was
mentioned already in [44]. The later on performed full ab initio calculation
of the static ionization rate for H2 [38,46] confirmed, however, the validity of
the ADK model to predict the R dependence of the ionization rate [40] at the
static limit. This is also apparent from Fig. 6.3 where both ab initio and ADK
(with R-dependent ionization potential) rates are compared. In fact, even the
quantitative agreement is very good, as long as the parameters belong to the
validity regime of the ADK model. Since the ADK approximation is based
on a tunneling model, this approximation is only applicable, if the field dis-
tortion of the Coulomb barrier is not so strong that the electron can escape
over the distorted barrier, but has to tunnel through it. From classical argu-
ments the field strength where over-the-barrier ionization sets in is given by
FBSI = E2

I /4. Using the ADK tunneling formula outside its validity regime,
i.e., for F > FBSI yields a clear overestimation of the ionization rate. Using
the R dependent ionization potential, one obtains FBSI(R) = E2

I (R)/4 and
thus deviations from the ADK behavior occur not only as a function of F but
also of R [40]. Of course, ADK is also only valid in the quasi-static limit and
not in the multi photon regime. This sets an intensity and wavelength limit
from below for the applicability of the ADK model.

Based on the ADK approximation the influence of vibrational motion on
strong-field ionization can be visualized with the aid of the example of three
prototype diatomic molecules [44]. Assuming for simplicity the same shape of
the potential curves of the electronic ground states of the neutral and the ion,
one may still distinguish three generic cases. The equilibrium distance of the
neutral and the ion (Rion

eq and Rneut
eq , respectively) are either almost identical,

or one of the curves is shifted horizontally with respect to the other. Example
molecules would be N2 where the removal of a nonbonding electron results
in Rion

eq ≈ Rneut
eq , H2 where removal of a bonding electron gives Rion

eq > Rneut
eq ,

and O2 where an antibonding electron is removed and thus Rion
eq < Rneut

eq .
As a consequence of the exponential dependence of the tunneling ionization
rate on the ionization potential even small shifts of Req have relatively dras-
tic effects, see Fig. 6.4. Compared to an atom (with R-independent transition
rate) the case Rion

eq 
= Rneut
eq yields a smaller ionization probability (suppressed

ionization), but there is a substantial cancelation effect and thus the overall
ionization rate (to all possible rovibrational final states) is only slightly sup-
pressed for the given examples (when using realistic molecular data for the
mentioned diatomic example systems H2, N2, and O2). More pronounced ef-
fects can be expected for nonsequential multiple ionization processes. It has
to be emphasized that these three examples serve just as an illustration of
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Fig. 6.4. The potential curves (upper row) and ionization widths (lower row) of
three prototype diatomic molecules A2 are shown [44]. The three cases differ in the
equilibrium distance of the cation relative to the one of the neutral. If these distances
agree (2 nd column) the ionization rate predicted by an R-dependent ADK model
agrees with the one of an atom with the same ionization potential. Otherwise, a
strong R dependence of the ionization rate is predicted.

how the ionization process can be influenced by structural properties closely
related to the vibrational dynamics. As is discussed below, this can serve as
a tool for control of vibrational motion. The model proposed in [44] is on
the other hand very simple and thus can easily be applied to many molec-
ular systems (using realistic potential curves for neutral and ion), including
(especially nonsequential) multiple ionization.

Before discussing consequences of the within the quasi-static approxima-
tion predicted pronounced R dependence for molecules like H2 and O2, it is
of course an important question whether the quasi-static approximation it-
self is at all applicable for realistic laser pulses. In fact, it was pointed out
in [48] that already for the simplest atomic system, the hydrogen atom, the
quasi-static approximation is only applicable for extremely high intensities
in which for femtosecond lasers saturation occurs. In a very recent work the
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Fig. 6.5. Comparison of the R dependent ionization yield of H2 in 800 nm laser
pulses of 6 cycle duration (cos2 envelope) and four different peak intensities as
specified in the plots [47]. The results of the full TDSE solution (black) is compared
to the prediction of the (R-dependent) unscaled (blue) and scaled(red) ADK model
that is equivalent to the quasi-static approximation. For 1.06 × 1014 Wcm−2 only
the unscaled ADK result is shown together with the TDSE result (red) showing
population of all but the initial H2 ground state.

R dependence of the ionization rate of H2 in a 800 nm laser pulse of 15 fs
duration was investigated using a full solution of the TDSE (describing the
two electrons in full dimensionality and including correlation, the technical
details being described in [49]). It was found that the quasi-static approxi-
mation fails in most cases to predict the ionization yield quantitatively, but
especially the R dependence is very well qualitatively described for intensities
above 1013 Wcm−2 [47]. This is seen in Fig. 6.5 that shows the R dependence
of the ionization yield in 800 nm laser pulses of about 16 fs duration for dif-
ferent intensities around 1013 to 1014 Wcm−2. The results are compared to
the ones obtained with the ADK model (that for the considered intensities
agrees well with the complete quasi-static approximation, cf. Fig. 6.3). If the
ADK results are multiplied by an overall multiplicative factor, the agreement
to the full TDSE calculations is very good. In fact, for a peak intensity of
1.06 × 1014 Wcm−2 even the quantitative agreement is very good, but this is
to some extent accidental. For this intensity not only the ion yield (= pop-
ulation of ionic states) but also the population of all but the initial ground
state is shown. In agreement with simple strong-field models the excitation of
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neutral excited states is small at these intensities, and shows almost the same
R dependence as the ionization yield.

6.2.3 Deviations from the Franck-Condon approximation

An immediate consequence of a pronounced R dependence of the strong-field
ionization rate is the fact that the wave packet created by means of a corre-
sponding laser in the molecular ion will not be correctly described by Franck-
Condon factors. The reason is simple. In the derivation of the Franck-Condon
factors it is assumed that the electronic transition moment is sufficiently R in-
dependent (within the R range covered by the initial vibrational wave packet)
to be taken out of the integral over R. This point was already remarked in [44].
Based on the model proposed in that work, the vibrational wave packet cre-
ated in intense laser fields was predicted and compared to experiment in [50].
The results are shown in Fig. 6.6. The (simple) theoretical model predicts
a strong deviation from the Franck-Condon distribution, since the latter is
rather broad and has its maximum for v = 2. The distributions predicted for
strong laser fields (in between 1013 and 1014 Wcm−2) are on the other hand
much narrower and have their maxima at v = 0 (or 1). Within the model
it is also predicted that the deviation from the Franck-Condon distribution
is more pronounced for lower intensities. In fact, Fig. 6.6 shows for the the-
oretical data two distributions for every intensity. One simulates a parallel
orientation of the field and the molecular axis, the other one a perpendicular
orientation. Within the simple model the difference is given by the fact that
only for parallel orientation there is a noticeable potential-curve distortion at
the considered field intensities. As a consequence of the distortion, the higher
lying vibrational states of H+

2 become unbound and thus yield dissociation.
In Fig. 6.6 only the nondissociated H+

2 ions are shown, since the experiment
was only able to measure those.

In Fig. 6.6 also experimental results are given for three peak intensities
(covering the range of the theoretical data) for a laser pulse of about 45 fs
pulse length. The experimental results are in very good qualitative agreement
with the theoretical predictions. One clearly sees a very similar deviation from
the Franck-Condon distribution, and the same trend as a function of intensity
(stronger deviation for lower intensities) is also visible. Finally, Fig. 6.6 shows
also the result obtained with a ns laser pulse. According to the discussion given
above, one expects that in the ns pulse the molecules will be quite well aligned,
while in the 45 fs laser pulse they will be more or less randomly oriented. The
sharper cut-off (due to dissociation) predicted by the theory for a parallel
aligned sample is also seen in the experiment. In conclusion, the experiment
confirms the predicted pronounced R dependence of the strong-field ionization
rate of molecules like H2. This is in contrast to the multi photon regime
(LOPT or weakly perturbative) that shows only very little R dependence,
if no resonances are involved. As a consequence of the R dependence in the
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Fig. 6.6. Distribution over bound vibrational states of H+
2 formed in strong laser-

field ionization of H2. Left panel: theoretical prediction on the basis of the quasi-
static approximation for laser peak intensities (a) 3.5 × 1013, (b) 5.4 × 1013, (c)
7.8× 1013, and (d) 1.1 × 1014 Wcm−2. The dark-gray bars correspond to a parallel,
the white bars to a perpendicular orientation of the molecular axis with respect
to the linear-polarized laser field. Right panel: Experimental results for laser peak
intensities (a) 3×1013, (b) 4.8×1013, and (c) 1.5×1014 Wcm−2 and pulses of about
50 fs FWHM pulse duration. In (d) the distribution measured with a laser peak
intensity of 1 × 1014 Wcm−2 but a pulse length in the ns range is shown.

strong-field regime it is possible to control the shape of the formed vibrational
wave packet by varying the intensity of the laser.

6.2.4 Formation of vibrational wave packets in the nonionized
neutral initial state

The pronounced R dependence of the strong-field ionization rate of molecules
like H2 may also be used in a different way to influence and control vibrational
motion. In [51] it is proposed that with the aid of a sufficiently short pulse it
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Fig. 6.7. The vibrational wave packet in the electronic ground state of H2 is shown
at different times for a laser pulse with 800 nm, 8 fs duration (cos2-envelope), and
peak intensity 6 × 1014 Wcm−2 [51].

is possible to create a vibrational wave packet in the nonionized neutral H2

molecules. For the theoretical modeling of this process the model proposed
in [44] was extended in such a way that the vibrational motion was treated
explicitly. For this purpose, the time-dependent Schrödinger equation describ-
ing vibrational motion of H2 was solved. The ionization process was described
with the aid of an imaginary (optical) potential. For the considered intensities
the influence of potential-curve distortion was assumed to be negligible and
thus omitted for clarity. The resulting wave packet motion, i.e., snapshots at
specific time intervals, is shown in Fig. 6.7. Besides the overall decrease of
the amplitude of the wave packet due to ionization one notices that in fact,
as expected from the R dependence of the ionization rate, the wave packet
is preferentially ionized and thus decreases more pronounced at larger val-
ues of R. If this R-dependent depletion process occurs fast enough to not be
washed out by vibrational motion (for H2 the ionization should occur within
at least 5 to 10 fs), the laser pulse leaves behind a vibrational wave packet
in the neutral H2 molecules. It should be emphasized that this is a purely
quantum-mechanical effect that cannot be explained with any ensemble sta-
tistics, since in a (semi-)classical world the molecules that happen to have a
larger R value when being hit by the laser pulse would only be ionized with a
higher probability. However, the molecule would be either ionized or not. In
both cases no wave packet in the nonionized molecules can be created.
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(chain) is the result for a 12 fs pulse with the same ionization rate as the 8 fs pulse
which is achieved by lowering the intensity to I = 5.26 × 1014 Wcm−2.

The creation of the wave packet is better monitored by plotting the time-
dependent mean value of R as is shown in Fig. 6.8. In the beginning of the pulse
(once the intensity is sufficient to ionize) R decreases due to the R-dependent
depletion. However, while the linearly polarized laser changes field direction,
its field component passes through zero. During this period of low intensity no
further ionization occurs and the already created wave packet starts to swing
back (R increases). In the following half cycle further ionization occurs, and
R decreases even more. This continues until the pulse envelope decreases so
much that no further ionization occurs. Now the created wave packet swings
back and forth. Since the wave packet is formed from vibrational states of the
same electronic state of the homonuclear H2 molecule, the decoherence time
is expected to be extremely long. The reason is that the wave packet can only
relax via spontaneous two-photon emission, because one-photon transitions
are dipole forbidden. The wave packet shows also a surprisingly clean oscilla-
tion without evident collapses and revivals etc. This is a consequence of the
fact that in the considered intensity regime the wave packet consists almost
exclusively of v = 0 and v = 1 components. The contributions of higher v
components are to a good approximation negligible. Therefore the oscillation
period is very accurately given by the one determined by the energy difference
between v = 0 and v = 1 of H2 which is about 8 fs.
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Fig. 6.9. Theoretically predicted total ionization yield measured in a pump-probe
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(dashed) duration. The pulses possess peak intensity 6 × 1014 Wcm−2, a cos2 enve-
lope, and 800 nm wavelength [51].

Most surprisingly, the wave packet formation process happens to be very
robust with respect to the field parameters. The amplitude of the created
wave packet depends on the exact form of the pulse, but its shape is almost
independent of the exact pulse parameters. For example, changing the wave-
length (as long as the quasi-static description is valid) from 800 to 1064 nm
or the absolute carrier-envelope phase by π/2 does practically not influence
the final form of the wave packet. Therefore, no stabilization of the carrier-
envelope phase is, e.g., required for the wave packet formation and also the
finite bandwidth (quite substantial for ultrashort laser pulses) does not pose
any problem. The remaining question is, of course, whether the predicted wave
packet can be experimentally verified. As is clear from Fig. 6.8, the oscillation
takes place in a very small interval of R values. However, the pronounced R
dependence of the ionization rate that was the origin of the wave packet may
also be used for its detection. As is discussed in [51], performing a pump-probe
experiment with a second very short pulse (possibly a replica of the first one,
since this is most easily experimentally accessible) uses also in the probe step
the strongly nonlinear R dependence. In Fig. 6.9 the result of such a simulated
pump-probe experiments is shown.

Already very shortly after its prediction, the wave packet formation was
experimentally confirmed by a pump-probe experiment as the one proposed
in [51]. Performing the experiment on D2 and using laser pulses of a FWHM
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Fig. 6.10. Experimentally measured ion counts measured in a pump-probe exper-
iment on D2 using two identical 780 nm laser pulses with 7 fs FWHM duration. The
peak intensity is 4 (±1)× 1014 Wcm−2. Shown are the counts for nondissociated D+

2

(red) and dissociated D+ (blue) ions [52].

of about 8 fs a clear oscillation signal of both ionization and dissociative ion-
ization was found as can be seen in Fig. 6.10 [52]. The oscillation period is in
very good agreement with the predicted one (when taking into account the
mass scaling between H and D) and even the oscillation depth is in reasonable
agreement with the theoretical prediction. Since the experiment was capable
of following the oscillation over a very long time interval of up to 1200 fs, the
expected long decoherence time is also confirmed.

The intensities used in the experiment were, however, slightly lower than
the ones used in the theoretical work. Therefore, it was less clear, whether the
wave packet formation was really due to the selective R-dependent depletion
or due to bond softening. The latter, already discussed effect theoretically
predicted in [38, 39] has so far not been experimentally verified for neutral
molecules like H2, and thus even this would certainly be an interesting out-
come. However, since the general effect of bond softening is already known
(though only for ions like H+

2 but not for covalent neutral molecules like H2),
the selective depletion (termed Lochfrass) would be even more spectacular. In
any case, it is of course very interesting to determine the exact mechanism of
the wave packet formation. It turns out that the already discussed robustness
of the formation process is the key, together with the impressive stability of
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the experimental set-up. As is shown in Fig. 6.9 for different pulse lengths and
was also demonstrated with respect to the absolute carrier-envelope phase or
wavelength of the laser pulse, the absolute phase of the oscillation signal of the
pump-probe experiment is independent on the mentioned laser parameters.
The same is valid for wave packets formed by bond softening. However, there
is an almost maximum phase lag in between the wave packets created by the
two different formation processes. As a consequence, it is possible to distin-
guish the two mechanisms by the absolute phase. In a very simple picture the
origin of this phase lag may be understood in the following way, illustrated
schematically with Fig. 6.11.

R

RR

H2 X 1Σ +
g

X 1Σ +
g

X 1Σ +
g

Lochfrass Bond Softening

(t<0: before pulse, no field)

(t=0: maximum field) (t=0: maximum field)

Fig. 6.11. Sketch of the two possible mechanisms responsible for the formation
of a vibrational wave packet in the H2 electronic ground state and their possible
distinction by the absolute phase. In the case of Lochfrass the initial wave function
is depleted at large R values and thus at t = 0 (maximum field strength) it is created
at its inner turning point, moving initially to larger R. In the case of bond softening
the wave packet flows over the field-distorted (lowered) potential well. At t = 0
(maximum field strength) it is at its outer turning point, moving initially to smaller
R.

In the case of Lochfrass, the laser pulse depletes first the wave packet at
the outer turning point. In the case of bond softening the wave packet escapes
during the pulse over the field-distorted barrier. At the end of the laser pulse
the wave packet created by bond softening is thus located with its maximum
at the outer turning point and moves toward the inner one. In the case of
Lochfrass the wave packet was depleted at the outer turning point and thus
its maximum is located at the inner side of the potential well. The wave
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packet then starts moving toward the outer turning point. Therefore, the two
creation mechanisms are distinguishable by the phase of the oscillation at
zero delay time. This phase is, however, not directly experimentally accessi-
ble, since delay time zero means pump and probe pulses overlap completely
in time. However, scaling the oscillation signal by the oscillation period and
thus plotting the oscillation as a function of the number of oscillations, it is
possible to extrapolate to time zero. Of course, this is only unambiguously
possible, if the oscillation signal is very stable over many oscillation periods.
Since this is the case, the experiment revealed that Lochfrass appears to be
the dominant creation mechanism, see Fig. 6.12. In this figure the results of
a theoretical simulation based on the bond-softening proposed in [38] and
Lochfrass discussed in [51] are compared (on a relative scale) to the experi-
mental results. In order to obtain very good agreement between experiment
and theory, a small contribution of bond softening (in agreement with the
theoretical prediction) has to be assumed.

Fig. 6.12. Comparison of a numerical simulation of the R variation expected for
Lochfrass (chain) or bond softening (dashed) only, and both effects (dotted) together.
Also shown is the experimentally measured oscillation signal (dots) of the pump-
probe experiment [52]. To guide the eye, a best-fit of the experimental data to a
sinusoidal curve is also shown (solid).

Returning to Fig. 6.10, one notices a clear out-of-phase oscillation of the
ionization (D+

2 ) and the dissociative ionization (D+) signals. Clearly, it is
possible to control the two product channels by varying the delay time be-
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Fig. 6.13. Distribution over the vibrational states of D+
2 following the laser-field

ionization of the wave packet in the electronic ground state of D2 (shown in the
insert) at its inner (black) or outer turning (red) point. The upper spectrum shows
the population of the field-free bound (nondissociative) states, the lower spectrum
the continuous distribution in the dissociative continuum. The vertical dashed blue
line indicates those states that can dissociate by one-photon absorption. (To guide
the eye, also in the upper spectrum the discrete points are connected by lines.)
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tween the pump and the probe pulses. Notably, depending on when the H2

wave packet is probed, different products are preferentially produced. Even
this phenomenon can be explained with the aid of the simple model proposed
in [44] that describes the interplay between electronic and vibrational motion
in strong fields. Analyzing not only the total ion rate of the pump-probe ex-
periment as was done in [51], but predicting the vibrational distribution of
the H+

2 ion for the H2 wave packet created by Lochfrass at its inner and outer
turning points, it is possible to show that at the outer turning point not only
the total ionization rate is larger than at the inner turning point, but also the
vibrational distribution shifts to lower vibrational states, see Fig. 6.13. There-
fore, at the outer turning point H+

2 is preferentially formed in the low lying
vibrational states that are harder to dissociate. At the inner turning point
the total ionization rate is smaller, but the formed H+

2 ions are preferentially
formed in dissociative states or those states that can more easily dissociate.
Since the H+

2 wave packet formed in the pump pulse has practically no time
to dissociate by passing over the field-suppressed barrier, it is most likely that
(besides direct dissociation of those wave packet components that lie above
the field-free potential barrier) dissociation occurs via one-photon absorption
in the pedestal of the probe pulse. This is again in agreement with the sim-
ple theoretical model that predicts that the H+

2 wave packet created at the
inner turning point of the H2 wave packet will populate preferentially those
vibrational states that can directly or by one-photon absorption dissociate.
Therefore, the dissociation signal has its maximum at the minimum of the
ionization signal. In this context it may be noted that in another very recent
theoretical work the enhancement and control of dissociative vs. nondissocia-
tive ionization of H2 in intensive ultrashort laser pulses has been reported [53].
In contrast to the example discussed above, the process described in [53] takes
place in the multi photon regime and involves VUV photons. In any case, these
examples demonstrate the richness of the control scenarios in the strong-field
regime.

6.3 Strong field chemistry and control

Dmitri A. Romanov and Robert J. Levis

6.3.1 Molecules in intense laser fields

When a 3-atomic or larger molecule interacts with an intense laser pulse a
number of product channels may be accessed. Some of the potential outcomes
are listed in Fig. 6.14 where coupling into the nuclear, electronic and non-
linear optical channels are delineated. Initial intuition suggested, incorrectly,
that intense, short duration laser pulses interacting with polyatomic molecules
would result primarily in multiphoton dissociation as shown in the first chan-
nel. Early experiments using intense nanosecond, picosecond and femtosecond
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pulses provided ample evidence for the second and third coupling channels in
Fig. 6.14, which may be described as dissociative ionization and Coulomb
explosion [54], respectively. Pulses of femtosecond duration have been shown
to couple into electronic channels resulting in ionization without nuclear frag-
mentation for molecules like benzene and naphthalene [5]. In such experiments
the energy in excess of the ionization potential (up to 50 eV!) [55,56] couples
mainly into the kinetic energy of the photoelectron. In terms of control ex-
periments, the ability to produce intact ions at such elevated laser intensities
suggested the possibility that intense lasers could be used to guide the dy-
namics of a molecule into a desired channel.
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Fig. 6.14. Potential outcomes of the interaction of intense laser radiation with a
molecule. At the present time the wavelengths used for the interaction range between
10 µm and 200 nm. The wavelengths employed in the studies reported here range
between 750 and 850 nm with intensities of 1013-1015 Wcm−2

The relative importance of each product channel shown in Fig. 6.14 is
dictated by the Hamiltonian for the molecule-radiation system. The under-
standing of the Hamiltonian for polyatomic molecules in general, and the more
complex Hamiltonian for the interaction between strong fields and molecules
in particular, is rather limited at the present time [7]. One would like to have
high quality time-dependent calculations to model the strong field interac-
tion, but these are simply intractable with current computational technology.
Calculations for simple systems containing up to three protons and one or
two electrons have been performed and these systems are reasonably well-
understood [57–59]. For polyatomic systems, the number of degrees of free-
dom is too large for first-principles calculations. Thus, simple models have
been employed to gain some insight into the mechanisms of interaction be-
tween intense laser pulses and atoms.
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Fig. 6.15. A schematic of the structure-based model for representing molecules
in intense fields. The presentation in the right hand panel is the zero-range model
where only the ionization potential of the system is employed in calculations. The
presentation in the left hand panel represents the use of the electrostatic potential
of the molecule in determining an appropriate one-dimensional rectangular well to
represent the spatial extent of the system. To compare the models an electric field of
1V/Å is superimposed on each potential to reveal the barrier for tunnel ionization.
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There is a hierarchy of models for representing molecules interacting with
intense laser fields. The earliest models viewed the potential energy of in-
teraction between the electron and the core as a delta function having a
single state at the ionization potential of the system (called a zero-range
potential) [22]. Subsequently, a Coulomb potential was employed for calcu-
lations in atoms [45, 60]. This was followed by a rectangular potential for
molecules defined within the context of the structure-based model as shown
in Fig. 6.15 [7, 23, 55, 61, 62]. The rectangular potential approximates the de-
localization of electrons over the length scale of the molecular dimension by
defining the width of the well to be equal to the characteristic length of the
molecule. The characteristic length is defined as the largest distance between
classical turning points in the three-dimensional electrostatic potential en-
ergy surface at the ionization potential of the molecule. The height of the
rectangular well is the ionization potential of the molecule. A further advance
incorporated time-dependence into the radiation-molecule interaction to go
beyond the quasi-static regime [24].

6.3.1.1 Electronic dynamics of molecules in intense laser fields

To describe the mechanisms of strong field control of chemical processes it is
important to consider the influence of the intense laser field on electrons in the
molecule. For instance, we will see that bound electrons can gain significant
ponderomotive energy (≈ 1-5 eV) during the pulse and eigenstates can shift
by similar energies [63]. In the case of the interaction of a laser pulse with a
molecule, the appropriate starting point is the Hamiltonian for a multielectron
system interacting with an electromagnetic field:

H =
P 2

c
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1
2me
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P 2
I +

1
mn
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mec
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2mec2
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where P is momentum, V is the potential energy as a function of position, Z is
the nuclear charge, and A(xc, t) is the vector potential of the laser radiation.
The first four terms describe the field free motion of the system. The last two
terms describe the effect of the laser radiation on the population of eigenstates
and corresponding shifts in the eigenstates of the system. In the electric field
gauge the last term becomes:

Ze2

2meω2
L

F 2(xc, t) (6.8)

where F is the electric field of the laser, and ωL is the frequency of the laser.
The average of this term over the period of oscillation for linearly polarized
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light is known as the ponderomotive potential Up (see (6.4) in Sect. 6.1). In
strong fields this term shifts all eigenstates upward in energy equally by Up.
A differential shifting of eigenstates results from the A · P term. To first
and higher order, the A · P term may used to describe allowed transitions
of amplitude between eigenstates. To second and higher order this term will
describe differential shifting of the eigenstates. The magnitude and sign of
the shift of a given state is dependent on the wavelength and the electronic
structure of the system. Pan et al. [64] have derived expressions for the shifting
of the ground state and Rydberg/continuum states of a model system. A
lowest nonvanishing order perturbation theory treatment yields the ground
(∆Eg) and Rydberg level (∆ER) energy shifts as [64]:

∆Eg = −Ze2F 2
0

4meω2
L

− 1
2
αF 2

0 (6.9)

∆ER ≈ 0

where α is the ground state polarizability. The first term in (6.9) is the negative
of the ponderomotive potential Up. The second term is equivalent to the dc
Stark shift. This treatment is valid when the ground state is deeply bound
and separated from adjacent eigenstates by many times the photon energy, hν
(the low frequency approximation). This is valid for most atoms and molecules
investigated with near infrared or longer wavelength light. High lying bound
states and all continuum states experience no A · P shift whereas deeply
bound states of the atom experience a much greater, negative shift [65]. The
pertinent shift in the states as a function of the terms in the Hamiltonian in
the long wavelength limit is summarized in Fig. 6.16.

The laser intensities employed in recent high field experimental manipu-
lation of chemical reactivity range up to 5 × 1014 Wcm−2. This corresponds
to ponderomotive shifts up to 10 eV with similar shifts in the separation of
the ground and excited state potential energy levels. The laser employed in
these investigations has a period of 2.5 fs and an envelope with FWHM of
60-170 fs corresponding to at least a several hundred significant oscillations
in the electric field vector interacting with the molecule. The states of the
molecule undergo an associated oscillation in the splitting between energy
levels that may result in periodic excitation on a time scale of the period of
the laser. This dynamic shifting of energy levels implies that there will be
transient field-induced resonances (or Freeman resonances) [66]. Evidence for
these resonances in the case of molecules has been obtained by measuring the
strong field photoelectron spectroscopy of a number of molecules including
acetone, acetylene [63], water, benzene and naphthalene [67]. The oscillatory
nature of the intense laser excitation also leads to above threshold ionization
(ATI) peaks in the photoelectron spectrum [2]. These are denoted by peaks
spaced by the photon energy extending to many photons above the minimum
number required for ionization.

An important consideration for the control of chemical reactivity in the
strong field regime is the order of the multiphoton process during excitation.
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Fig. 6.16. The effect of various terms in the Hamiltonian for a charged particle in
an oscillating electromagnetic field is shown. The ionization potential of the system
remains unchanged by the A2 term as all states are raised equally. The A · P term
lowers the ground state of the system by an amount equal to the A2 term plus an
additional amount due to the induced polarization of the system. The net result is
an increase in the ionization potential by an amount approximately equal to the
ponderomotive potential of the laser pulse.

This order indicates the maximum number of photons that are available to
drive a chemical reaction. Some indication of the number of photons involved
in the strong field excitation process can be gleaned from measurements of
strong field photoelectron spectra. Figure 6.17 displays the photoelectron ki-
netic energy distribution for benzene with the energy axis rotated by 90 de-
grees. The energy scale has been offset to include the energy of the ground and
ionization potential of the molecule in the absence of the strong electric field.
The arrows on the Figure represent the photons involved in both exceeding
the ionization potential and in creating the ATI photoelectron distribution. At
least six photons are required to surmount the ionization potential of benzene.
Recall that in the presence of the strong electric field, the ionization potential
will increase by an amount greater than the ponderomotive potential, further
increasing the actual number of photons involved in the excitation process.
At the intensity of 1014 Wcm−2 in this measurement, on the order of 10 pho-
tons may be absorbed to induce the photoelectron spectra shown. Including
the photons required to reach the ionization potential, this means that ap-
proximately 20 photons may be involved in the excitation process. With the
shaped pulses used in the experiments described in Sect. 6.3.2, the intensities
are lower and on the order of 10 or fewer photons are likely involved in the
excitation process.

Several other methods have been developed to predict the ionization prob-
ability of molecules. One is based on discretizing a molecule into a collection
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Fig. 6.17. The strong field photoelectron spectrum for benzene shown on an en-
ergy axis that includes the photons necessary to induce ionization. The photoelectron
spectrum was obtained using 2 × 1014 Wcm−2, 800 nm radiation of duration 80 fs.
The quantum energy of the photons are shown to scale and indicate that 10-20 pho-
tons are available to drive excitation processes in the strong field excitation regime.
In addition, uncertainty broadening of the pulse will also produce a distribution
of allowed photon energies that approaches the photon energy when multiphoton
processes of order ten are approached.

of atomic cores that individually interact with the strong laser field and emit
electrons [68, 69]. In this model, a carbon atom, for instance, is represented
by an atom with an effective potential. The ionization probability is then a
function of the individual ionization probabilities from atoms with opportu-
nity for quantum interference during the ionization event. Unfortunately, the
method must be parameterized for each molecule at the present time. The
second method under development employs S-matrix theory [70] to calcu-
late the ionization probability for atoms and molecules. This method focuses
on the interference of the outgoing electron wave. Predictions about relative
ionization probabilities are based on the symmetries of the highest occupied
molecular orbital.
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6.3.1.2 Nuclear dynamics of molecules in intense laser fields

The response of a molecule to a time-dependent electric field is the means
by which chemical reactivity is controlled in these experiments. In the case
of weak laser fields the response can be calculated with reasonable accu-
racy [71–73]. In the case of strong fields, the situation is much more com-
plex, but the dynamical possibilities are much richer. In principle, the nuclear
dynamics in strong laser fields could be determined using exact numerical
solutions of the time-dependent Schrödinger equation. Such solutions are pos-
sible only for the simplest of molecules at the present time [57–59]. In fact,
the bulk of such simulations have been performed using a one-dimensional
model for the H+

2 system [31, 74, 75]. These calculations show the presence
of non-Born-Oppenheimer electron-nuclear dynamics. Since the nuclei move
considerably on the time scale of the laser pulse, electronic wave functions
are necessarily coupled with nuclear motion. Three distinct final states have
been observed in strong field (no pulse shaping) mass spectra of polyatomic
molecules: production of intact molecular ion, ionization with molecular dis-
sociation, and removal of multiple electrons to produce Coulomb explosion [7].
The hallmark of the latter process is production of ions substantial (> 5 eV)
kinetic energy. The presence of Coulomb explosion has been shown to de-
pend on charge resonance-enhanced ionization (CREI) [76] which becomes the
dominant mechanism at large critical internuclear distances. Interestingly, the
production of high charge states in molecular clusters can be controlled using
pump-probe excitation schemes [77].

At intensities that are lower than the threshold for multielectron ioniza-
tion, the majority of molecules display some fraction of intact ionization. This
phenomenon is not expected intuitively because the ionization processes are
not resonant with low order multiples of the fundamental frequency imply-
ing that intense pulses must be employed for excitation. None the less, many
molecules have been investigated to date and all appear to provide some de-
gree of intact molecular ionization when 800 nm excitation is employed. The
mechanism behind this ionization appears to involve suppression of ladder
switching coupled with coherent excitation of electronic wave functions. The
state of this subject has been reviewed in [7, 78,79].

To measure the amount of energy that may couple into the nuclear degrees
of freedom during the intense laser excitation event, we have investigated [56]
the kinetic energy release in H+ ions using both time-of-flight and retard-
ing field measurements. A typical time-of-flight mass spectroscopy apparatus
employed to make such measurements is shown in Fig. 6.18. In the series ben-
zene, naphthalene, anthracene, and tetracene the most probable kinetic energy
in the measured distributions was observed to increase as the characteristic
length of the molecules increased as shown in Fig. 6.19. The corresponding
retarding field measurements are shown in Fig. 6.20. Again the coupling into
nuclear degrees of freedom was observed to increase in the larger molecules.
The most probable kinetic energies increased from 30 eV for benzene to 60 eV
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Fig. 6.18. Schematics of the photoelectron spectrometer and the time-of-flight ion
detector used for measuring the kinetic energy distribution and molecular weight of
the product ions.

for tetracene when a 1.2 × 1014 Wcm−2 laser excited the molecules. In terms
of providing an enabling capability for strong field control, these results sug-
gest that up to 80 photons may be involved in the excitation process when a
molecule such as tetracene is excited under strong field conditions.

A general observation after ionization of large polyatomic molecules is the
measurement of an enhanced degree of dissociation as the length of the mole-
cule increases. This was first attributed to field-induced effects [5] without a
quantitative model. Recently, a strong field nonadiabatic coupling model has
been introduced to account for the enhanced coupling into nuclear modes in
molecules with increasing characteristic length [24]. This excitation is akin to
plasmon excitation where the precise energy of the resonance depends on the
coherence length and binding energy of the electrons and the strength and
frequency of the driving field. The model considers the amplitude of electron
oscillation in comparison with the length of the molecule. If the amplitude of
oscillation is small, the molecule may first absorb energy nonresonantly and
then ionize from the excited states. The amplitude of the electron oscillation
in an laser field is given by aosc = F/ω2

L. In the event that the aosc < �, where
� is the characteristic length of the molecule, the electron gains ponderomo-
tive energy from the laser. Given an energy level spacing of ∆0, the prob-
ability of nonadiabatic excitation within the Landau-Zener model becomes
exp(−π∆2

0/4ωLF�). As described in [22], the threshold for nonadiabatic exci-
tation (when ∆2

0 = ωLF�) of a 4 eV transition for a system having � = 13.5 Å
with 700 nm radiation occurs at 5.6 × 1012 Wcm−2. This theory implies that
the probability for exciting nuclear modes in large molecules with delocal-
ized electronic orbitals increases monotonically with characteristic length as
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Fig. 6.19. Time-of-flight distributions for the H+ ions for benzene, naphthalene,
anthracene and tetracene after excitation using 2 × 1014 Wcm−2, 800 nm radiation
of duration 80 fs. The time of arrival distributions were measured by allowing the
ions to drift in a field free zone of length 1 cm prior to extraction into the drift tube.
In this experiment, earlier arrival times denote higher kinetic energies.

observed experimentally [5, 24]. The theory also suggests that intact molec-
ular ionization will increase with increasing excitation wavelength for large
molecules and this has been confirmed [24].

In this simple model, the extent of the excitation and ionization processes
is singularly determined by the spatial size of the molecule. Experiments,
however, reveal a much more complex picture of the nonadiabatic excitation
mechanism and the corresponding products in real polyatomic molecules. One
reason for this complexity is that a large molecule actually has two energy
scales: (i), the gap between the ground state and the excited state manifold;
and (ii), the gap between energy levels in the excited state manifold. The for-
mer is usually much greater than the inter-level distances in the manifold. As
a result, the first step in the excitation process requires a special treatment.
Accordingly, a consistent model of dissociative ionization caused by nonadi-
abatic excitation has been developed [80, 81] that is based on three major
elements: (i), the doorway state for the nonadiabatic transition into the ex-
cited state manifold (the state that has the maximum transition dipole matrix
element with the ground state); (ii), multielectron polarization of the ground
state and the doorway state (that is, the dynamic Stark shift that strongly
modifies the transition rate); (iii), sequential energy deposition in the neutral
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Fig. 6.20. Retarding field measurement of the H+ ion kinetic energy distributions
arising from benzene, naphthalene, anthracene and tetracene after excitation using
2 × 1014 Wcm−2, 800 nm radiation of duration 80 fs. The measurements reveal that
as the characteristic length of the molecule increases, the cutoff energy increases
monotonically.

molecules and corresponding molecular ions (for large molecules, the ionic
transition dipole and the dynamic Stark shift are usually greater than those
for the neutral molecule, while the bottleneck energy gap between the ground
state and the doorway state is typically smaller) [82]. In this model, the first
excitation stage leads to ionization; the second (and subsequent) stages result
in the molecular ion fragmentation.

The predictions of the model have been compared with experimental data
on dissociative ionization for two series of related molecules as a function of
laser intensity. In Series a, benzene, naphthalene, anthracene, and tetracene,
the characteristic length of the aromatic molecules increases from benzene
to tetracene; along with the extent of π-electron delocalization that should
directly affect the dipole transition matrix element and the energy distance
for the electronic excitation from the ground state to the doorway state. In
Series b, 1,2,3,4,5,6,7,8-octahydroanthracene (OHA), 9,10-dihydroantracene
(DHA), and anthracene, the characteristic lengths are similar but the ex-
tent of π-delocalization nevertheless increases from OHA to anthracene, with
increasing number of unsaturated aromatic rings. The mass spectra were ob-
tained at laser intensities between 0.1× 1013 Wcm−2 and 25.0× 1013 Wcm−2.
The extent of nonadiabatic energy transfer and the subsequent molecular frag-
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Fig. 6.21. Fragmentation fraction and nonadiabatic multielectron dynamics cal-
culation: a) benzene-naphthalene-anthracene-tetracene series; b) anthracene-DHA-
OHA series. The curves show the calculated fraction of the molecular ions excited
nonadiabatically by the end of a laser pulse (integrated conditional probabilities of
two-stage nonadiabatic excitation).

mentation was quantified by plotting the ratio of fragment ion signal to the
total ion signal vs. the laser intensity. The plots in Fig. 6.21 reveal that the
onset of extensive dissociation occurs at lower laser intensities with increas-
ing molecular size for Series a and increasing degree of unsaturation in Series
b. Note that this observation apparently runs contrary to the conventional
multiphoton perturbative picture. Indeed, for larger molecules (tetracene, an-
thracene) the number of photons required for electronic excitation decreases
and thus the intensity dependence should be of lower order than for smaller
molecules (naphthalene, benzene). However, the molecular excitation/double
ionization curves calculated as functions of the laser intensity according to the
above-delineated model, agree quantitatively well with the experimental data.
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(Fig. 6.21) This agreement is especially remarkable because the all the model
operates with the transition dipoles, energy gaps, and dynamic polarizabili-
ties taken from ab initio calculations and thus does not contain any fitting
parameters.

Additional information on the process of the nuclear subsystem excitation
and possibilities to control this process can be gleaned from the kinetic en-
ergy distributions of the ionized fragments released after excitation [83, 84].
From this standpoint, the most informative fragments are the positive hydro-
gen ions (protons). Because of their small mass, they (i) move substantially
on the timescale of the pulse duration; and (ii) acquire more kinetic energy
than their massive counterparts. In large molecules protons usually occupy
peripheral positions thus having an unobstructed outgoing trajectory. As an
example of such proton-related information, we present in Fig. 6.22 the energy
distributions of protons resulting from the dissociative ionization (Coulomb
explosion) of anthracene subjected to intense laser pulses (∼1014 Wcm−2 in-
tensity, 800 nm wavelength, and 60 fs duration) and demonstrate counterintu-
itive details of the pulse-driven fragmentation process. Two distinct regimes of
proton ejection dynamics were observed: at lower laser intensities the proton
kinetic energy release increases rapidly with the laser intensity, only to satu-
rate at higher laser intensities. Most surprisingly, the proton kinetic energies
occur to exceed 30 eV; actually, the cutoff of the energy distribution reaches
52 eV. To account for this excessive energy, a strong-field charge localization
model was suggested. It assumes that nonadiabatic dynamics of charge dis-
tribution in a large (multiply) ionized molecule leads to charge localization
on one side of the molecule, sustained through successive ionizations of the
molecular ion. The model explains quantitatively the dependence of the pro-
ton kinetic energy on the laser intensity (Fig. 6.22). Dissociative ionization of
a polyatomic molecule enabled by long-lived charge localization is a specific
strong-field phenomenon that can well serve as a useful physical mechanism
of electron-nuclear dynamics control.

Yet another type of strong-field electron-nuclear dynamics emerges from
comparison of proton kinetic energy distributions of two similar molecules:
anthracene and 9,10-anthraquinone as illustrated in Fig. 6.23 [84]. These dis-
tributions are similar at lower laser intensities but differ significantly at higher
intensities: starting at ∼ 9.0 × 1013 Wcm−2, a high-energy mode with a cut-
off value extending to approximately 83 ± 3 eV forms in the anthraquinone
spectra. These higher kinetic energies are not due to higher degree of ioniza-
tion, because the rate of nonadiabatic excitation and ensuing ionization of
anthraquinone is actually even smaller than that for anthracene. Instead, the
high-energy mode is explained by restructuring of the anthraquinone molecule
prior to its Coulomb explosion. Model dynamical calculations based on Gaus-
sian 03 geometry optimization and local charge distributions show that an-
thraquinone can form a field-dressed enol zwitterion where one of the “inner”
protons (1,8,4, or 5 in Fig. 6.23) migrates to oxygen creating an O-H bond.
The strong-field polarization of the zwitterion in the O-O direction provides
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Fig. 6.22. The cutoff values of the proton kinetic energy distributions and model
maximum Coulomb potential expelling protons, as functions of the laser intensity.

Fig. 6.23. Structures of anthracene (A) and 9,10-anthraquinone (B) with la-
beled proton positions. C: time-of-flight distributions of protons ejected from an-
thracene (thin line) and anthraquinone (thick line) at three different laser intensities
(Wcm−2).
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the necessary degree of charge separation and ensuing nonadiabatic charge
localization to eject the observed high-energy protons. These results demon-
strate that modification of nuclear potentials of a polyatomic molecule by a
strong oscillating electric field can force dynamic nuclear rearrangement into
metastable positions that are quasi-bound in the presence of the field. (Note
that this effect differs essentially from weak-field rearrangements, where one-
photon electronic transition is followed by slow internal conversion on ex-
cited potential energy surfaces; it is rather analogous to bond softening in
diatomic molecules during an intense laser pulse.) Thus, direct manipulation
of intramolecular nuclei motion can be achieved in polyatomic molecules by
strong laser fields.

Whether the nonadiabatic excitation can be controlled remains an open
question at the present time. The present successes [85–87] in controlling
chemical reactivity suggest that nonadiabatic processes either are not signif-
icant or that the closed loop control method is able to effectively deal with
this excitation pathway.

6.3.2 Strong field control using tailored laser pulses

The use of strong fields to control chemistry is quite new, while the area of
coherent control research has broad foundations [88–90] (see also Chapter 2,
Sect. 2.4). The essence of the control concept in terms of optical fields and
molecules is captured by the following transformation goal:

|ψi〉
F (t)−→ |ψf 〉 (6.10)

where an initial quantum state |ψi〉 is steered to a desired final state |ψf 〉 via
interaction with some external field F (t). As a problem in quantum control,
the goal is typically expressed in terms of seeking a tailored laser electric field
F (t) that couples into the Schrödinger equation:

i�
∂

∂t
|ψ〉 = [H0 − µF (t)] |ψ〉 (6.11)

through the dipole µ. The goal is to create maximum constructive interference
in the state |ψf 〉 according to (6.10), while simultaneously achieving maximal
destructive interference in all other states |ψf ′〉, f ′ 
= f at the desired tar-
get time T . A simple analogy to this process is the traditional double slit
experiment [91]. However, a wave interference experiment with two slits will
lead to only minimal resolution. Thus, in the context of quantum control,
two pathways can produce limited selectivity when there are many accessible
final states for discrimination. Rather, a multitude of effective slits should be
created at the molecular scale in order to realize high quality control into a
single state [92], while eliminating the flux into all other states.

The requirement of optimizing quantum interferences to maximize a de-
sired product leads to the need for introducing an adjustable control field F (t)
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having sufficiently rich structure to simultaneously manipulate the phases
and amplitudes of all of the pathways connecting the initial and final states.
Construction of such a pulse is currently possible in the laboratory using
the technique of spatial light modulation [93, 94]. However, calculation of
the time-dependent electric fields to produce the desired reaction remains a
problematic issue for chemically relevant reactions. Unfortunately, solution of
the Hamiltonian at the Born-Oppenheimer level remains largely unknown for
polyatomic molecules, and this severely limits the ability to perform a priori
calculations at the present time. Even if the field free molecular Hamiltonian
were known, the highly nonlinear nature of the strong field excitation process
effectively removes all possibility of calculating an appropriate pulse shape in
this regime. Thus we are left with the following conundrum: If the design can
be carried out reliably, then the physical system will likely not be of much
interest, while for interesting physical systems, reliable designs can not be
performed. The method of closed-loop control for laser-induced processes [95]
offers a way to surmount our lack of knowledge of the Hamiltonian to find
appropriate pulse shapes, F (t).

Fig. 6.24. A schematic of the closed loop apparatus for tailoring the time-dependent
laser fields to produce the desired reaction product. In this scheme an algorithm
controls the spatial light modulator that produces a well-defined waveform. The
tailored light pulse interacts with the molecular sample to produce a particular
product distribution. The product distribution is rapidly measured using time-of-
flight mass spectrometry and the results are fed back into the control algorithm. The
same closed-loop concept with other sources or detectors can be applied to control
a broad variety of quantum phenomena.

To implement the optical control experiment (OCE) closed-loop control
paradigm in the strong field regime three technologies are combined: (1) regen-
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erative amplification of ultrashort pulses; (2) pulse shaping using spatial light
modulation; and (3) some feedback detection system, (i.e. time-of-flight mass
spectral detection in the experiments presented here). An overview of this
implementation of the closed-loop control experiment is shown in Fig. 6.24.
Briefly, the experiment begins with a computer generating a series of random,
time-dependent laser fields (forty such control pulses are employed in the ex-
periments presented here). In some cases prior estimates for fields might be
available by design or from related systems to introduce specific trial field
forms. Each of the control pulses is amplified into the strong field regime and
subsequently interacts with the gas phase sample under investigation. Prod-
ucts are measured using time-of-flight mass spectrometry and this requires
approximately 10µs to detect all of the ion fragments. The mass spectra are
signal averaged with a number of repeats for the same pulse shape and ana-
lyzed by the computer to determine the quality of the match to the desired
goal. The remainder of the control fields sequentially interact with the sample
and the fitness of the products are also stored on a computer. After each of
the forty control fields have been analyzed in terms of the product distribu-
tion, the results of the fitness are employed to determine which fields will be
used to create the next set of laser pulses for interaction with the sample. The
system iterates until an acceptable product distribution has been achieved.

6.3.2.1 Trivial control of photochemical ion distributions

We first consider whether manipulation of the dissociation distribution can
be achieved by simple alteration of either pulse energy or pulse duration.
These are termed trivial control methods and in either case, there is no need
to systematically manipulate the relative phases of the constituent frequency
components. Pulse energy modulation is achieved here using a combination
of a polarization rotator and beam splitter or by the use of thin glass cover
slips to reflect away several percent of the beam. Pulse duration control can
be implemented by either restricting the bandwidth of the seed laser or by
placing a chirp onto the amplified pulse in the compressor optics.

Investigations of trivial control suggest that the ionization/fragmentation
distribution can often be manipulated by altering either pulse energy or pulse
duration. As an example, Fig. 6.25 shows the mass spectral distributions mea-
sured for p-nitroaniline as a function of either pulse duration (Fig. 6.25a) or
pulse energy (Fig. 6.25b). In the case of the transform limited mass spec-
trum at 1014 Wcm−2, there are many features in the mass spectrum corre-
sponding to production of the C1−5H+

x fragments. There is a minor peak at
m/e = 138 amu corresponding to formation of the parent molecular ion. We
observe that when the pulse duration is increased the fragmentation distrib-
ution shifts toward lower mass fragments. This indicates an enhanced oppor-
tunity for ladder switching during the excitation process. Ladder switching
allows facile excitation of the internal modes of the molecule [7]. Increasing
the pulse duration also leads to lowering the pulse intensity. Alternatively to
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Fig. 6.25. Time-of-flight ion spectra of p-nitroaniline after excitation using pulses
centered at 790 nm, of duration 80 fs. In panel a the pulse energy was varied from
0.60 to 0.10 mJ/pulse, the pulse duration was 80 fs. In panel b the pulse duration
was varied from 100 fs to 5 ps, the pulse energy was 0.60 mJ/pulse.

lower the pulse intensity, the pulse energy can be reduced. When this form of
trivial control is implemented, a completely different mass spectral distribu-
tion is obtained, as shown in Fig. 6.25b. When the intensity is reduced by a
factor of 5 the parent molecular ion becomes one of the largest features in the
mass spectrum. These results suggest that in any control experiment a series
of reference experiments probing the products as a function of pulse energy
and duration are necessary to rule out the possibility of trivial effects.

6.3.2.2 Closed-loop control of selective bond cleavage processes

Closed-loop control in the strong field regime has now been demonstrated on a
series of ketone molecules [85]. We begin with acetone as a simple polyatomic
system. Fig. 6.26 displays the transform limited mass spectrum resulting from
the interaction of acetone vapor with a pulse of duration 60 fs and intensity
1013 Wcm−2. There are a number of mass spectral peaks corresponding to
various photoreaction channels as summarized in scheme I. Channel (a) cor-
responds to simple removal of an electron from the molecule to produce the
intact acetone radical cation at m/e = 58. As noted in Sect. 6.1, the abil-
ity to observe the intact molecule in the mass spectrum reveals that not all
of the excitation energy necessarily couples into nuclear modes. The second
pathway, (b), observed is cleavage of one methyl group to produce the CH3CO
and methyl ions. The third pathway corresponds to the removal of two methyl
species to produce the CO and methyl ions. Only one of the product species
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1013 Wcm−2, 800 nm radiation of duration 60 fs. The prominent peaks in the mass
spectrum are marked.

in each channel is shown with a positive charge. Clearly there will be a proba-
bility for each of the product species to be ionized that depends on the details
of the laser pulse, the fragment’s electronic and nuclear structure, and the
dissociation pathway.

Scheme I

+

O

(a)

(b)

(c)

+

H3C

C CH3

  + =

C

H3C

O

CH3

=

C

H3C

O

CH3

=

+            +   CH3
C

O
CH3

+

=



6 Molecules and clusters in strong laser fields 529

N
or

m
al

iz
ed

 m
as

s 
43

  
   

   
   

io
n 

si
gn

al

B

1.0

0.8

0.6

0.4

0.2

Generation 
20151050

A

(CH3)2CO
+

CH3CO
+

CH3
+

R
el

at
iv

e 
io

n 
in

te
ns

ity
 

Mass, amu 

0
th

3
rd

10
  th
22

nd

G
en

er
at

io
n

 

70605040302010

Fig. 6.27. (A) A representative mass spectra of acetone (CH3-CO-CH3) for the
initial 0th, 3rd, 10th and 22nd generations of the laboratory learning process when
maximization of the CH3CO+ ion from acetone is specified; (B), The CH3CO+

signal as a function of generation of the genetic algorithm. In (B) and the following
plots of this type, the average signal for the members of the population at each
generation is shown.

One of the simplest illustrations of the OCE closed-loop control algorithm
is the case of enhancing the CH3CO ion signal from acetone. This corre-
sponds to specifying optimization of the second pathway (b) shown in scheme
I. Using this criteria, representative mass spectra are shown as a function of
generation in Fig. 6.27 when the algorithm has been directed to increase the
intensity of the methyl carbonyl ion at m/e = 43 amu. The intensity of this
ion increases by an order of magnitude by the 5th generation in comparison
with the initial randomly generated pulses and is seen to saturate shortly
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thereafter. The modulation in the signal in subsequent generations is largely
due to the algorithm searching new regions of amplitude and phase control
field space through the operations of mutation and crossover. The experiment
demonstrated two important features of the closed-loop control. The first was
that the algorithm was capable of finding suitable solutions in a reasonable
amount of laboratory time (10 minutes in this case). The second was that
the shaped strong field pulses were able to dramatically alter the relative ion
yields and thus the information content in a mass spectrum. We anticipate
that the method will have important uses as an analytical tool based on this
capability. Finally, the control exerted in this case is of the trivial form, and
is due to intensity control as indicated by the masks showing that the optimal
pulse was near transform limited and of full intensity. The reference experi-
ments also demonstrated that intense transform limited pulses resulted in a
similar fragmentation distribution.

Scheme II 

H3C +     C – CF3 (a)

H3C – C     +     CF3 (b)

H3C – OF   +    C2F2 (c)

O

O

=

=

H3C

C

O

CF3
=

The control over the selective cleavage of various functional groups has
been investigated using the molecules trifluoroacetone and acetophenone. Tri-
fluoroacetone was investigated because there are two distinct unimolecular
decomposition routes as shown in scheme II (a) and (b). Fig. 6.28 displays
the mass spectrum associated with the transform limited, intense laser excita-
tion of trifluoroacetone. The ions of importance in the spectrum include peaks
at m/e = 15, 28, 43, 69, and 87 corresponding to CH3, CO, CH3CO, CF3 and
CF3CO. These peaks are associated with cleavage of the methyl, fluoryl or
both species from the carbonyl group as indicated in scheme II. Interestingly,
there is also a feature at m/e = 50 amu which can only be assigned to CH3OF
shown in pathway (c). This species must be formed by an intense field re-
arrangement process and has not been observed in the weak field regime of
photochemical reactivity.

The ability of the closed-loop control to cleave a specific bond is demon-
strated in Fig. 6.29 where we have specified that the algorithm search for
solutions enhancing the signal at m/e = 69. This ion corresponds to the CF3

species. Fig. 6.29 demonstrates that the closed-loop OCE method may be
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used to enhance the desired ion signal by a factor of approximately thirty in
comparison with the initial random pulses. While this experiment was suc-
cessful in enhancing the desired ion yield, it does not necessarily demonstrate
control. Control is achieved when one channel is enhanced at the expense of
another.
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Fig. 6.30. The time-of-flight mass spectrum for acetophenone (C6H5-CO-CH3) after
excitation using 5×1013 Wcm−2, 800 nm radiation of duration 60 fs. The prominent
peaks in the mass spectrum are marked.

To demonstrate control over selective cleavage of specified bonds in a mole-
cule we consider acetophenone, a system that has a carbonyl species bound
to methyl and phenyl functional groups. The transform limited mass spec-
trum for acetophenone is shown in Fig. 6.30. There are numerous peaks de-
tected in the spectrum revealing that there are a multitude of decomposition
paths available after excitation. The ions observed at 15 and 105 amu corre-
spond to the species obtained after cleavage of the methyl group. The pair
of ions at 77 and 43 amu correspond to cleavage of the phenyl group. The
dissociation and rearrangement reactions investigated for this molecule are
shown in scheme III. Scheme III(c) implies the rearrangement of acetophe-
none to produce toluene and CO and this is signified in the mass spectrum
by peaks at 92 and 28 amu respectively. To determine whether a path can be
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H3C +     C6H5 (b)

H3C– C6H5 +     CO

O=

O=

C

O=

C

H3C C6H5

Scheme III 

(c)

selectively enhanced we specified enhancement of the ion ratio for the species
C6H5CO/C6H5. This denotes selective cleavage of the methyl group at the
expense of the phenyl group. Note that we do not stipulate how the ratio
should be increased, i.e. increase C6H5CO or decrease C6H5. Picking a partic-
ular path could be done with another cost functional. The ratio as a function
of generation is shown in Fig. 6.31. The ratio increases by approximately a
factor of 2 after 20 generations. Other ions could have been chosen to control
the cleavage reaction, the two chosen happen to be experimentally convenient.
Thermodynamically, the goal of enhancing methyl dissociation is the favored
cleavage reaction because the bond strength of the methyl group is 15 kcal
less than that of the phenyl group [96]. The ratio of phenyl ion to phenyl car-
bonyl can also be enhanced as shown in Fig. 6.32. The learning curve for this
experiment reveals that the phenyl carbonyl ion remains relatively constant
while the phenyl ion intensity increases. This is interesting because the energy
required to cleave the phenyl-CO bond is 100 kcal while the methyl-CO bond
requires 85 kcal. Thus the ratio of these ions can be controlled over a dynamic
range of approximately five in the previously reported experiment [85] and a
dynamic range of up to 8 has been recently observed.

The goal of laser control of chemical reactivity transcends the simple uni-
molecular dissociation reactions observed to date [85–87, 97, 98] Observation
of the toluene ion in the strong-field acetophenone mass spectrum suggests
that control of molecular dissociative rearrangement may be possible. To test
this hypothesis we specified the goal of maximizing the toluene yield from
acetophenone, as shown in scheme IV. For toluene to be produced from ace-
tophenone, the loss of CO from the parent molecule must be accompanied
by formation of a bond between the phenyl and methyl substituents. The
closed-loop control procedure produced an increase in the ion yield at 92 amu
of a factor of 4 as a function of generation as shown in Fig. 6.33. As a fur-
ther test, we specified maximization of the ratio of toluene to phenyl ion
and observed a similar learning curve to that in Fig. 6.32; with an enhance-
ment in the toluene to phenyl ratio of a factor of 3. Again, the final tailored
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+
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masks resulting from the closed loop process are shown in the inset.
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pulse does not resemble the transform-limited pulse. In order to confirm the
identity of the toluene product, measurements on the deuterated acetophe-
none molecule C6H5COCD3 were carried out and the C6H5CD+

3 ion was the
observed product in an experiment analogous to Fig. 6.33. The observation
of optically-driven dissociative rearrangement represents a new capability for
strong field chemistry. In fact conventional electron-impact mass spectromet-
ric analysis of acetophenone is incapable of creating toluene in the cracking
pattern. In strong-field excitation, the molecular electronic dynamics during
the pulse is known to be extreme, and substantial disturbance of the molec-
ular eigenstates can produce photochemical products, such as novel organic
radicals, that are not evident in the weak-field excitation regime. Operating in
the strong field domain opens up the possibility of selectively attaining many
new classes of photochemical reaction products.
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maximization of the ion signal for this reaction product was specified for optimiza-
tion. Corresponding electron-impact-ionization mass spectrometry revealed no evi-
dence for toluene in the sample.
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Extensive manipulation of mass spectra is possible when shaped, strong
field laser pulses interact with molecules under closed-loop control. The con-
trol pulses occur with intensity of ≈ 1013 Wcm−2 where the radiation signifi-
cantly disturbs the field-free eigenstates of the molecule. Even in this highly
nonlinear regime, the learning algorithm can identify pulse shapes that se-
lectively cleave and rearrange organic functionality in polyatomic molecules.
These collective results suggest that closed-loop strong field laser control may
have broad applicability in manipulating molecular reactivity. The relative
ease in proceeding from one parent molecule to another should facilitate the
rapid exploration of this capability [85].

The limit on the range in control in the examples shown here may be due
to a number of factors. The first is that we have employed a limited search
space by ganging series of 8 collective pixels in each of the two masks to
produce a total of 16 variable elements. We have observed that relaxing this
restriction leads to a much longer convergence time, and while a better result
is expected, we have not observed such to date. However, other researchers
have employed schemes using all pixels, as well as schemes to constrain the
amplitude and phase search space [99, 100]. Furthermore, the mass spectro-
meter was limited to eight averages for these experiments so that convergence
can occur on a reasonable time scale. Obviously longer averaging will require
longer experiment times. This parameter is under investigation at the present
time. Another reason for limited dynamic range is the requirement that the
same pulse used to alter the nuclear dynamics also must produce ionization.
Each of these processes requires a different pulse timescale. In the case of
ionization, the shortest pulse possible, ≈ tens of fs, is best for high ionization
rates with little dissociation. For the control of the nuclear wave packet it is
expected that a pulse with duration on the time scale of nuclear motion, ∼ ps,
should be optimal. Thus separation of these two processes should lead to a
higher dynamic range.

In summary, recent progress in the understanding of fundamental quan-
tum control concepts and in closed-loop laboratory techniques opens the way
for coherent laser control of a variety of physical and chemical phenomena.
Ultrafast laser pulses, with shapes designed by learning algorithms, already
have been used for laboratory control of many quantum processes, including
unimolecular reactions in the gas and liquid phases, formation of atomic wave
packets, second harmonic generation in nonlinear crystals, and high harmonic
generation in atomic gases. One may expect a further increase in the breadth
of controlled quantum phenomena, as success in one area should motivate
developments in others. The various applications of coherent laser control,
no matter how diverse, all rely on the same principal mechanism: the quan-
tum dynamics of a system is directed by the tailored interference of wave
amplitudes, induced by means of ultrafast laser pulses of appropriate shape.
An important question is whether applications exist for which coherent laser
control of molecular reactions offers special advantages (e.g., new products or
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better performance) over working in the traditional fully incoherent kinetic
regime. Finding these applications will be of vital importance for the future
progress of coherent control in chemistry and physics.

In addition to the practical utilization of laser control, the ultimate im-
plications for controlling quantum processes may reside in the fundamental
information extracted from the observations about the interactions of atoms.
The following is intuitively clear, the more complete our knowledge of a quan-
tum system, the better our ability to design and understand successful con-
trols. But, is it possible to exchange the tools and the goals in this logical
relationship, and use control as a means for revealing more information on
properties of microscopic systems? A challenging objective is to use obser-
vations of the controlled molecular dynamics to extract information on the
underlying inter-atomic forces. Attaining precise knowledge of inter-atomic
forces [101] has been a long-standing objective in the chemical sciences, and
the extraction of this information from observed coherent dynamics requires
finding the appropriate data inversion algorithms.

Traditionally, the data from various forms of continuous wave spectroscopy
have been used in attempts to extract intramolecular potential information.
Although such spectroscopic data are relatively easy to obtain, serious algo-
rithmic problems have limited their inversion to primarily diatomic molecules
or certain special cases of polyatomics. Analyses based on traditional spec-
troscopic techniques suffer from a number of serious difficulties, including the
need to assign the spectral lines and to deal with inversion instabilities. An
alternative approach to the inversion problem is to use an excited molecular
wave packet that scouts out portions of the molecular potential surfaces. The
sensitive information about the intramolecular potentials and dipoles may be
read out in the time domain, either by probing the wave packet dynamics
with ultrashort laser pulses or via measurements of the emitted fluorescence.
A difficulty common to virtually all inverse problems is their ill-posedness
(i.e., the instability of the solution against small changes of the data) which
arises because the data used for the inversion are inevitably incomplete. Re-
cent studies suggest that experiments in the time domain may provide the
proper data to stabilize the inversion process [102, 103]. In this process, the
excitation of the molecular wave packet and its motion on a potential energy
surface may be guided by ultrafast control laser fields. Control over the wave
packet dynamics in this context can be used to maximize the information
on the molecular interactions obtained from the measurements. The original
suggestion [104] for using closed-loop techniques in quantum systems was for
the purposes of gaining physical information about the system’s Hamiltonian.
Now that closed-loop OCE is proving to be a practical laboratory procedure,
the time seems right to consider refocusing the algorithms and laboratory
tools to reveal information on fundamental physical interactions.
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6.4 Ionization and fragmentation dynamics in fullerenes

T. Laarmann, C. P. Schulz, and I. V. Hertel

Fullerenes are a special form of carbon clusters, which have been discovered
by Curl, Kroto, and Smalley in the mid 80th of the last century [105]. Their
discovery has opened a new rapidly growing interdisciplinary research field
(see e.g. [106] and references therein). Many of the interesting properties of
C60 have their origin in its special geometric structure, a truncated icosahe-
dron belonging to the Ih symmetry point group. This unique, football like
structure with 12 pentagons and 20 hexagons makes C60 the most stable
one of the fullerene family. Experimental studies got a strong boost after a
method to produce C60 in macroscopic quantities was at hand [107]. Ever
since, C60 became a model for a large finite molecular system with many elec-
tronic and nuclear degrees of freedom. Especially, structural and dynamical
studies in the gas phase offer a direct way to focus on the properties of isolated
C60 molecules free from environmental effects. A wide range of processes has
been studied leading to a detailed understanding of the mechanism involved
in the energy deposition, redistribution, ionization, fragmentation and finally
cooling of C60. Just a few early and some recent examples are mentioned
out of a wealth of experimental and theoretical studies ranging from thermal
heating [108], single-photon [109–111] or multiphoton absorption [112], elec-
tron impact [113], collisions with neutral particles [114], atomic ions, includ-
ing highly charged ions [115–120] as well as molecular ions [121, 122], cluster
ions [123] to surface collisions [124–126]. All of these studies have shown that
C60 is very resilient and can accommodate a substantial amount of energy
before it disintegrates. This is mainly due to its highly symmetric structure
with 174 nuclear degrees of freedom and 240 valence electrons comprising 60
essentially equivalent delocalized π- and 180 structure defining, localized σ-
electrons. The investigation of photon-induced energetics and dynamics have
revealed that C60 shows atomic properties such as ATI as well as bulk prop-
erties such as thermionic electron emission (delayed ionization) [127]. In this
sense, photo physical studies of fullerenes cover the whole range from atomic
over molecular to solid state physics. The broad band width of responses of
C60 to strong laser fields and their dependence on the intensity and pulse
duration will be discussed in this section.

As has been shown in Sect. 6.3 the photophysics of large finite systems is
already at laser intensities below 1015 Wcm−2 dominated by the nonadiabatic
multielectron dynamics (NMED), which leads to size and intensity dependent
nuclear dynamics and also opens the possibility to control molecular reactions
in strong tailored laser fields. These studies have been extended to the C60

fullerene and some of the results will be presented in this section. Section
6.4.1 will focus on the ionization process, charge states and fragmentation as
observed by mass spectroscopy. Also in this section ATI will be discussed,
which has been observed experimentally in photoelectron spectra at different
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laser intensities. These results will be compared to recent theoretical calcula-
tions leading to a critical discussion of the primary excitation mechanism in
an intense laser pulse. The single active electron (SAE) picture which is gen-
erally used to describe atoms interacting with intense laser light is no longer
adequate when describing a system with many almost equivalent electrons.
It turns out that many electrons may be excited during the laser pulse. The
description of this process has similarities to photo induced processes in the
band structure of semiconductors. This will be illustrated in the Sect. 6.4.2 by
three characteristic examples: the nonresonant excitation of Rydberg states in
C60, the fast fragmentation processes of C60 beyond the well established statis-
tical fragmentation processes known from experiments with ns lasers, and the
excitation of C60 on a time scale below electron-electron and electron-phonon
coupling. At the end of this section, experiments to control the energy redis-
tribution in C60 using self-learning algorithms with temporally shaped laser
pulses will be presented.

6.4.1 Ionization and fragmentation of C60 revisited

One of the surprising “early” observations was the delayed ionization of neu-
tral C60 on a µs time scale upon irradiation with ns laser pulses [128]. This has
been explained by statistical, thermionic electron emission from vibrationally
excited molecules. The strong electron-phonon coupling leads to energy ex-
change between the nuclear and electronic system. Due to the low ionization
potential of C60 (7.58 eV) compared to the barrier for C2 loss (> 10 eV),
electron emission is the main channel for cooling [129, 130]. Recently, it was
found that the ionization behavior sensitively depends on the excitation time
scale [127]. The spectacular difference observed in the mass spectra when
changing the pulse duration ∆τ from 25 fs to 5 ps is illustrated in Fig. 6.34.
These mass spectra were obtained for nearly equal laser pulse energies (flu-
ences) of about 20 Jcm−2, the corresponding intensities being 1×1015 Wcm−2

and 3.2×1012 Wcm−2, respectively. A strong contribution of multiply-charged
Cq+

60 ions together with their large fragments (C2 evaporative cooling) is very
clearly seen in the 25 fs spectrum. However, extremely little fragmentation is
detected for singly charged C+

60 – as illustrated by the insert – and only a
few small fragments if any. In contrast, only singly charged ions and mas-
sive fragmentation are observed with 5 ps pulses. The large fragment ions in
both case are highly vibrationally excited up to an effective temperature of
4000 K and undergo metastable fragmentation µs-ms after the initial energy
deposition has occurred [131]. The corresponding mass peaks are marked with
asterisks. Fig. 6.34 also shows the typical delayed ionization tail in the 5 ps
mass spectrum on the C+

60 mass peak which is not present for 25 fs.
On first sight, the large finite molecular system behaves as one might

intuitively expect: For short pulses of 25 fs length, one (active) electron is
ionized by the absorption of many photons and carries most of the energy. In
contrast, energy can be transferred efficiently into vibrational modes during a
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Fig. 6.34. Typical mass spectra taken from [26] obtained from C60 by ionizing with
Ti:Sa laser pulses of 5 ps (top) and 25 fs duration (bottom) at equal laser fluence.
For details, see the text.

laser pulse of 5 ps, since electron-phonon coupling is on the order of 200-300 fs
[129]. However, important details remain unexplained in this intuitive picture:
Can the different magnitudes of the ion signals be explained quantitatively?
Why are multiply charged fragments so dramatically more abundant than
singly charged ones – a prominent phenomenon observed for all pulse durations
below a few 100 fs and a wide range of intensities? Several mechanisms might
be held responsible but one may be related to another important question:
How many electrons are actually excited when the electronic ground state is
coupled to the continuum by means of the intense, ultrashort laser pulse? This
will determine whether the electronic system of the remaining C+

60 ion core is
hot or cold after the first electron has been ejected in a strong fs laser field.
If the molecular ion is mainly in its electronic ground state then a theoretical
description of the ultrafast perturbation using a single active electron model
for the ionization process might be a valid approximation.

Photoelectron spectra can give a complementary and more detailed view of
laser induced electron and nuclear dynamics in strong fields compared to mass
spectroscopy. Fig. 6.35 shows photoelectron spectra recorded with laser pulses
of different duration. Below ∼500 fs the excitation energy remains mainly in
the electronic system and ionization is due to statistical electron emission
after equilibrium among the electronic degrees of freedom [129]. Thermaliza-
tion within the electron bath due to electron-electron scattering occurs on a
time-scale below ca. 70 fs. The photoelectron spectra recorded with very short
pulses of ∆τ < 70 fs at a few 1013 Wcm−2 clearly show an atom-like behavior
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Fig. 6.35. Photoelectron spectra from C60 as a function of pulse duration (a)-(d)
8 × 1013 Wcm−2, and (e) 5 × 1012 Wcm−2, taken from [127].

of C60 with the characteristic ATI structure [132]. This is a fingerprint for
direct multi photon ionization in which one active electron absorbs more laser
photons than necessary to overcome the ionization potential. Consequently,
a kinetic energy distribution of photoelectrons is observed, which exhibits a
series of equally spaced maxima separated by the photon energy hν, as well
known from atomic systems [2]. From this point of view, the SAE description
of photoinduced processes in the limit of ultrashort laser pulses is appropriate.
However, it should be recalled that even ATI in C60, a genuine SAE effect,
exhibits multielectron signatures according to recent time-dependent density
functional theory (TDDFT) calculations by Bauer et al. [26, 133]. The start-



542 C.P. Schulz et al.

ing point of these calculations is a jellium-like potential, which is then used
to derive Kohn-Sham orbitals for all relevant π and σ electrons.

With this approach it is possible to distinguish between ionization, single
particle transition, and plasmon excitation, and also to account for higher
order processes beyond single particle-hole excitations. One nice advantage
of theoretical simulations is that one can easily switch certain interactions
on and off. Doing so, one can either propagate all Kohn-Sham orbitals in
time (many active electron, MAE picture), or “freeze” all orbitals except the
outermost one, suppressing all MAE effects and following the SAE dynamics
exclusively. It turns out that in the SAE model the degree of C60 ionization
is higher because energy cannot be transferred to the other electrons and the
ATI lines are much narrower due to the lack of electron-electron interaction.
It seems that for a complete description of the photoinduced dynamics in C60

the full MAE picture is needed.

6.4.2 Multielectron excitation, energy dissipation and coupling
to the nuclear backbone

As already discussed in the previous Sect. 6.4.1, one of the interesting but also
difficult to analyze facets of intense laser field interaction with C60 fullerenes
is the large variety of potential responses ranging form atom-like to solid-
like behavior such as ATI on one side and thermionic electron emission on the
other side depending on the laser pulse duration. This raises the question when
the SAE dynamics dominating the strong field response of atoms [22, 45, 60]
passes over to the multielectron response in large finite systems [134–137]?

While such information cannot be extracted from presently available ex-
perimental data, one can try to identify specific aspects of the response of
C60 to strong fields as being attributable to the one or the other of these “two
faces”. One example is the observation of Rydberg states [138]: while the pop-
ulation mechanism of these states is clearly driven by multielectron excitation,
the binding energies of the Rydberg states themselves can be derived in a very
simple SAE approach describing the almost atom-like single Rydberg electron
in its orbital far away from the C60 ion core [139, 140]. Consequently, this is
an ideal observable to address these questions, which will be discussed in the
following Sect. 6.4.2.1.

It has been shown in Sect. 6.4.1, that the efficient excitation of the elec-
tronic system and the subsequent heating of the nuclear backbone lead to
extensive fragmentation depending on the laser parameters. Many aspects of
this process such as the high excitation threshold for fragmentation (kinetic
shift) and the bimodal fragment distribution at high excitation energies can
be explained very well in terms of statistical theory, essentially on the basis
of knowing the energetics of the system as described, e.g., in [131]. However,
recent experiments give also evidence to direct, nonstatistical processes driven
by bond-softening and/or repulsive state crossings induced by the strong laser
field [141]. This leads back to a more molecular description of dissociation,
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where the system “surfs” on potential energy surfaces rather than being ex-
clusively controlled by statistics. This coexistence will be discussed in the
Sect. 6.4.2.2 underlying the complex energetic and dynamics of fullerenes.

Interesting parallels can be found when comparing collision studies on
C60 with fs laser excitations when looking at the ultrafast electronic and nu-
clear response (see e.g., [142,143]). Ultrashort pulses as well as fast collisions
deposit energy predominantly into the electronic system. Naively, one could
imagine that the shorter the ultrafast perturbation of the C60 molecule the
easier the absorption process can be understood. Of course, this is partly true
since energy redistribution processes such as (i) electron-electron scattering
and (ii) electron-phonon coupling increase the complexity of the energy ab-
sorption process if the laser pulse is still “on”. The characteristic coupling
time constants estimated experimentally are for process (i) < 70 fs and for
process (ii) 200-300 fs [127, 129]. On the other hand, rather complex MAE
effects might come into play in the limit of ultrashort (sub-10 fs) pulses. This
issue is addressed in detail in the last Sect. 6.4.2.3, where time-of-flight mass
spectroscopic data will be discussed, which were recorded upon irradiation of
C60 with intense laser pulses down to 9 fs pulse duration.

6.4.2.1 Population of C60 Rydberg states beyond the single active
electron picture

Sharp peaks were discovered in photoemission studies of C60 on top of the ATI
series and the thermal electron contribution after Ti:Sa laser excitation at a
few 1012 Wcm−2 as shown in Fig. 6.36. By solving the Schrödinger equation
for a single active electron in a jellium-like potential [144], this structure could
be clearly assigned to the population of several Rydberg series with binding
energies Eb between 0.5 and 1.5 eV [138]. By studying the effect of different
laser parameters such as excitation wavelength, intensity, polarization, and
positive, respectively negative chirp on the excitation dynamics of Rydberg
states further insight into the underlying processes was obtained [140]. The
results from single pulse spectroscopy can be summarized as follows. The exci-
tation of Rydberg states occurs mainly during the first part of the laser pulse
while the ionization takes place toward the end of the pulse. The spectra
recorded for different Fourier-limited pulse durations ∆τ and corresponding
bandwidths ∆E – albeit broadened in accord with the bandwidth – indicate
that the excitation mechanism must be very fast: traces of a Rydberg popu-
lation can be observed even for pulses as short as 30 fs [140]. The final single
photon ionization step in the cascade is supported by studying details of the
photoelectron spectra depending on the laser photon energy. The kinetic en-
ergy of photoelectrons converges toward the respective photon energy, i.e., the
accessible excited state for ionization is limited by the photon energy [140].

The observation of Rydberg peaks seems to be a clear fingerprint of the
SAE picture. However, some important aspects warrant further discussion.
Most critical is the energy mismatch between the observed excitation energy
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Fig. 6.36. Photoelectron spectra of C60 for 800 nm, 1.5 ps laser excitation at 1.1 ×
1012 Wcm−2, in log-lin scale to show the signal over a wide range of electron energies
(right) and with linear scales to show the pronounced Rydberg structure on top of
the first ATI peak (left). Reproduced from [138]

of the Rydberg states (EI − Eb) and a multiple of the photon energy: It
is simply not possible to be in resonance with all observed Rydberg states
simultaneously through the absorption of n photons with a given energy. The
Fourier-limited energy bandwidth of the up to 2 ps long laser pulse is much
too narrow to allow for the excitation of Rydberg states covering 1-2 eV in
energy. Moreover, in this intensity regime the field-induced ponderomotive
shift of the energy levels is also too small (< 100 meV) to account for the
observed energy mismatch. Thus, key mechanisms such as line broadening
and energy sweeping, known from atomic systems in strong laser fields [145],
cannot explain the Rydberg excitation process under the present conditions in
C60 fullerenes. In contrast, a plausible explanation may be to invoke excitation
of intermediate (doorway) states during the laser pulse by single or multi
photon processes. The concept of doorway electronic states originates from
the fact that the initial step in the excitation cascade is rate limiting and can
be considered as a bottleneck for energy coupling into the electronic system
[80,81]. Such processes have recently received great attention in the literature
and a number of theoretical models have been discussed. Two of them are
mentioned explicitly, (i) the nonadiabatic multielectron dynamic (NMED)
model introduced by Stolow and collaborators [24,25] and (ii) time-dependent
adiabatic potential energy crossings suggested by Kono et al. [146,147]. NMED
has been used successfully to describe the dissociative ionization dynamics of
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different aromatic molecules as a function of their characteristic length and
the excitation of the π-electron delocalization. The latter has been applied to
lighter molecules in comparison with the NMED studies.
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Fig. 6.37. (a) Contour plot of the photoelectron signal as a function of the
time-delay between 400 nm pump 1 × 1011 Wcm−2 and 800 nm probe pulse 2 ×
1012 Wcm−2. (b) Kinetic energy distribution of photoelectrons for zero delay time,
which corresponds to a vertical cut in (a) along the dotted line, taken from [140].

It is suggested that the key to understand the population mechanism
of the Rydberg series is indeed the MAE/NMED picture which is sup-
ported by recent, more detailed studies applying two-color pump-probe spec-
troscopy [139, 140]. The photoelectron spectra recorded as a function of the
time-delay between 400 nm pump (1 × 1011 Wcm−2) and 800 nm probe-pulse
(2 × 1012 Wcm−2) are shown by the contour plot in Fig. 6.37a. A blue 100 fs
pump pulse of relatively low intensity, which is resonant to the dipole-allowed
HOMO (hu) → LUMO+1 (t1g) transition, was used to deposit energy effi-
ciently into the electronic system. The dynamics of the energy redistribution
within the electronic system and the accompanied coupling to the nuclear
motion is then probed by a time-delayed 100 fs red probe pulse. Thus, several
steps of the excitation and detection process are separated. A cut through
this contour plot for zero time-delay along the vertical dotted line is given
in Fig. 6.37b. It corresponds to a photoelectron spectrum which essentially
reproduces the Rydberg series obtained in the one color (800 nm) experiments
(Fig. 6.36a) – except for a poorer spectral resolution due to the shorter pulses.
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At negative time delay when the red pulse leads, almost no photoemission
signal from excited Rydberg states is observed. Once pump and probe pulse
overlap the photoelectron yield increases dramatically and a maximum pop-
ulation of the Rydberg series is found at a time delay of 50-100 fs. It can be
inferred from this observation that the resonant preexcitation of the LUMO+1
(t1g) state by the weak blue laser pulse is essential to populate Rydberg states.
At time delays longer than 400 fs the photoelectron spectra remain nearly the
same for several picoseconds.

In a classical molecular picture one would typically invoke doubly excited
states and internal conversion (IC) to describe such processes. Indeed, simi-
lar Rydberg structures have been reported for several organic molecules and
the excitation mechanism has been explained there by such “superexcited”
states [148, 149]. In the context of the large finite system C60 exposed to fs
laser radiation the MAE/NMED processes may be considered to be the ad-
equate equivalent to Rydberg state excitation via such superexcited states.
This interpretation is confirmed in the calculations by Zhang et al. [135],
predicting multielectron excitation of the LUMO+1 level of C60 that is ac-
companied by strong vibrational excitation and massive energy exchange of
∼ 1 eV per electron with the ag(1) breathing mode.

The experimental results point toward an excitation mechanism including
four main steps [140]: (i) At the beginning of the laser pulse nonadiabatic
multielectron excitation from the HOMO (hu) leads to a very efficient popu-
lation of the LUMO+1 (t1g), which is considered to be the doorway state for
all subsequent processes. (ii) The rapid thermalization within the electronic
system on a time scale below 100 fs and the coupling of the electronic exci-
tation to nuclear motion of the molecule results in the population of a broad
energy band of 1-2 eV depending on the photon energy. The energy is stored
for at least several ps in the doorway state without discernable relaxation.
(iii) The “level broadening” allows the population of Rydberg states via multi
photon absorption. (iv) This is followed by single photon ionization from the
excited states resulting in a characteristic sequence of photoelectron peaks.

Investigation of cold C60 molecular beams with reduced vibrational en-
ergy content and hence, reduced phonon density highlight the importance of
electron-phonon coupling in the excitation process of Rydberg states. Due
to the reduced vibrational coupling, the characteristic signature of populated
Rydberg levels in the photoelectron spectra is absent [139]. Time-resolved
photoion spectroscopy shows that these mechanisms are also active in multi-
ple ionization and fragmentation of the molecule [140], as will be discussed in
the following Sects. 6.4.2.2, 6.4.2.3, and 6.4.3.

6.4.2.2 Ultrafast fragmentation of C60 beyond purely statistical,
unimolecular decay

The dynamics of the fragmentation in C60 following the strong field excitation
is far from being fully understood. While it is clear that large fragments
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arise essentially from evaporative cooling of hot Cq+
60 ions it is not obvious

how the substantial amount of internal energy needed for fragmentation is
deposited into the system [150]. Absorption bands in the cations have been
held responsible [151,152], excitation of the plasmon resonance [153], or even
recollision of the emitted electrons [154]. While neither of these processes
explains the general trend to more extensive fragmentation at higher charge
states, also observed in fast collisions, shake processes in the ionic system
might eventually lead to a more consistent picture [111]. Even less obvious are
the pathways to form small carbon cluster ions C+

n with odd and even numbers
of carbon atoms during longer ps pulses shown in Fig. 6.34. Many different
processes and their combination have to be considered, such as asymmetric
fission of multiply charged ions [155], complete breakup of highly excited C+

n ,
dissociative ionization, postionization of neutral fragments during the laser
pulse and photofragmentation of small neutral and ionic clusters Cn, C+

n (n ≤
20).

In this section first results are reported from an effort to shed light onto
this dynamics, focussing mainly on the formation of small C+

n [141]. An earlier,
pioneering study of Lykke and Wurz [156,157] may be seen as a precursor of
this work: they used ns-laser pulses to preexcite and/or ionize C60 and probed
the interaction products with a second, postionizing laser, detecting C+, C+

2 ,
C+

3 , and C+
4 . Since the fragmentation pattern of larger fullerenes shows only

even masses C+
60−2n one may safely assume that these small ions arise as fi-

nal products from a series of fragmentation processes, concurrent with the
above mentioned studies [158, 159]. No temporal information on the under-
lying fast dynamics could be derived on the ns time scale. Hence, the basic
idea is to use a one color pump-probe scheme with 800 nm laser pulses of 50 fs
pulse duration to simulate in a controlled way the effect of broadening the
laser pulse which, as shown in Fig. 6.34, generates small fragments. Since the
majority of fragmentation channels results in at least one neutral fragment
(typically the smaller fragment), the pump-probe postionization method is
a useful technique to study directly their formation dynamics. In these ex-
periments a pump pulse at an intensity of 5 × 1013 Wcm−2 deposits energy
into the electronic system by exciting one or more electrons into higher lying
states (see Sect. 6.4.2.1). The multielectron dynamics initiated is probed by
a weaker probe pulse of 1.8 × 1013 Wcm−2, which further excites and ionizes
by a multi photon process. Fig. 6.38 shows the formation of C+, C+

2 , C+
3 , and

C+
4 .

For negative time delays, the weak pulse leads the strong pulse and a
constant signal for each fragment is observed. For positive time delays, when
the strong pulse initiates the multielectron dynamics, a dramatic increase in
the C+–C+

3 ion yields is observed as the separation of the pulses increases,
whereas C+

4 exhibit nearly no dynamic behavior. At time delays > 50 ps the
signal remains almost constant up to the longest time scales studied in these
experiments (∼ 100 ps). It is possible to fit the dynamics using single exponen-
tial curves with time constants of 11 ps (C+), 12 ps (C+

2 ) and 18 ps (C+
3 ). The
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Fig. 6.38. Time-dependent C+, C+
2 , C+

3 , and C+
4 ion signals formed by Ti:Sa laser

pulses (800 nm, 100 fs) interaction of C60 at 5× 1013 Wcm−2 (pump) and ionization
at 1.8 × 1012 Wcm−2 (probe). For positive delay times, the stronger pulse leads the
weaker pulse. From [141]

time constants are found to be almost independent of the weak probe pulse
energy, which indicates that the weak probe pulse is not active in the for-
mation process of small neutral fragments [141]. Furthermore, the absence of
small fragments in single pulse experiments indicates that the small fragments
are initially uncharged.

Clearly, the observed fragmentation times on the order of some 10 ps indi-
cate a non statistical decay: for comparison one estimates from simple RRK
considerations [160] that, e.g., a unimolecular C2 evaporation from C60 would
require internal energies as high as about 200 eV - while the very low abun-
dance of C+

60−2m fragments detected shows that only a small part of all parent
molecules contains energies above 100 eV.

6.4.2.3 Excitation of C60 on a time scale below electron-electron
and electron-phonon coupling

The ultrafast response of C60 fullerenes to intense, short laser pulses with a
duration down to 9 fs has been investigated with pump-probe photoion spec-
troscopy [153]. The irradiation of a beam of C60 with such ultrashort pulses
allows one to separate the energy deposition into the electronic system in
time clearly from the energy redistribution among the manifold of electronic
and nuclear degrees of freedom, because the excitation time lies well below
the characteristic time scales for electron-electron and electron-phonon cou-
pling. The goal is to directly observe fingerprints of multielectron effects in
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the initial excitation steps of C60 irradiated with ultrashort 9 fs pulses. More
specifically, the aim is to find indications for a remaining excited electron
cloud after the first electron has been “kicked-out”. In general, the coupling
of excited electrons to atomic motion leads to nuclear rearrangement in the
ionic or in the neutral molecular system. According to recent theoretical work
on C60 [135, 161], this results in characteristic oscillations, discussed already
in the context of the population mechanism of Rydberg states. Both, mul-
tielectron excitation and the characteristic oscillation may be observed with
time-resolved mass spectroscopy, since the density of excited electrons and
the nuclear geometry are expected to affect the photoionization yield of C60

in a time-dependent study. The ultrashort pump pulse with an intensity of
7.9× 1013 Wcm−2 solely deposits the energy in the electronic systems during
the interaction. The energy redistribution within the electronic and nuclear
degrees of freedom is then probed by a delayed, slightly less intense probe
pulse (6.8 × 1013 Wcm−2).

Fig. 6.39a shows the measured time dependence of the normalized C+
60 ion

signal. Particularly, the comparison with the simultaneously measured Xe+

signal included in the figure is instructive. Xe+ formation constitutes a genuine
direct MPI process with probably only one active electron determining the
systems response and, thus, can be taken as an auto-correlation measurement.
The C+

60 ion signal is clearly broadened at the bottom of the spectrum. As
shown in Fig. 6.39b, the deconvolution of the total ion yield results into two
main contributions: direct MPI of C60 from the neutral ground state to the
continuums state (dark gray-shaded), which essentially follows the Xe auto-
correlation plus a significant contribution exhibiting dynamics on a sub-100-fs
time scale (light gray-shaded) which is slightly shifted toward positive time
delays, when the stronger pump pulse leads the weaker probe pulse. This
deviation of the C60 ion pump-probe signal from the auto-correlation function
can be interpreted as a clear indication of multielectron excitation in a sub-
ensemble of C60 during the laser interaction. Supported by recent theoretical
work, [134, 135, 161] one believes that in addition to the direct MPI process
there is a probability to initially excite two or more electrons via the t1g

resonant state, which in turn acts as a doorway (bottleneck) to ionization. The
observed dynamics is comparable to the characteristic time for thermalization
within the electronic system due to inelastic electron-electron scattering (<
70 fs), as previously concluded from single pulse experiments [127, 129]. As
intuitively expected the density of the hot electron cloud depends on the
laser intensity, and its time evolution on the electron-electron scattering time
constant [135]. The excited electron density in the doorway state determines
the transition probability into the ionic continuum. Since pump and probe
pulse have slightly different intensities (7.9:6.8) the ion distribution due to
doorway state excitation is slightly shifted to positive time-delays, as shown in
Fig. 6.39b. Based on a rough fit with two response functions for the undelayed,
direct SAE/MPI process (proportional to the acf signal) and the MAE/NMED
with its memory effect (taken as exponential decay), respectively, an estimate
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Fig. 6.39. a) C+
60 ion yield (open triangles) as a function of the time-delay between

pump (7.9 × 1013 Wcm−2) and probe pulse (6.8 × 1013 Wcm−2), normalized to the
maximum signal. t = 0 is defined by the auto-correlation function (acf, dotted line)
derived from a fit to the simultaneously measured Xe+ signal (closed circles). (b)
Contributions from direct SAE/MPI (dark gray-shaded) and MAE/NMED (light
gray-shaded) refer to our tentative deconvolution of the C+

60 photoion yield, for
details see the text. (from [153])

of 65% to 35% for the contribution of SAE and NMED processes to the signal
have been obtained.

6.4.3 Control of energy dissipation processes using temporally
shaped laser pulses

The previous sections were focused on the analysis of photophysical processes
in C60 by comparing photoelectron or mass spectra taken with different char-
acteristic laser parameters, such as a intensity, pulse duration, photon energy
or pump-probe delay. In the following results are presented with the goal to
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Fig. 6.40. (a) C+
50 signal as a function of generation of the evolutionary algorithm.

The inset shows the SH-XFROG trace of the optimal solution. (b) Correlation with
neighboring fragment masses C+

48 and C+
52 taking into account 7 independent opti-

mization processes [162].

control the molecular response with suitably tailored fs laser pulses [162]. De-
tails of the self-learning closed-loop adaptive feedback technique can be found
in Chapter 2, Sect. 2.4 and also in Sect. 6.3 of the present Chapter. Here,
the selective enhancement of C2 evaporation is reported, a typical energy loss
channel upon laser excitation of fullerenes as discussed in previous sections.
The learning curve for maximization of the C+

50 fragment ion yield is plotted
in Fig. 6.40a. The thus determined optimal pulse shape for this specific target
is characterized by means of second-harmonic, cross-correlation frequency-
resolved optical gating (SH-XFROG) shown in the inset. As a result, the
mass peak increased by a factor of S ∼ 2.0 compared to the signal recorded
with unshaped pulses given as 0th generation. The height of the C+

50 peak was
chosen as fitness criterion because its abundance is a measure for the tem-
perature of the nuclear backbone, i.e., indicates efficient energy coupling into
nuclear motion. It is well-known that cooling of highly excited C60 proceeds
mainly via sequential evaporation of C2 units in a statistical process. This
explains why a strong correlation of the C+

50 enhancement with neighboring
fragment masses C+

48 and C+
52 is observed when comparing 7 independent op-

timization runs in Fig. 6.40b. It has to be pointed out that the optimal control
scheme applied here is selective for depositing energy into the C60 system, and
not for selective bond-breaking. The key result is that a sequence of pulses is
best suited for most efficient energy coupling into vibrational motion of C60.
It gives a direct fingerprint of the laser induced electron and nuclear dynam-
ics with high mode-selectivity as seen in the SH-XFROG trace in Fig. 6.40.
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This microscopic view goes beyond the common wisdom where the response
of fullerenes to intense laser fields was assumed to be mainly determined by
the interaction time scale, i.e., electron-electron and electron-phonon coupling.
One may call the observed process “coherent heating”.

Fig. 6.41. Mass spectra (right panel) recorded with constant pulse energy (260 µJ
but different pulse shapes given as projections of the corresponding SH-XFROG-
traces (left panel): (a) original pulse (31 fs), (b) stretched pulse to 100 fs, (c) optimal
pulse shape, and (d) 340 fs. The insets show the mass range of singly charged, large
fragments plotted on the same scale. S gives the enhancement of the C+

50 signal, and
R denotes the ratio C+

50/C+
60. (From [162])

Fig. 6.41a-d compares mass spectra recorded for stretched pulses with the
optimal control result regarding the formation of C+

50 fragments in order to
proof the relevance of the pulse sequence for most efficient coherent heating.
Pulse broadening was achieved by applying parabolic spectral phase functions
that keep the energy constant at 260µJ. The temporal shapes are given as
projections of the corresponding SH-XFROG traces on the left. From the
mass spectra shown on the right, where the singly charged ion signals are all
plotted on the same scale (insets), it is obvious that the pulse sequence of the
optimal control field (c) is the key for enhanced energy coupling followed by
statistical evaporation of C2 units and not simply the increased overall pulse
width. Both, stretched pulses of (b) 100 fs and (d) 340 fs duration result in
significantly less singly charged fragments.
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The combination of optimal control with comprehensive studies using
2-color pump-probe spectroscopy (not shown here) allows us to pinpoint
the mechanism of optimal heating nuclear motion in C60 fullerenes, namely
(multi)electron excitation via the t1g doorway state followed by efficient cou-
pling to the ag(1) breathing mode of the nuclear backbone.

This section has touched some aspects of the present state-of-the-art of
research on the ultrafast laser interaction with C60 as a model for large fi-
nite systems with many active electrons and vibrational degrees of freedom.
The comparison of experimental results using time-resolved photoelectron and
mass spectroscopy with recent theoretical work gives a strong indication that
nonadiabatic multielectron dynamics (NMED) plays a key role for the un-
derstanding of the molecular response to short-pulse laser radiation. Nev-
ertheless, one is still far from fully understanding the intricacies of intense
field interaction with such a complex system. Rigorous theoretical efforts are
needed to quantitatively explain the key aspects of the experimental obser-
vations presented here and those to emerge in the near future: the nature of
the ionization and fragmentation mechanisms which produce predominantly
multiply charged fragments, the excitation dynamics for the population of
Rydberg states, the long lifetimes observed in the doorway state and the ul-
trafast fragmentation mechanism. On the other hand, further experimental
work is needed – preferentially with even shorter pulses (and better tunability
of the fs light sources) – to perform sophisticated and direct multicolor pump-
probe experiments. Experimental detection schemes need to become more
sophisticated, e.g., the ion imaging technique promises a new view into the
dynamics discussed here. This will, in connection with coincidence techniques,
allow to follow fragmentation cascades directly and to separate prompt ioniza-
tion from postionization processes. Furthermore, new laser schemes for intense
radiation at shorter wavelength such as high-harmonic generation, table-top
plasma sources, and Free-Electron Lasers, are expected to open completely
new horizons for strong field laser-matter interaction.

6.5 Time-dependent electron localization function:
A tool to visualize and analyze ultrafast processes

A. Castro, T. Burnus, M.A. L.Marques, and E.K.U.Gross

The classical picture of chemical bonding in terms of electron pairs that are
shared by atoms in order to form molecules was nicely systematized by G. N.
Lewis, in his seminal work entitled “The Atom and the Molecule” [163], dated
1916. Lewis noticed the overwhelming evidence pointing to the “pairing” of
the electrons, as well as the preference to close “shells” of eight electrons. Soon
afterwards, the pairing of electrons was explained in terms of the Pauli exclu-
sion principle together with the electronic intrinsic one-half spin, whereas the
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number eight in fact emanates from both Pauli’s principle and the spherical
symmetry of atoms in a three dimensional world. Lewis, however, was some
years too early, and designed “the theory of the cubical atom”, with the elec-
trons occupying the vertex of a cube (although he acknowledged the picture
to be more methodological than fact-founded), and pointed to a breakdown of
Coulomb law at short distances in order to explain the electron pairs. Despite
these exotic suggestions, the usefulness of Lewis model has persisted even until
today’s textbooks.

The reason is that electrons do indeed “localize” in pairs when forming
molecules, and a big amount of the basic machinery of Chemistry is rather
well explained with Lewis arguments. In fact, more generally, Chemistry is
intuitively understood in terms of “localized” groups of electrons, either pairs
of electrons shared between atoms (“bonds”), nonbonding pairs of electrons
(“lone pairs”), and also larger groups – double, triple bonds –, atomic inner
shells, π electronic systems, etc.

With the advent, in the past years, of sources of coherent light featuring
high intensity and ultrafast pulses (in the femtosecond [164], or already be-
low the femtosecond limit [165]), it has become possible to time resolve the
intermediate steps of chemical reactions – paving the way to the possibil-
ity of analyzing and controlling chemical reactions. These technical advances
stress the need of understanding how the electrons rearrange, forming and
destroying bonds, in the midst of a laser pulse, and during the possible ionic
recombination. The chemical concepts of bonds, lone pairs, etc. have to be
fathomed also for time-dependent phenomena.

Unfortunately, the transformation of these concepts into a mathematically
rigorous scheme for classifying the elements of the chemical bonding turns out
to be astonishingly difficult. The canonical single-particle orbitals that stem
from Hartree-Fock (HF) calculations are not very helpful, since they, typically,
have sizable contributions from many regions in space. Moreover, they are
only one possible choice, since unitary transformations within the subspace
of solutions yield equally legitimate orbitals. There are several ways in which
one can perform these unitary transformations in order to obtain localized
functions [166], but these methods are also not unique, and may result in
qualitatively different information.

In any case, HF is but one of the possible schemes to obtain an approximate
solution to the many-body problem. A definition based on the HF solution
would always be affected by the HF error – absence of correlation effects. It is
desirable to have a scheme that does not rely on a particular method. Kohn-
Sham (KS) [167] density functional theory (DFT) [168–170] also provides
single-particle orbitals (in this case unique, except for degenerate ground-
states), but they are usually also very delocalized in real-space. The electronic
density is an observable, and thus independent of the method. Moreover, it
contains all the information of the system by virtue of Hohenberg-Kohn theo-
rem [171]. Unfortunately, the density itself is not suitable to visualize chemical
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bonding: It does not peak in the position of the bonds, it does not show the
shell structure of atoms, and lone pairs, also, are poorly represented.

The key to comprehending electron localization is, in fact, Pauli’s exclu-
sion principle, and, relatedly, the Fermi hole: Bader and collaborators [172]
demonstrated how all manifestations of the spatial localization of an electron
of a given spin are the result of corresponding localizations of its Fermi hole.
An appropriate localization function should be closely related to this Fermi
hole or to an analysis of Pauli’s principle. This is indeed the case for the
function to which we devote this section: Becke and Edgecombe’s electron
localization function [173] (ELF), as generalized by Burnus, Marques, and
Gross for time-dependent cases [174]. Section 6.5.1 will show how the Fermi
hole appears naturally in the derivation of the ELF.

An alternative way to rationalize the ELF definition is to think in terms
of how Pauli’s exclusion principle affects the kinetic energy. This principle
applies to fermionic systems; the kinetic energy of a bosonic system is a lower
bound to the local kinetic energy of a fermionic one [175]. Thus we can define
an excess kinetic energy, which would be the difference between the two of
them. Intuitively, in a region of electron localization (electrons forming pairs,
isolated electrons), their behavior is more bosonic-like. So we will require, to
define localization, that the excess kinetic energy is minimized. This is indeed
the case for the ELF, as it will be demonstrated later.

The ELF, as introduced by Becke and Edgecombe, involved two approxi-
mations: (i) First, it assumed that the many-electron wave function is a single
Slater determinant. The natural choice is the Hartree-Fock solution. (ii) Sec-
ondly, it assumed that the single-particle orbitals that form the single Slater
determinant are real functions. This prevents its validity in a time-dependent
formalism, or for static but current-carrying states. A generalized derivation
that lifted this restriction was presented by Dobson [176], and later by Bur-
nus, Marques, and Gross [174] who demonstrated how this general form could
be applied for time-dependent processes. The observation of this function is
useful for the study of chemical reactions and for processes that involve the
interaction of molecular systems with high-intensity ultra-short laser pulses
(femtosecond or even attosecond regime), or collision processes between mole-
cules and/or ions. In this time scale, and for these probably violent deforma-
tions of the molecular fields, the electrons are bound to exhibit a complex
behavior: bonds are destroyed or created, bond types change as the molecules
isomerize, dissociate, or recombine in chemical reactions. These events are
especially patent in the evolution of the ELF.

Next subsection is dedicated to the definition of the (possibly time-
dependent) ELF. In Sect. 6.5.2, some examples of the ELF for systems in
the ground state are shown, in order to illustrate the association between
ELF topological features and Chemistry bonding elements. Sect. 6.5.3 pro-
vides examples of time-dependent calculations in which the TDELF is mon-
itored: collision processes leading to chemical reactions, and interaction of
molecules with laser pulses. The chapter closes, in Sect. 6.5.4, with an ex-
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ample in which the coupled evolution of electrons and nuclei, both treated
quantum-mechanical, is computed for a model system. The ELF is then used
to learn about the strength of nonadiabatic effects.

6.5.1 The time-dependent electron localization function

6.5.1.1 General definition

We depart from the definitions of the one and two-body density matrices for
a system of N electrons [177, 178], whose evolution is described by the wave
function Ψ(r1σ1, ..., rNσN ; t):

Γ
(1)
σ1|σ′

1
(r1|r′

1; t) = N
∑

σ2,...,σN

∫
d3r2 ...

∫
d3rN Ψ�(r1σ1, r2σ2, ..., rNσN ; t) ×

Ψ(r′
1σ

′
1, r2σ2, ..., rNσN ; t) , (6.12)
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1σ′
2
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′
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∑
σ3,...,σN

∫
d3r3 ...

∫
d3rN

Ψ�(r1σ1, r2σ2, ..., rNσN ; t)Ψ(r′
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′
1, r

′
2σ

′
2, ..., rNσN ; t) . (6.13)

The spin-densities are defined in terms of the diagonal one-body density
matrix:

nσ(r, t) = Γ
(1)
σ|σ(r|r; t) . (6.14)

For equal spin (σ1 = σ2 = σ), the diagonal of the two-body density ma-
trix, that is, Γ (2)

σσ|σσ(r1, r2|r1r2; t), is the same-spin pair probability function,
Dσ(r1, r2; t). Its value is the probability of finding one electron at r1 and
another electron at r2, both with the same spin σ:

Dσ(r1, r2; t) = Γ
(2)
σσ|σσ(r1, r2|r1, r2; t) . (6.15)

If the electrons were uncorrelated, the probability of finding the pair of elec-
trons at r1 and r2 would be the product of the individual probabilities:
Dσ(r1, r2; t) = nσ(r1; t)nσ(r2; t). Electrons are, however, correlated, and the
same-spin pair density is less than that value by a factor that is defined as
the pair correlation function:

Dσ(r1, r2; t) = nσ(r1; t)nσ(r2; t)gσσ(r1, r2; t) . (6.16)

The difference between the correlated and the uncorrelated case is also con-
tained in the Fermi hole function hσ(r1, r2; t):

Dσ(r1, r2; t) = nσ(r1; t) (nσ(r2; t) + hσσ(r1, r2, t)) . (6.17)

The same-spin conditional probability function, Pσ(r1, r2; t) is then de-
fined as the probability of finding a σ-spin electron at r2, knowing that there
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is one σ-spin electron at r1. It can be expressed in terms of the previous
definitions:

Pσ(r1, r2; t) =
Dσ(r1, r2; t)
nσ(r1; t)

= nσ(r2; t)gσσ′(r1, r2; t)

= nσ(r2; t) + hσσ(r1, r2; t) . (6.18)

From this equation, the meaning of the Fermi hole (a negative function at all
points) is more transparent: it is a measure of how probability at r2 is reduced
due to the spreading out of the same spin density originated at r1.

However, it will be more useful to define an alternative same-spin condi-
tional pair probability function: given a reference electron of σ-spin at r, we
are interested in the probability of finding a same-spin electron at a distance
s. This involves taking a spherical average on a sphere of radius s around
point r, S(s, r):

pσ(r, s; t) =
1
4π

∫

S(s,r)

dSPσ(r, r′; t) . (6.19)

The integration is done for the r′ variable. For small values of s one can obtain
the following Taylor expansion:

pσ(r, s; t) =
1
3

[
1
2

[
∇2

r′Dσ(r, r′; t)
]
r′=r

nσ(r, t)

]
s2 + O(s3) . (6.20)

In this expansion, the term in s0 is absent due to the Pauli exclusion principle.
The linear term in s is also null [179]. The coefficient of s2 (except for the one-
third factor) thus tells us about the same-spin pair probability in the vicinity
of r:

Cσ(r) =
1
2

[
∇2

r′Dσ(r, r′; t)
]
r′=r

nσ(r, t)
. (6.21)

This function is an inverse measure of localization: it tells us how large the
same-spin conditional probability function is at each point in space. The
smaller this magnitude is, the more likely than an electron avoids electrons of
equal spin.

In addition to having an inverse relationship to localization – for example,
it is null for perfect localization –, Cσ is not bounded by above. Visually, it does
not mark the chemical structure with great contrast. These reasons led Becke
and Edgecombe to suggest a re-scaling, noticing that, for the homogeneous
electron gas, Cσ is nothing else than the kinetic energy density (atomic units
will be used in all equations of this section):

CHEG
σ = τHEG

σ =
3
5
(6π2)(2/3)n(5/3)

σ . (6.22)

One may then refer the value of Cσ at each point to the value that the homo-
geneous electron gas would have for the density of that point at that time t,
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CHEG
σ (r; t). Moreover, since there is an inverse relationship between Cσ and

localization, it is useful to invert it. The final expression for the “electron
localization function”, ησ(r), is

ησ(r; t) =
1

1 + (Cσ(r; t)/CHEG
σ (r; t))2

. (6.23)

6.5.1.2 Expression for one-determinantal wave functions

Up to this point, the equations allow for complete generality. Equation (6.23)
in particular, together with (6.21), defines the ELF for any system, either in
the ground state or in a time-dependent situation, and regardless of which
scheme is chosen to approximate a solution to the many electron problem.
However, the ELF was originally introduced assuming a Hartree-Fock formu-
lation (one determinantal character of the many-body wave function). The
formulation may thus be translated to the Kohn-Sham (KS) formulation of
density-functional theory (DFT).

For one-determinantal wave functions, the function Cσ (6.21) may be
explicitly calculated. Let us assume the Slater determinant to be formed
of the orbitals {ϕi↑}N↑

i=1 and {ϕi↓}N↓
i=1, for spin up and down, respectively

(N = N↑ + N↓). In this case, one can use the two following identities:

Γ (1)(r1σ|r2σ; t) =
Nσ∑
i=1

ϕ∗
iσ(r2; t)ϕiσ(r1; t) . (6.24)

(This implies immediately: nσ(r, t) =
Nσ∑
i=1

|ϕiσ(r, t)|2 .)

Dσ(r1.r2; t) = nσ(r1; t)nσ(r2; t) − |Γ (1)(r1σ|r2σ; t)|2 . (6.25)

Equations (6.24) and (6.25) are then introduced in the expression for Cσ,
(6.21):

Cσ(r; t) =
1
2
[
∇2

r′nσ(r′; t)
]
r′=r

− 1
2

[
∇2

r′
|Γ (1)(r′|r; t)|2

nσ(r; t)

]

r′=r

. (6.26)

And after some algebra [180]:

Cσ(r; t) = τσ(r; t) − 1
4

(∇nσ(r; t))2

nσ(r; t)
− j2

σ(r; t)
nσ(r; t)

. (6.27)

where τσ(r; t) is the kinetic energy density,

τσ(r; t) =
Nσ∑
i=1

|∇ϕiσ(r; t)|2 , (6.28)
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and j2
σ(r; t) is the squared modulus of the current density:

jσ(r; t) = 〈Ψ(t)| 1
2m

N∑
i=1

[δ(r − r̂i)δσσi
p̂i + p̂iδ(r − r̂i)δσσi

] |Ψ(t)〉 =

1
2i

Nσ∑
i=1

[ϕ∗
iσ(r; t)∇ϕiσ(r; t) − ϕiσ(r; t)∇ϕ∗

iσ(r; t)] . (6.29)

Expression (6.27), upon substitution in (6.23), leads to the general form
for the ELF, if one assumes one-determinantal wave functions. In the origi-
nal derivation, however, a further restriction was introduced from the begin-
ning: the system is assumed to be in the a stationary state, and the single-
particle orbitals are real, which implies zero current. The derivation presented
above [174,180], however, allows for time-dependent Slater determinants (and
complex ground-states with non-null current).

The original, “static” ELF, is simply obtained by eliminating the current
term from the expression for Cσ (6.27):

Cstatic
σ (r) = τσ(r) − 1

4
(∇nσ(r))2

nσ(r)
, (6.30)

and plugging this formula in the ELF definition, (6.23).
At this point, it is worth noting that this expression is nothing else than

the “excess kinetic energy” mentioned in the introduction of this Section. The
first term, τ(r) (summing over the two spins) is the local kinetic energy of
the electronic system. A bosonic system of equal density n, at its ground
state, will concentrate all particles at the ground state orbital,

√
n/N . From

this fact it follows that the second term of the previous equation is the kinetic
energy density of the bosonic system. It is thus clear how the high localization
corresponds to a minimization of the excess kinetic energy.

6.5.1.3 Density-functional theory approximation to the ELF

It is useful to briefly recall here the essential equations of DFT [168–170] and
of TDDFT [181–186], since these are the theories that are employed to obtain
the orbitals from which the ELF is calculated in the examples presented in
the following subsection.

There exists a one-to-one correspondence between the ground-state den-
sity of a many electron system, n, and its external potential v. This permits
to write every observable as a functional of the density. For each interacting
system, there also exists an auxiliary noninteracting system of fermions, sub-
ject to an external potential different to the one in the original system, such
that the densities of the two systems are identical. One can then solve this
noninteracting system, and obtain any observable of the interacting system
by using the appropriate functional of the density.
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The one-particle equations that provide the single-particle orbitals that
conform the one-determinantal solution to the noninteracting problem are
the so-called Kohn-Sham equations:

{−1
2
∇2 + vKS(r)} ϕi(r) = εiϕi(r) , i = 1, ..., N. (6.31)

The density of both the interacting and noninteracting system is then simply:

n(r) =
N∑

i=1

|ϕi(r)|2 . (6.32)

The problem lies in the calculation of the Kohn-Sham potential, vKS(r),
itself a functional of the density. For this purpose, it is usually split into a
known and an unknown part – the latter being the so-called exchange and
correlation potential vxc(r):

vKS(r) = v(r) +
∫

d3r′
n(r)

|r − r′| + vxc(r) . (6.33)

TDDFT extends the parallelism between the interacting and the nonin-
teracting system to time-dependent systems [181]. One then has to deal with
time-dependent Kohn-Sham equations:

i
∂ϕi

∂t
(r; t) = {−1

2
∇2 + vKS(r; t)} ϕi(r; t) , i = 1, ..., N. (6.34)

Once again, an approximation to a time-dependent exchange and correlation
potential is needed.

The ELF is calculated in terms of spin-orbitals, and is not an explicit
functional of the density. One may then approximate the ELF of the interact-
ing system by considering the ELF of its corresponding Kohn-Sham system –
whose state is a Slater determinant, and can be calculated using the previous
equations. Note that this is a completely different approximation to the one
taken by considering the Hartree-Fock ELF – even if it leads to an analogous
expression. However, it has been shown that the main features of the ELF are
rather insensitive to the method utilized in its calculation [187,188], even for
more approximate schemes such as the extended Hückel model.

6.5.2 Examples in the ground-state

This subsection will present some applications of the ELF for systems in the
ground state. All calculations have been done within the KS/DFT formal-
ism. For the exchange-correlation potential, the local-density approximation
(LDA) has been employed in all cases, except for the water molecule and
the hydroxide ion, for which – both in the ground state calculations and in
the collision processes presented in the next subsection – the self-interaction
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correction was added. The resulting functional is orbital dependent, and in
order to calculate it, one has to make use of the optimized effective potential
theory – together, in this case, with the approximation of Krieger, Li, and
Iafrate [189]. The functions are represented on a real-space regular rectangu-
lar grid (base-less approach). The pseudopotential approach is taken for the
ion-electron interaction in order to avoid the explicit treatment of the chemi-
cally inert core electrons.2 The motion of the cores is treated classically. The
computations have been carried out with the octopus code [190,191].

In order to appreciate the usefulness of the ELF to monitor fast, time-
dependent molecular processes, it is important to learn the characteristics of
the ELF in the ground state. Silvi and Savin [192] outlined a proposal for the
classification of chemical bonds based on the topological analysis of the ELF.
Let us recall here some basic ideas, illustrated below with some examples. The
ELF is a scalar real function, bounded between zero and one – the value one
corresponding to maximum localization. The attractors are the points where
it has maxima; to each attractor corresponds a basin, the set of points whose
gradient field drives to the attractor. The shape of the isosurfaces of the ELF is
also informative: as we change the isosurface value, it may or may not change –
when it does, we have a bifurcation, which occurs at ELF critical values. The
attractors may have zero, one, or two dimensions: In general, only zero dimen-
sional attractor are allowed; however system with spherical symmetry (atoms)
will have spherical (2D) attractor manifolds, whereas C∞v (or higher) systems
(linear molecules) may have one-dimensional sets of attractors, forming a ring
around the molecular axis.

To each attractor one may associate an irreducible f-localization domain.
An f -localization domain is the set of connected points for which the ELF is
larger than f . It is irreducible if it only contains one attractor. The spatial
arrangement of these domains is the key to classify chemical bonds: there
are three types of attractors: core (its domain contains a nuclei), bonding
(located between the core attractors of different atoms) and nonbonding (the
rest, that contain the so-called lone pairs). All atoms will have an associated
core attractor, except hydrogen.

In each domain, one may integrate the electronic density, and obtain a
number of electrons. In the absence of symmetry, at most two electrons with
opposite spins should be found in a basin. An attractor for which the number of
electrons in its associated domain is less than two is an unsaturated attractor.
A multiple bond is created when there is more than one bonding attractor
between two core attractors. A ring attractor containing six electrons is also
a multiple bond.

2 It may be argued that the ELF that we depict, is, in fact, a pseudo-ELF. The effect
of removing the core electrons in the ELF is the removal of localized electrons in
the vicinity of the nuclei. This is irrelevant if one is interested in learning about
the chemical properties of the systems.
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Fig. 6.42. ELF isosurfaces (η = 0.85) of ethane (left), ethene (center) and ethyne
(right).

A first illustrative example is the clear distinction between the single, dou-
ble and triple bonds of the ethane, ethene and ethyne molecules, as presented
in Fig. 6.42. The ethyne (acetylene) molecule is an example of linear molecule
(D∞h symmetry), which allows for continuous ring attractors. These may oc-
cur specially for cases in which one expects a triple bond, such as is the case in
acetylene. However, other textbook “Lewis” triple bonds do not show a ring
attractor: the nitrogen molecule presents only one point attractor between the
nuclei, and two other point attractor at their sides. The double bond of ethene
(center in Fig. 6.42) is clearly manifested by the presence of two attractors
between the carbons. This leads to isosurfaces with a characteristic “eight”
shape. The ethane molecule (left), presents only one attractor between the
carbons (single bond), and the six domains corresponding to the CH bonds.

It is known that the ring isomer of C20 (see Fig. 6.43, left side) does not
have a 20th order axis of symmetry, due to the presence of alternating bonds,
which reduces the molecule symmetry group to C10h. The different nature of
the bonds (“single-triple alternation”, in the Lewis picture), is clearly patent
in the ELF: the continuous ring of attractors for the triple bonds, whereas
one single point attractor for the single bonds. In the case of the C60 fullerene
(see Fig. 6.43, right side) due to its high symmetry, there are also in principle
two possibly different kinds of bonds: the ones for which the bond line is
separating two hexagons, and the ones for which the bond line is separating
one pentagon and one hexagon. A look at the ELF tells us that the character
of these bonds is, however, very similar.

The usefulness of the ELF is specially patent for the analysis of nonbonding
electron groups [193]. In Fig. 6.44 two examples are shown: the hydroxide
(OH−) ion, and the water molecule. In the first case (right), there is once
again a continuous ring attractor, that contains six electrons. This reflects
in the torus-like shape of the isosurfaces defined in its domain. The water
molecule, on the contrary, breaks the linear symmetry, and thus does not
permit for continuous attractors. In this case one can see, in addition to two
isosurfaces in the CH bond basins, one “bean”-shaped isosurface, that contains
two point attractors on each side of the oxygen atom. Each irreducible domain,
corresponding to each of these two attractors, contains two electrons.
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Fig. 6.44. ELF isosurfaces (η = 0.85) of the water molecule (left), and of the
hydroxide ion (right), showing the very different shape of the lone pair basin with
four electrons (two point attractors, as it is the case for water), and with six electrons
(ring-shaped attractor, as it is the case for the hydroxide ion).

Figs. 6.45 and 6.46 present another case: the formaldimine molecule (also
referred to as the smallest imine, or as the smallest unprotonated Schiff base).
This molecules presents a double bond between carbon and nitrogen, and a
lone pair attached to the nitrogen atom. The upper figures of Fig. 6.45 depict
the electronic density: an isosurface on the left, and a logarithmic color map
on the plane of the molecule on the right. Below, the figures depict the ELF
in the same way – although the scale of the colormap in this case is not
logarithmic. Both the bond (and its type) and the lone pair are clearly visible
in the ELF, whereas the density presents much less structure.

Fig. 6.46 displays the same formaldimine molecule; however, it shows the
gradient lines of the ELF, which converge in the attractors. This alternative
pictorial representation is also helpful to identify the positions of the attrac-
tors.

���

Fig. 6.43. ELF isosurfaces (η = 0.85) for the ring isomer of C20 (left), and for the
C60 fullerene.
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Fig. 6.45. Electronic density (top) and ELF (bottom, see text for its definition) of
the ground state of the formaldimine molecule. Left figures show one three dimen-
sional isosurface, whereas the right figures show a color-mapped two dimensional
plane. Note that the scale in the case of the density is logarithmic; the values in the
legend reflect the exponent.

Fig. 6.46. Streamlines running through the gradient field of the ELF of
formaldimine, and meeting at the basin attractors – the ELF local maxima.

6.5.3 Fast processes

The following time-dependent calculations of the ELF have been done by
making use of TDDFT to describe the many-electron system. On top of this,
the ions are also allowed to move. These are treated classically as point parti-
cles (the next subsection describes a model in which this restriction is lifted).
The forces that define the ionic movement are calculated through Ehrenfest’s
theorem. It amounts to the simultaneous and coupled evolution of both a
classical and a quantum system. The resulting Molecular Dynamics is non-
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adiabatic, since the electrons may occupy any excited state, and change these
occupations.

6.5.3.1 The H+ + OH− → H2O reaction.

In the following, the TDELF is used to monitor, “in real time”, the chemi-
cal behavior of the electrons involved in a chemical reaction. In this case, a
specially simple one: the formation of a water molecule after the collision of
a proton and a OH− group.

One should recall, first of all, the topological differences between the lone-
pair basin in the water molecule, containing two pairs, and the ring-shaped
basin of the hydroxide ion (see Fig. 6.44). The chemical reaction that produces
water should involve the transformation of this lone-pair basin. The collision
of the two reactants produces different results depending on the original ve-
locities and orientations; two typical outcomes are presented here: a successful
event (meaning formation of water), and an unsuccessful collision, leading to
three isolated nuclei.

Fig. 6.47 shows the first of these two cases. At time zero, one can identify
the characteristic ELF of the ground-state hydroxide ion. Note that this figure
depicts isosurfaces of the ELF at a value of η = 0.8, and these isosurfaces are
color-coded: an intense red means a region of high electronic density, whereas
the whitish areas of the isosurfaces correspond to regions of almost negligible
density. This is done in order to make apparent one of the less intuitive features
of the ELF: it may have large values in regions of low electronic density.

The proton and the hydroxide group initially approach each other with a
velocity of 10−2 a.u., or 0.21 Å/fs. The proton is directed to the middle point of
the ion. As the proton approaches the hydroxide group in the first snapshots,
an accumulation of ELF becomes apparent near it. This corresponds to a small
transfer of electronic density – even if this density will be strongly localized
and very large in size (see that snapshot taken at 9.7 fs), the amount of charge
transfer is minute. This fact may be learnt from the lack of red color in this
isosurface.

In the snapshots of the second row, the proton collides with the hydroxide
group, and as a result the two protons jump away off the oxygen atom. Each
proton has now its associated ELF basin, whereas the lone pairs basin associ-
ated to oxygen is already distorted. The last snapshots in the third row show
the return of the protons to the influence of the oxygen core, which demon-
strates that water has been formed. The very last snapshot, some 30 fs after
the process was initiated, clearly depicts the lone-pairs basin with the typical
“bean” shape corresponding to two electron pairs. Note, however, that both
nuclear and electronic degrees of freedom are in highly excited state, and thus
the final picture is not a steady structure.

Fig. 6.48 shows another possibility, which occurs for higher proton veloci-
ties. In this case, the simulation is illustrated with a different representation
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0fs 3.0fs 6.0fs 9.7fs

13.3fs 15.7fs 18.1fs 20.6fs

23.0fs 24.8fs 27.2fs 30.4fs

Fig. 6.47. Snapshots taken during the formation of a water molecule due to the
collision of a proton and a OH− group. Isosurfaces for the ELF at a value of η = 0.8
are shown in red. This red color, however, is graduated depending on the local
value of the electronic density: more intense red means higher density. The white
areas, thus, correspond to regions of high electronic localization but low density.
The oxygen core is colored in red, whereas the protons are colored in white.

procedure: a color map on the plane in which the three atoms move. The ini-
tial geometry is similar, but in this case the relative velocity is 5 × 10−2 a.u.,
or 1.1 Å/fs. Once again, the second snapshot shows how a cloud of localized
electrons develops around the proton as it approaches the anion. It becomes
specially large after 2.9 fs; note however that it does not mean a large elec-
tronic transfer; to learn about that one needs to look at the density. In the
fourth snapshot, the incoming proton cleanly passes through the bond. The
original shape of the ELF is completely distorted; however the speed of the
process did not allow yet for fast movements of the nuclei – except the straight
line movement due to their original velocities.

In the second row one may see the proton scatter away from the anion;
it does so at an angle from its initial trajectory. The bond of the anion is
broken; as a consequence the two nuclei separate from each other. Each of the
three nuclei carries away an electronic cloud: a spherical crown in the case
of the oxygen atom (corresponding to the typical two dimensional spherical
attractor of an isolated many electron atom), and spatially large accumula-
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tions of localized electrons for the protons (note, once again, that this does
not imply a large number of electrons. In order to learn about the electronic
charge carried away by each of the ions, it is necessary to integrate the density
in each of the localization domains).

0.0fs 1.5fs 2.9fs 4.4fs

5.8fs 7.3fs 8.7fs 10.2fs

Fig. 6.48. Snapshots taken during the collision of a hydroxide ion with a proton,
leading to the dissociation of the hydroxide group.

6.5.3.2 Proton capture by a lone pair

The next case focuses in the formaldimine molecule, Fig. 6.46. It presents one
lone pair, which chemically may behave as a possible anchorage for a radical.
For example, it may attract a “traveling” proton in an acid environment. This
is demonstrated in the simulation depicted in Fig. 6.49.

In the first snapshot, the formaldimine molecule is in its ground state, both
its electronic and nuclear degrees of freedom. The topology of the ELF for this
particular case was discussed in the previous subsection. A proton travels with
a velocity of 5.2×10−3 atomic units (corresponding to an energy of 0.673 eV),
in the plane of the molecule, and initially aiming to the center of the CN
double bond. The lone pair, however, attracts the proton to its basin. As a
result, the proton drifts to the right, in the direction of the nitrogen atom,
accelerating its movement. The molecule itself also rotates as the nitrogen
atom attempts to approach the incoming proton. This enters the nonbonding
basin, and transforms it into a bonding NH loge. The ensuing collision results
in the proton quickly accelerating out of the molecule; however, the bond has
been established, and soon it is driven back. The result is a highly excited
molecule: the nuclei will vibrate, whereas the electronic state will also be a
mixture of the ground state and higher lying states. Of course, eventually it
could relax upon photon emission; this is however not included in the model.
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0fs 11.8fs 23.7fs 35.5fs

43.4fs 47.4fs 51.3fs 56.9fs

59.2fs 63.2fs 67.1fs 71.1fs

Fig. 6.49. Snapshots taken during the capture of a proton by a formaldimine
molecule. Isosurfaces for the ELF at a value of η = 0.8 are shown in red. The carbon
and nitrogen cores are colored in green and blue respectively, whereas the protons
are colored in white.

6.5.3.3 Bond-breaking by an intense, ultrafast laser pulse

The next example shows the excitation of the ethyne molecule by means of
a strong laser. The aim is especially the triple bond. The laser is polarized
along the molecular axis; it has a frequency of 17.15 eV (λ = 72.3 nm) and
a maximal intensity of Im = 1.19 × 1014 Wcm−2. Fig. 6.50 depicts snapshots
of the ELF of acetylene in form of slabs through a plane of the molecule. At
the beginning (a) the system is in the ground state and the ELF visualizes
these features: The torus between the carbon atoms, which is typical for triple
bonds, and the blobs around the hydrogen atoms. As the intensity of the laser
increases, the system starts to oscillate and then ionizes (Fig. 6.50b,c). Note
that the ionized charge leaves the system in fairly localized packets (the blob
on the left in b, and on the right in c). The central torus then starts to widen
(Fig. 6.50d) until it breaks into two tori centered around the two carbon atoms
(Fig. 6.50e,f). This can be interpreted as a transition from the π bonding to
the π� nonbonding state. The system then remains in this excited state, and
eventually dissociates, after the laser has been switched off. In the process,
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Fig. 6.50. Snapshots of the time-dependent ELF for the excitation of ethyne
(acetylene) by a 17.15 eV (λ = 72.3 nm) laser pulse. The pulse had a total length of
7 fs, a maximal intensity of 1.2×1014 Wcm−2, and was polarized along the molecular
axis. Ionization and the transition from the bonding π to the anti-bonding π� are
clearly visible.

the molecule absorbs about 60 eV of energy, and looses 1.8 electrons through
ionization.

6.5.4 TDELF for coupled nuclear-electronic motion

The examples presented in the previous subsection neglected the quantum
nature of the atomic nuclei. Erdmann, Gross, and Engel [194] have presented
one application of the TDELF for a model system in which one nucleus is
treated quantum mechanically, and the full Schrödinger equation is computed
exactly. This model is specially suited to study, from a fundamental point of
view, the effects of nonadiabaticity. It is instructive to see how the ELF may
help for this purpose.

The model is depicted in Fig. 6.51: two electrons and a nucleus that move
in a single dimension between two fixed ions. Its Hamiltonian is:

H(x, y,R) = T (x) + T (y) + T (R) + V (x, y,R) , (6.35)

where T (x), T (y) and T (R) are the kinetic energy operator of the two electrons
and of the moving ion, respectively. The potential is:
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Fig. 6.51. Configuration of the model system: An ion (coordinate R) and two
electrons (at x and y) are allowed to move between two fixed ions (1) and (2), fixed
at a distance of 10Å.

V (x, y,R) =
Z1Z

|R1 −R| +
Z2Z

|R2 −R| +
erf(|x− y|)
Re|x− y|

−Z1erf(|R1 − x|)
Rf |R1 − x| − Z2erf(|R2 − x|)

Rf |R2 − x| − Zerf(|R− x|)
Rc|R− x|

−Z1erf(|R1 − y|)
Rf |R1 − y| − Z2erf(|R2 − y|)

Rf |R2 − y| − Zerf(|R− y|)
Rc|R− y| .

(6.36)

Note that the interactions are screened; The values of the screening are mod-
ulated by the parameters Rf (for the interaction electron – fixed ions), Rc

(for the interaction electron – moving ion), and Re (for the electron – electron
interaction). By tuning these parameters, the nonadiabatic couplings may be
reduced or enhanced [195–199].

The degree of diabaticity is qualitatively pictured in the adiabatic potential
energy surfaces (PES) – which show the eigenvalues, parameterized with the
nuclear coordinate R, of the electronic equation:

{T (x) + T (y) + V (x, y,R)}φστ
n (x, y;R) = V στ

n (R)φστ
n (x, y;R) , (6.37)

so that φστ
n (x, y;R) are the electronic eigenfunctions in state n. Two different

initial configurations are possible: the two electrons are in the same spin state
– corresponding to spatial functions of gerade symmetry –, or in opposite
spins – corresponding to ungerade spatial functions. (Note that since the full
Hamiltonian does not contain the spin, the system will remain in the same
spin configuration during any evolutions). The adiabatic PES are depicted in
Fig. 6.52 for the anti-parallel spin (top) and parallel spin (bottom) cases, and
for the ground state, and the first three excited states.

In the anti-parallel case, the ground state and the first excited state show
an avoided crossing, so we should expect clear nonadiabatic behavior in that
region. In the parallel spin case, however, the ground state and the first excited
state are well separated from each other and from the higher states, whereas
the second and third excited states again show avoided crossings.

The localization functions for this particular model have to be defined.
The full time-dependent density matrix is given by:
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Fig. 6.52. Adiabatic potentials for the anti-parallel (top panel) and parallel spin
case (bottom panel). Different parameters were used in the parameterization of the
interaction energy: Rc = Rf = 1.5 Å; Re = 2.5 Å(left panel), and Rc = Rf = Re =
1.5 Å(right panel).

Dστ (x, y,R; t) = |Ψ(xσ, yτ,R; t)|2 , (6.38)

where Ψ is the full wave function. Integrating out the nuclear degree of free-
dom, one obtains the density matrix for the two electrons:

Dστ (x, y; t) =
∫

d3RDστ (x, y,R; t) , (6.39)

and one may then define the conditional pair probability function:

Pστ (x, y; t) =
Dστ (x, y; t)
ρσ(x; t)

, (6.40)
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where ρσ is the electronic one-particle spin-density. Two cases have to be
distinguished:

1. Anti-parallel spins: Pαβ(x, x; t) is the conditional probability to find one
electron at time t at point x, if we know with certainty that other electron
with opposite spin is in the same place. This is an indirect measure of lo-
calization. One may define, in analogy to the usual ELF, a time-dependent
anti-parallel spin electron localization function (TDALF), ηap, as:

ηap(x; t) =
1

1 + |Pαβ(x, x; t)/Fα(x; t)|2 . (6.41)

Fα(x; t) = (4/3)π2ρ3
α(x; t) is the Thomas-Fermi kinetic energy density for

anti-parallel spins and 1D systems.
2. Parallel spins: This would correspond to the usual ELF, presented previ-

ously. However, the one-dimensionality of the model changes the deriva-
tion since the spherical average is not necessary. Defining s = x − y, one
may expand Pαα(x, s; t) in a Taylor series up to second order around s = 0:

Pαα(x, s; t) =
1
2
∂2Pαα

∂s2
(x, 0; t)s2 + O(s3) . (6.42)

The constant term is null due to Pauli’s principle, whereas the linear
term also vanishes since, according to Kato’s cusp theorem [200], the wave
function is proportional to s. The s2 coefficient, aαα(x; t), is now used to
define the TDELF with the usual re-normalization precautions:

η(x; t) =
1

1 + |aαα(x; t)/Fα(x, t)|2 . (6.43)

In this case, Fα(x) = (16/3)π2ρ3
α(x).

The nuclear movement is investigated through the time-dependent nuclear
density:

Γστ (R; t) =
∫

d3x

∫
d3y Dστ (x, y,R; t) . (6.44)

The time-evolution of the system is then initiated from an initial state with
the form:

Ψ(xσ, yτ,R; t = 0) = e−γ(R−R0)
2
φστ

n (x, y;R) , (6.45)

that is, from the first electronic excited state, and from a Gaussian nuclear
distribution around some initial point – in this case, R0 = −3.5 Å.

Once again, two possible spin configurations for the initial state have to
be distinguished:

1. Anti-parallel spins.
This case is shown in Fig. 6.53, left side. The top graph represents the
nuclear time-dependent density. This density, initially localized around -
3.5 Å, travels toward its turning point, while it strongly disperses. Soon,
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Anti-parallel spin Parallel spin

Fig. 6.53. Quantum dynamics of the model system presented in Sect. 6.5.4, for the
anti-parallel spin (left) and the parallel spin cases (right). The upper panel shows
the nuclear density. The time-dependent electron density and TDELF are shown in
the middle and lower panels, respectively.

as a consequence of the strong nonadiabatic coupling, the nuclear wave
packet becomes extremely broad and a defined structure can no longer be
seen.
The electron density (middle panel) seems to be unaware of the nuclear
motion. This does not mean that electrons are static; its behavior may
be best analyzed by looking at the TDALF (lower panel). We have two
localization domains, which correspond also with the initial areas of high
density. It may be seen how, as the nucleus transverses this area, the
localization amplitude diminishes, and almost vanishes for those two ar-
eas. This illustrates how the strong nonadiabatic coupling is effective in
decreasing localization.
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2. Parallel spins.
This case is shown in Fig. 6.53, right side. Also, the nuclear time-
dependent density is on the top and the time-dependent electron density is
in the middle, although in this case it is the usual TDELF (parallel-spins)
which is shown in the bottom panel.
This case has been tailored to avoid the presence of nonadiabatic effects
(the first excited state is well separated from the others). As a result, with
the chosen initial conditions, the motion takes place exclusively in a single
electronic state. The nuclear wave packet is initially localized in the left
half of the potential well, and starts moving to the right side where it is
repelled by the right side fixed ion at about 40 fs. The wave packet then
shows an oscillatory structure, and broadens due to the anharmonicity of
the potential.
The electronic density reflects a charge transfer from the left fixed ion to
the right one, with the moving ion acting as an “electron carrier”. Initially,
there are two maxima in the vicinity of the left fixed ion and on the moving
one. After the nucleus crosses the origin, the initial density drops to zero
and the new two maxima are on top of the moving ion and on the right
side. If the nucleus were not affected by dispersion, the process would
reverse with each half-cycle of the nuclear vibration.
The behavior of the TDELF is now very different with respect to the
TDALF in the anti-parallel spin case. The localization remains high at
all times, and the transfer of electrons from left to right is clear: Initially
there are two localization domains; one around the fixed ion, and another
near the origin. As the nuclear movement starts, the first domain vanishes,
and a third domain appears near the right fixed ion. After the vibrational
period of the nucleus is finished, this third domain disappears, and the
initial ELF is however restored. The vanishing of the first domain and the
appearance of a third domain indicates that one electron must have been
removed from the left fixed nucleus and dragged to the right.

In conclusion, the handful of examples presented in this section illustrate
the amount of information that can be gained from the time-dependent ELF
in theoretical studies of ultrafast phenomena. One can learn about the time
scales of the processes, and/or about how the various sub-events that make up
a complex reaction are ordered in time: which bonds break first, which second,
how the new links are created, etc. One can observe and interpret intermedi-
ate electronic structure that may be short lived but relevant for the overall
outcome. This information starts to become available to experimentalists, as
the time resolution of the sub-femtosecond laser sources increases.
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6.6 Cluster dynamics in ultraintense laser fields

A. Heidenreich, I. Last, and J. Jortner

6.6.1 How intense is ultraintense?

Table-top lasers are currently characterized by a maximal intensity of ∼ 1022

Wcm−2 [201,202], which constitutes the highest light intensity on earth. Such
ultrahigh intensity corresponds to an electric field of ∼ 1012 Vcm−1, a mag-
netic field of ∼ 109 Gauss and an effective temperature of ∼ 108 K, which
exceeds that in the interior of the sun and is comparable to that prevailing
in the interior of hot stars. The interaction of ultraintense (peak intensity
Im = 1015–1020 Wcm−2), ultrafast (temporal length 10–100 fs) laser pulses
with matter drives novel ionization phenomena [25,203–251], attosecond elec-
tron dynamics [20,154,252,253], the production of high energy particles (i.e.,
electrons, x-rays, and ions) [9,241,242,245–251,254–268] in atoms, molecules,
clusters, plasmas, solids, and liquids. The coupling of macroscopic dense mat-
ter with ultraintense laser fields is blurred by the effects of inhomogeneous
dense plasma formations, isochoric heating, beam self-focusing and radia-
tive continuum production [269,270]. To circumvent the debris problem from
macroscopic solid targets, it is imperative to explore efficient laser energy ac-
quisition and disposal in clusters, which constitute large, finite systems, with
a density comparable to that of the solid or liquid condensed phase and with
a size that is considerably smaller than the laser wavelength. This section
addresses electron and nuclear dynamics driven by ultraintense laser–cluster
interaction [9, 25,203–251,254–267].

The Rabi frequency for the interaction of an ultraintense laser (Im =
1020 Wcm−2), with an atom or molecule with a transition moment of 1–
5 Debye, falls in the range of 2–10 keV. Such high values of the Rabi fre-
quency signal the breakdown of the perturbative quantum electrodynamics
approach for the ultraintense laser–atom/molecule interaction. The pertur-
bative quantum dynamic approaches are applicable only for ‘ordinary’ fields
(i.e., Im < 1012 Wcm−2, where the Rabi frequency is lower than ∼ 0.1 eV),
while for strong laser fields, whose frequency is considerably lower than the
atomic/molecular ionization potential, the ionization process can be described
as electron removal through an electrostatic barrier in a static electric field.
The potential for a q-fold ionized atom (or neutral atom), formed by an elec-
tric field of charge (q + 1) and an external electric field F , is characterized by
a high Ub of the potential barrier [232,243,271]

Ub = −2[eFB̄(q + 1)]1/2 (6.46)

where B̄ = 14.4 eV and eF is given in units of eVÅ−1. The barrier is located
at the distance

rb = [B̄(q + 1)/eF ]1/2 (6.47)
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from the ion center along the electric field direction. When the tunneling
through such a barrier is of minor importance [243], as realized for ultraintense
laser fields (whose intensity domain will be specified below), a classical barrier
suppression ionization (BSI) mechanism can be applied. The BSI of a single
ion of charge q is realized when the barrier height, (6.46), is equal, with an
opposite sign, to the ionization potential Eq+1

I of this ion. The threshold field
for inducing ionization is

eF = (Eq+1
I )2/4B̄(q + 1) (6.48)

where F = F� is the laser field, with |eF�| = 2.745 × 10−7I
1/2
m eVÅ−1, where

Im is given in Wcm−2. The threshold laser intensity for BSI is then given by

Im = 8.295 × 1011(Eq+1
I )4/B̄2(q + 1)2 (6.49)

The barrier distance for the threshold field, (6.47), assumed the form

rb = 2B̄(q + 1)/Eq+1
I (6.50)

The BSI, (6.49), describes multielectron ionization of Xe atoms in the intensity
range of Im = 1015 Wcm−2 (where Xe3+ is produced) up to Im = 1020 Wcm−2

(where Xe36+ is produced), with the calculated results in the range Im = 1016–
1018 Wcm−2 being in good agreement with the available experimental data
[272,273].

To account for tunneling effects in multielectron atomic ionization through
the barrier Ub, (6.46), the Amosov–Delone–Krainov (ADK) model [45] gives
the ionization probability W (I(t)) at the laser intensity I(t) = Im cos2(2πνt)
(where ν is the laser frequency). The peak intensity Im was determined from

the single-cycle averaging
1/ν∫
0

dtW (I(t)) = 1. In the intensity range Im = 1015–

1019 Wcm−2, the BSI and the ADK results for a single Xe atom agree within
10% and are close to the available experimental data [272, 273]. For lower
intensities (Im < 1015 Wcm−2), the BSI model is no longer applicable, with
the intensity Im ≥ 1015 Wcm−2 marking the lower limit of the ultraintense
laser domain.

The laser driven one-step BSI mechanism for the ionization of a single
atom requires a significant extension when applied to cluster ionization. Of
considerable interest is the situation when the cluster size characterized by
n atomic/molecular constituents and cluster radius R0 = r0n

1/3 (where r0 is
the constituent radius) significantly exceeds the size of the single constituent
barrier distance rb, (6.50). Under these circumstances a compound cluster ion-
ization mechanism is manifested, which occurs via a sequential-simultaneous
inner-outer ionization process [205, 206, 211, 212, 217–219,231, 243–245]. Elec-
tron dynamics triggers nuclear dynamics, with outer ionization being accom-
panied with and followed by cluster Coulomb explosion (CE), which results
in the production of high-energy (keV–MeV) multicharged ions on the (10–
500 fs) time scale of nuclear motion.
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The realm of ultrafast phenomena in molecular science currently moves
from femtosecond dynamics on the time scale of nuclear motion [274–277]
toward attosecond electron dynamics [20, 154, 252, 253]. This new attosecond
temporal regime for dynamics constitutes a “spin off” of ultraintense laser–
matter interactions. In the attosecond domain nonperturbative effects are fun-
damental and new mechanisms of ionization and of multielectron dynamics
in atoms, molecules, clusters, plasmas and condensed matter are unveiled. In
this context this section will address the response of clusters to ultraintense
laser fields that induces novel ionization processes and manifests new features
of electron dynamics [211, 222, 238–244, 267, 278–281], which drives nuclear
dynamics of CE [224,228,245–251,254–256,259].

6.6.2 Extreme cluster multielectron ionization

The cluster response to ultraintense laser fields triggers well-characterized
ultrafast electron dynamics (on the time scale of < 1 fs–100 fs). The com-
pound, extreme multielectron ionization mechanism of clusters involves three
sequential-parallel processes of inner ionization, nanoplasma formation and
outer ionization. Inner ionization results in the formation of a charged, ener-
getic nanoplasma within the cluster or in its vicinity, which is followed by the
partial or complete outer ionization of the nanoplasma. Extreme multielectron
ionization of elemental and molecular clusters, e.g., Arn [203, 207, 234–236],
Xen [25,216,223,231,233], (H2)n [237], (D2)n [221,254,257], (H2O)n [230,234],
(D2O)n [224,230,234], (CH4)n [226], (CD4)n [213,226,259], and (HI)n [9,258,
260], in ultraintense laser fields leads to the production of highly charged
ions. These involve the stripping of the valence electrons, or even all the elec-
trons from light first-row atoms, e.g., H+ and D+ [208,211,221,226,244,261],
Oq+ (q = 6–8) [211, 224, 241], Cq+ (q = 4–6) [213, 221, 226, 230, 242, 246, 262],
as well as the production of highly charged heavy ions, e.g., Xeq+ (q = 3–
26) [216,217,223,239–244,246,257,261,265,278,279,282,283]. These unique in-
ner/outer ionization processes and nanoplasma dynamics and response driven
by ultraintense laser–cluster interactions were explored by theoretical models
and by computer simulations.

The laser electric field acting on the elemental or molecular cluster is
taken as F�(t) = F�0(t) cos(2πνt), where ν is the laser frequency and F�0(t) is
the pulse envelope function. Molecular dynamics simulations (including mag-
netic field and relativistic effects) and analyses of high-energy electron dy-
namics and nuclear dynamics in a cluster interacting with a Gaussian laser
field F�0(t) = Fm exp[−2.773(t/τ)2], Fm being the electric field at the pulse
peak. The infrared laser parameters used for the simulations reported in this
section are ν = 0.35 fs−1 (photon energy 1.44 eV and pulse temporal width
(FWHM) τ = 10–100 fs) [238,243,279]. The laser pulse is defined in the time
domain t ≥ −∞ and the peak of the laser pulse is attained at t = 0. An ini-
tially truncated laser pulse was used for the simulations, with the initial laser
field (corresponding to the threshold of single electron/molecule ionization in
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the cluster) being located at the (negative) time t = ts, which is laser inten-
sity and pulse width dependent [243, 279]. The end of the pulse was taken at
t = −ts [279]. The simulations of electron dynamics [238, 243–246, 279] eluci-
dated the time dependence of inner ionization, the formation, persistence and
decay of the nanoplasma, and of outer ionization.

The cluster inner ionization is driven by two processes:

(A) The BSI mechanism, which is induced by a composite field F = F � +F i,
where F i is the inner field generated by electrostatic interactions with
the ions (ignition effects) [210, 243] and with the nanoplasma electrons
(screening effects) [243, 282]. The BSI level and time-resolved dynamics
were evaluated from (6.48) for the threshold composite field [243,279].

(B) Electron impact ionization (EII), which involves inelastic, reactive im-
pact ionization of ions by the nanoplasma electrons [223, 243, 278, 283].
EII in Xen clusters was explored using experimental data [284–288] for
the energy dependence of ionization cross sections of Xeq+ ions (q = 1–
10), which were fit by a three-parameter Lotz-type equation [289]. The
proper parameterization [278,279] of the EII cross sections led to reliable
information on the EII ionization levels and their relative contribution to
inner ionization and to the nanoplasma populations. At the lower intensity
domain of Im = 1015–1016 Wcm−2, the EII contribution to the inner ion-
ization yield is substantial (� 40% for Xe2171 at τ = 25 fs), increases with
increasing the cluster size and manifests a marked increase with increas-
ing the pulse length [279]. The EII yield and the EII level enhancement
markedly decrease with increasing the laser intensity. The EII involves
reactive dynamics of nanoplasma electrons driven by the laser field, and
will be further considered in Sect. 6.6.3.

Elemental Xen clusters provide benchmark systems for the theoretical and
experimental studies of electron and nuclear dynamics. A Xe2171 cluster cou-
pled to Gaussian laser pulses (τ = 25 fs) of intensities Im = 1015 Wcm−1

(Fig. 6.54) and Im = 1018 Wcm−2 (Fig. 6.55) reveals the following dynamic
processes:

A. Electron dynamics involving sequential–parallel multielectron inner ion-
ization (represented by the color coding of atom charges in Figs. 6.54 and
6.55), nanoplasma formation (represented by the electron cloud and by
the positive ions in Figs. 6.54 and 6.55), and outer ionization (which cor-
responds to complete depletion of the nanoplasma for Im = 1018 Wcm−2,
Fig. 6.55).

B. Nuclear dynamics of CE, which is spatially nonuniform and relatively slow
(∼ 120 fs) for Im = 1015 Wcm−2 (where complete outer ionization does
not prevail).

The extreme ionization level of Xen clusters results in the production of
(Xeq+)n multicharged ions (characterized by an average charge qav on each
ion). The cluster size and laser intensity dependence of qav produced from
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Fig. 6.54. Snapshots of the time-resolved inner ionization, nanoplasma charge dis-
tribution, outer ionization and structures of Xe2171 clusters induced by Gaussian
laser pulses with a peak intensity of IM = 1015 Wcm−2 and a pulse width of τ = 25 fs.
The lower part of the panel portrays the electric field of the laser and the time axis
t − ts (where ts is the onset time for the laser field [85]). The snapshot instants
are marked a–l on the time axes. The Xe ions are color coded according to their
charge: blue corresponds to the initial charge +1 and red to the maximum charge
+9, which can be obtained at this intensity (and τ). A map of the color coding of
the ionic charges is given in the panel at the bottom of the figure. The electrons are
represented by light gray spheres.
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Fig. 6.55. Snapshots of the time-resolved inner ionization, nanoplasma charge dis-
tribution, outer ionization and structures induced by a Gaussian laser pulse with a
peak intensity of Im = 1018 Wcm−2 and a pulse width of τ = 25 fs. Presentation
and notation as in Fig. 6.54, with the color coding of the Xe ions from blue for the
initial charge +1 to deep red for the maximal charge +26.
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n = 55–2171 clusters (Fig. 6.56) exhibits the formation of highly charged
(qav = 6–36) clusters. For any cluster size, qav increases with increasing Im,
essentially manifesting the contribution of the laser field to the BSI. The clus-
ter size dependence at fixed Im exhibits an intensity specific behavior. The
highest intensity domains, qav = 26 at Im = 1019 Wcm−2 (corresponding to
ionization of the 4s24p64d105s25p6 shells) and qav = 36 at Im = 1020 Wcm−2

(corresponding to the ionization of the 3d104s24p64d105s25p6 shells), are in-
dependent of the cluster size at fixed Im. For Im = 1018 Wcm−2, qav increases
with increasing R0, achieving the value of qav = 24 at n = 2171, which
presumably manifests ignition effects. For Im = 1017 Wcm−2, qav first in-
creases (in the range n = 55–459), and subsequently decreases (in the range
n = 459–2171) with increasing R0 (and n), apparently manifesting the in-
terplay between ignition effects (lower n) and screening effects (higher n).
In the lowest intensity range of Im = 1015 Wcm−2 qav = 5.8–6.8, while at
Im = 1016 Wcm−2 qav = 8, with qav being nearly cluster size independent.
In the intensity range of Im = 1018–1020 Wcm−2, qav converges for clusters
to the single atom–value with decreasing R0, indicating that ignition effects
are minor for moderately small n = 55 clusters in this highest Im range. At
Im = 1016–1017 Wcm−2, the values of qav for Xe55 are somewhat larger (by
0.5–1.0 electrons per atom) than the single-atom values. A dramatic enhance-
ment of qav for Xe55 at Im = 1015 Wcm−2 is exhibited, where qav increases
by a numerical factor of 2 relative to the single–atom value.

The inner ionization level nL
ii = qav (per constituent with the indexsub-

ject L representing an asymptotic long-time value) is nL
ii = nL

BSI +nL
imp being

given by the sum of the BSI contribution nL
BSI and the EII contribution nL

imp.
From the simulation data for nL

ii, n
L
BSI and nL

imp (Fig. 6.57), complete infor-
mation emerges concerning the interplay between the contributions of BSI,
and ignition and screening, together with the contribution of EII to inner ion-
ization, which reveals the following features: (1) Ignition effects on nL

BSI for
very small Xen clusters (n = 2–13) are manifested at the lowest intensity of
Im = 1015 Wcm−2 (Fig. 6.57a), where the inner field is comparable to the laser
field. This ignition effect for n = 2–13 is not operative at Im ≥ 1016 Wcm−2

(Figs. 6.57b–d), where the laser field overwhelms the inner field. (2) Igni-
tion effects for large clusters (n > 55), manifested by the increase of qav

with increasing n, are exhibited in the higher intensity domain Im = 1017–
1018 Wcm−2 (Figs. 6.57c and 6.57d). (3) Screening effects, manifested by the
decrease of nL

BSI with increasing n, are exhibited at Im = 1015–1016 Wcm−2

for n ≥ 13 (Figs. 6.57a and 6.57b) and for n = 459–2171 at Im = 1017 Wcm−2

(Fig. 6.57c). At Im = 1018 Wcm−2 (Fig. 6.57d) screening effects are not oper-
ative. (4) The EII contribution of nL

imp to nL
ii = qav at fixed Im increases with

increasing n for large clusters in the intensity range Im = 1015–1018 Wcm−2

(Figs. 6.57a–d). This significant issue will be further discussed in Sect. 6.6.3.
(5) The maximal ionic charge qmax (Figs. 6.57a–d) exceeds the average charge,
i.e., qmax > nL

ii = qav. For Im = 1015 Wcm−2, a flattening at qmax = 8 is ex-
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Fig. 6.56. Cluster size and laser intensity dependence of inner ionization levels
(expressed by the average final charge qav = nL

ii of the (Xeq+)n ions) of Xen clusters
(n = 55–2171) over the intensity range Im = 1015–1020 Wcm−2 (marked on the
curves) with a laser pulse width of τ = 25 fs. The horizontal arrows (marked atomic
limit) represents the single atom ionization level calculated by the BSI model [228].

hibited over a broad size domain, followed by EII at n = 2171 (Fig. 6.57a),
while for Im = 1017 Wcm−2 a flattening at qmax = 18 is observed (Fig. 6.57c).
(6) ‘Magic numbers’ in cluster multielectron ionization are observed in the
cluster size domain where laser induced BSI dominates over ignition, screening
and EII. The ‘magic numbers’ are qav = 8 at Im = 1016 Wcm−2 for n = 2–55
(Fig. 6.57b) corresponding to the ionization of the 5s25p6 shells, qav = 18 at
Im = 1018 Wcm−2 for n = 2–135 (Fig. 6.57d) corresponding to the ioniza-
tion of the 4d105s25p6 shells, qav = 26 at Im = 1019 Wcm−2 for n = 55–2171
(Fig. 6.56) corresponding to the ionization of the 4s24p64d105s25p6 shells, and
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Fig. 6.57. The cluster size dependence of the long-time BSI level nL
BSI (O), the EII

level nL
imp (∆), and the total inner ionization level nL

ii (• and �) for the maximal
ionic charge qmax (♦) from Xen (n = 2–2171) clusters. (a) Im = 1015 Wcm−2 (τ =
25 fs). The nL

BSI = nL
ii data for small (n = 2 and 3) clusters at a fixed nuclear

configuration are dependent on the direction of the laser field, with (�) for the
laser field being parallel to the molecular axis and (•) for the laser field being
perpendicular to the molecular axis. (b) Im = 1016 Wcm−2 (τ = 25 fs). (c) Im =
1017 Wcm−2 (τ = 25 fs). (d) Im = 1018 Wcm−2 (τ = 25 fs).
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qav = 36 at Im = 1020 Wcm−2 for n = 55–2171 (Fig. 6.56) corresponding to
the ionization of the 3d104s24p64d105s25p6 shells.

The cluster size, laser intensity, and laser pulse shape dependence of inner
ionization levels of Xen clusters are induced by a complex superposition of
laser-induced BSI, inner field ignition effects and nanoplasma screening effects,
as well as by the contribution of EII. The inner field ignition and screening
effects, in conjunction with EII, constitute collective effects, which preclude
the description of cluster inner ionization in terms of an additive contribution
of the constituents. The laser intensity dependent ionization levels of Xen

clusters, with the dramatic enhancement of qav and qmax with increasing Im,
originate from the laser field contribution to the BSI. This enhancement is
characteristic for partial multielectron inner ionization of heavy atoms, with
no production of nuclei in the currently available laser intensity domain (Im ≤
1021 Wcm−2). On the other hand, for (H2)n and (D2)n clusters, complete
ionization can be achieved at Im � 2× 1014 Wcm−2 [221,243], which is below
the lowest limits of the intensity range used herein. For first-row molecular
heteroclusters consisting of light atoms, e.g., (CA4)n, (A2O)n (A = H, D),
complete multielectron ionization, with the production of H+, D+, C6+ and
O8+ nuclei, can be realized in the currently available laser intensity domain.

Table 6.1. Multielectron ionization of Xen clusters

EXPERIMENT THEORY

n Im τ qav qmax n Im τ qav qmax

(R0) Wcm−2 fs (R0) Wcm−2 fs

2 × 106 2171
(a) [280]

(270 Å)
5 × 1017 25

(31 Å)
1018 25 23 25

5 × 104 2171
(b) [281]

(79 Å)
2 × 1017 20 12 18

(31 Å)
1017 25 14 18

105–106 2171
(c) [267]

(100 Å–210 Å)
1018 26–30

(31 Å)
1018 25 23 26

1.2 × 104 2171
(d) [222]

(49 Å)
1015 100 11

(31 Å)
1015 100 10

In Table 6.1 the ionization levels are compared for the largest Xen

(n = 2171) cluster sizes calculated by us with the available experimen-
tal results [222, 267, 280, 281]. The experimental values of qav and qmax at
Im = 2 × 1017 Wcm−2 [data set (b)] [281] and at Im = 1015 Wcm−2 [data
set (d)] [222] are in good agreement with experiment. For the experimental
results of Im = 5 × 1017 Wcm−2 [data set (a)] [280] and Im = 1018 Wcm−2

[data set (c)] [267], the experimental cluster radius R0 = r0n
1/3 (r0 = 2.16 Å

being the constituent radius) is considerably larger than the corresponding



6 Molecules and clusters in strong laser fields 585

R0 values used for the simulations. However, the relevant cluster size domain
at this high intensity of Im = 1018 Wcm−2 is determined by the border ra-
dius [245, 246, 279] R

(I)
0 for the complete sweeping of the nanoplasma from

the cluster and for cluster vertical ionization, which prevails for R0 ≤ R
(I)
0

(see Sect. 6.6.4). For R0 > R
(I)
0 the inner ionization levels are weakly clus-

ter size dependent. For Xen, in the intensity range of Im = 1018 Wcm−2,
R

(I)
0 = 35 ± 5 Å [279]. Thus the experimental data (a) and (c) correspond

to R0 � R
(I)
0 , while the simulation data correspond to R0 ≤ R

(I)
0 , allowing

for an approximate comparison between theory and experiment. The compu-
tational results reported in this section account for the gross features of the
cluster ionization levels.

6.6.3 The nanoplasma

The nanoplasma is formed from the unbound electrons, which are confined
to the cluster and to its vicinity, and from the ion cluster. The life story of
the nanoplasma is portrayed in Figs. 6.54 and 6.55 for Xe2171 clusters and
in Fig. 6.58 for (D2)2171 and (HT)2171 clusters. These snapshots portray the
formation of the nanoplasma, its response to the laser field, followed by its
complete depletion at Im = 1018 Wcm−2 (Figs. 6.55 and 6.58) or its partial
depletion at Im = 1015 Wcm−2 (Fig. 6.54). The time-dependent nanoplasma
population is characterized by the number np(t) of nanoplasma electrons (per
atomic constituent), which is given by np(t) = nii(t) − noi(t). The number
nii(t) (noi(t)) of depleted electrons (per constituent) for inner (outer) ioniza-
tion exhibits a gradual increase and long-time saturation [244, 279]. At long
times, after the termination of the laser pulse, the nanoplasma population is
finite at lower intensities of Im = 1015–1016 Wcm−2, exhibiting only partial
depletion (Fig. 6.59), with the long-time population nL

p manifesting a marked
increase with increasing the pulse length. The cluster size and laser parame-
ters in Fig. 6.59 provide the conditions for effective reactive dynamics of the
nanoplasma [244,279].

The electron dynamics of the nanoplasma (Figs. 6.54, 6.55 and 6.58–6.60)
reveals the following features:

1. Composition of the nanoplasma. It consists of the electron cloud and of
the positive Xeq+ ions produced by inner ionization. The nanoplasma
responds to the laser field, which strips electrons from the cluster by outer
ionization. Accordingly, the nanoplasma is positively charged.

2. Formation time. The time scales for the near completion of inner ionization
decrease with increasing Im, assuming the approximate values of t− ts ∼
35 fs at Im = 1015 Wcm−2, down to t − ts ∼ 15 fs for Im = 1019 Wcm−2

for Xe2171.
3. Electron energies. The electron cloud is characterized by high (average)

energies E . For Xe2171 we found E = 53 eV, 150 eV, 930 eV, 72 keV and
100 keV at Im = 1015, 1016, 1017, 1018, and 1019 Wcm−2, respectively. The
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Fig. 6.58. Snapshots of the time-resolved structures of (D2)2171 and (HT)2171 clus-
ters in a Gaussian laser field (Im = 1018 Wcm−2 at τ = 25 fs marked on the images),
at three different times t−ts. The lowest part of the panel portrays the time axis and
the electric field of the laser. The instants of the snapshots are marked on the time
axis by a, b and c. H atoms are represented in blue, T atoms in red, and electrons
in light gray. (a) The initial nanoplasma at t − ts = 0. (b) At t − ts = 8.2 fs, the
beginning of spatial expansion of the clusters is manifested. In case of the (HT)n

cluster, a shell of H+ ions is displayed. At this time, a large number of electrons is
stripped by outer ionization, which occurs repeatedly when the electric field of the
laser is close to a maximum. (c) At t − ts = 13.2 fs, the spatial expansion and shell
formation of the HT cluster is pronounced. Also, all nanoplasma electrons have been
removed at this time.
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Fig. 6.59. The time dependence of the nanoplasma population np(t) = nii(t)−no(t)
(dashed lines) and the outer ionization levels noi (solid lines) for Xen clusters (n =
1061) at Im = 1015 Wcm−2. The laser pulse lengths are τ = 25 fs, 50 fs, and 100 fs,
as marked on the curves. The vertical arrows represent the times for the onset of
the pulse (t = ts).

electron energies increase by 4 orders of magnitude with increasing Im in
this intensity domain.

4. Spatial inhomogeneity and angular anisotropy of the nanoplasma. For
Im = 1015 Wcm−2 the electron cloud is nearly spatially isotropic, with
the majority of the electrons being located within the cluster. For higher
intensities of Im = 1018 Wcm−2 and Im = 1019 Wcm−2, the electron angu-
lar distribution is spatially anisotropic, assuming a “sausage type” shape
along the laser electric field direction.

5. Attosecond response of the nanoplasma. At intensities of Im = 1018–
1019 Wcm−2 the “sausage type” shape of the electron cloud oscillates
along the electric field direction on the time scale ν−1 of the laser pe-
riod, manifesting ultrafast electron dynamics.

6. The outer ionization of the nanoplasma can be either partial (at inten-
sities of 1015–1016 Wcm−2) or complete (at highest intensities of 1018–
1020 Wcm−2).

7. Persistent and transient nanoplasmas. At intensities of Im = 1015–
1016 Wcm−2, where outer ionization is partial, a persistent nanoplasma
on the time scale of t − ts > 100 fs exists, while for higher intensities of



588 C.P. Schulz et al.

Im = 1018–1019 Wcm−2, a transient nanoplasma is formed, being com-
pletely depleted on the time scale of t − ts � 15–25 fs. The persistent
nanoplasma exists over the cluster size domain and intensity range for
which R0 > R

(I)
0 , while the transient nanoplasma prevails for R0 < R

(I)
0 .

8. The ‘metallic’ nanoplasma. The average time-dependent electron density
in the nanoplasma is

ρe(t) = nnp(t)/(4π/3)R(t)3 (6.51)

where R(t) is the cluster radius, with R(0) = R0 at the onset of the pulse
and R(t) > R0 at longer times, due to CE. For the entire Im range ρe(t)
first increases with increasing t, reaching a maximum of ρMAX

e = 0.08–
0.09 Å−3 (Fig. 6.60). The weak dependence of ρMAX

e on Im (Fig. 6.60)
can be traced to the weak intensity dependence of the maximal value
of np(t), both for the persistent and for the transient nanoplasma. At
Im = 1018 Wcm−2 ρe(t) vanishes for t ≥ 0, as appropriate for a transient
nanoplasma. For the lowest intensity of Im = 1015 Wcm−2, ρe(t) decreases
gradually with increasing t on the time scale of 10–90 fs, due to Coulomb
explosion, retaining a long-time (tL = 90 fs) electron density of ρL

e =
0.02 Å−3 for Xe2171. The nanoplasma electron densities at the maximum,
i.e., ρMAX

e = 8 × 1022–9 × 1022 cm−3 for the entire Im domain, and the
long–time electron density of ρL

e = 2 × 1022 cm−3 at Im = 1015 Wcm−2,
are comparable to electron densities in metals.
It is instructive to establish contact between the microscopic nanoplasma
model used herein and a macroscopic ‘plasma model’ for the nanoplasma
response and outer ionization, considering the enhancement of light ab-
sorption by resonance effects. The frequency of the linear oscillations for
a thermally equilibrated and uniform nanoplasma is [203,290]

ωp = (4πe2ρe/3me)1/2 (6.52)

The maximal (nearly intensity independent) electron density in the nano-
plasma is ρMAX

e = 0.08–0.09 Å−3 (at Im = 1015–1019 Wcm−2, τ = 25 fs,
Fig. 6.60). The nanoplasma energy is �ωp = 6.1–6.4 eV. This value of �ωp

is considerably larger than the photon energy of 1.44 eV. The simulation
results for the persistent nanoplasma at Im = 1015–1016 Wcm−2 over the
time scale of 100 fs (Fig. 6.59) do not reveal any steep temporal decrease of
np(t) or an increase of the electron energy, which could be interpreted as
resonance generation of nanoplasma oscillations, precluding the possibility
of such excitations. The role of the macroscopic ‘plasma model’ [212,233]
is not borne out by the simulations.

9. Attosecond oscillations of the nanoplasma population. In the intensity
range Im = 1017–1018 Wcm−2 ρe(t) exhibits an oscillatory time de-
pendence during the temporal rise of the inner/outer ionization levels
(Fig. 6.60). The period of these temporal oscillations is close to the laser
period ν−1, manifesting the attosecond response and driving of outer ion-
ization by the ultraintense laser field.
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Fig. 6.60. The time dependent electron density in the nanoplasma ρ
(t)
e =

n
(t)
p /(4π/3)R3 in Xen clusters (n = 459, 1061 and 2171, as marked on the curves).

R is the cluster radius obtained from molecular dynamics simulations of CE. Data
are presented for Im = 1015, 1016, 1017, and 1018 Wcm−2, as marked on the panels.
The Gaussian laser fields (− · − · −), expressed in arbitrary units for t ≥ ts, are
presented on the panels.

The reactive dynamics of the nanoplasma is manifested by EII, which is
important for clusters of heavy multielectron atoms or molecules, e.g., Xen,
where the corresponding cross sections are large [278,279,284–288]. The cluster
size dependence of nL

imp (at fixed Im) reveals an increase with increasing n,
with the largest EII yields being exhibited at Im = 1015–1016 Wcm−2, where
the persistent nanoplasma prevails (Fig. 6.61). Significantly, in the persistent
nanoplasma domain (at Im = 1015 –1016 Wcm−2), the EII yields and the total
ionization levels manifest a marked increase with increasing the laser pulse
width. As is evident from the data for Xe2171 at Im = 1015 Wcm−2 and τ =
10–100 fs (Fig. 6.62), the BSI yield exhibits a weak pulse length dependence,
while the EII yield increases from nL

imp = 1.7 at τ = 10 fs to nL
imp = 5.2 at

τ = 100 fs. This results in a marked increase in nL
ii, with the EII becoming the

dominant ionization mechanism at τ = 100 fs (Fig. 6.62). Another interesting
effect pertains to ‘laser free’ EII by the persistent nanoplasma (with a modest
yield of 10%), which was documented. On the other hand, at higher intensities
(Im > 1017 Wcm−2), where the nanoplasma is transient and the cross sections
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Fig. 6.61. The cluster size dependence of the relative EII yield nL
imp/nL

ii for Xen

(n = 55–2171) clusters in the intensity range Im = 1015–1020 Wcm−2 (τ = 25 fs).

for EII are reduced (due to the increase in the electron energy), EII competes
with BSI, but does not lead to a net effect on the inner ionization levels.

6.6.4 Outer ionization

Cluster outer ionization manifests the nanoplasma response to the laser field,
due to barrier suppression of the entire cluster [243] and due to quasireso-
nance effects [214, 239, 248]. The outer ionization removes all, or part, of the
nanoplasma electrons by the laser field. In the simulations outer ionization is
described in terms of a cluster barrier suppression ionization (CBSI) model,
which involves the balancing between the cluster exterior Coulomb potential
and the laser field potential at the cluster boundary. The long time outer
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Fig. 6.62. The laser pulse length dependence of the long-time ionization levels of
Xe2171 coupled to a laser field at Im = 1015 Wcm−2 (τ = 10 fs–100 fs). Ionization
levels are presented for BSI (nL

BSI , �), for EII (nL
imp, •), for inner ionization (nL

ii,
�), and for “laser free” EII (∆nimp, �) in the time domain after the termination of
the laser pulse. The marked increase of the inner ionization yield with increasing τ
marks control by laser pulse shaping.

ionization level was expressed in the form [279]

nL
oi = Fmγξ2/

(
4π

√
2

3

)
BρmolR0 (6.53)

where Fm is the laser electric field for peak intensity Im, ρmol = 3n/4πR3
0 is

the initial atomic / molecular constituent density expressed in terms of the
initial cluster radius, ξ = R(t)/R0 is the cluster expansion parameter due to
CE and γ � 4 is a numerical correction factor. This result is applicable for
the intensity range and cluster size domain where a persistent nanoplasma
prevails, i.e., nL

p = nL
ii − nL

oi > 0 (or nL
ii > nL

oi). The use of (6.53) gives [279]

nL
oi = A

√
Im/R0 (6.54)

where

A = 2.745 × 10−7γξ2/

(
4π

√
2

3

)
Bρmol (6.55)
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Fig. 6.63. A test of the electrostatic model for outer ionization, which predicts
a linear dependence of nL

oi vs
√

Im/R0 over broad cluster size ranges and laser
intensities at constant τ , when the persistent nanoplasma prevails in Xen clusters.
τ = 25 fs, n = 55–2171 at Im = 1015–1016 Wcm−2 and n = 1061, 2171 at Im =
1017 Wcm−2.

In (6.54) and (6.55) Im is presented in Wcm−2, R0 in Å, ρA in Å−3 and B =
14.4 eV. The most striking prediction of the CBSI model, which is confirmed
by the simulation data, is the linear dependence of nL

oi on
√
Im/R

(I)
0 over a

broad laser intensity and cluster size range (at fixed τ), where the persistent
nanoplasma exists. A typical example is portrayed in Fig. 6.63 for τ = 25 fs
with n = 55–2171, and Im = 1015–1017 Wcm−2. From the dependence of the
compound parameter γ1/2ξ on τ it was inferred that the outer ionization level
for Xen clusters is [279]

nL
oi = 1.06 × 10−7τ0.64

√
Im/R0 (6.56)
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where R0 is given in Å, Im in Wcm−2 and τ in fs. An identical function
of the form nL

oi ∝ τ0.62
√
Im/R0 was obtained for outer ionization of (D2)n

clusters pointing toward the generality of the electrostatic CBSI model. It is
also gratifying that the relation between the electron outer ionization levels
and the expansion parameter, ξ = R(t)/R0, provides information on nuclear
CE dynamics.

Complete outer ionization of a cluster can be specified by the cluster border
radius R

(I)
0 at the intensity Im, and prevails for R0 < R

(I)
0 , where cluster

vertical ionization (CVI) is attained. The border radius for molecular clusters
can be obtained from three independent sources.

1. The electrostatic model. Using (6.53) it was inferred that the maximal
cluster radius R

(I)
0 for the attainment of the conditions nL

p = 0 and nL
oi =

nL
ii = qav is given by [279]

R
(I)
0 = |Fm| γξ2/

(
4π

√
2

3

)
B ρmol qav (6.57)

Using (6.55) one gets

R
(I)
0 =

A
√
Im

qav
. (6.58)

2. Electron dynamics. R(I)
0 can be inferred for the cluster size that exhibits

complete (taken as 95%) outer ionization at the peak of the laser pulse,
as obtained from molecular dynamics simulations [245,246,279].

3. The border radius R
(I)
0 is central in the characterization of the nuclear

dynamics and energetics of CE. In the cluster size domain and in the laser
intensity range where R0 ≤ R

(I)
0 , the CVI is applicable, with the energetics

(e.g., the average ion energy Eav) of CE being characterized by the cluster
size scaling equation Eav ∝ q2

avR
2
0, being explicitly independent of Im and

of other laser parameters. R(I)
0 can be estimated from the deviation of the

energetics of CE from the scaling equation [245,246,279].

The border radii R
(I)
0 for electron and nuclear dynamics in Xen, (CD4)n

and (D2)n molecular clusters (Table 6.2) exhibit good agreement (within
∼ 20%) between the electrostatic model and the simulations of electron dy-
namics. From this agreement it can be inferred, on the basis of (6.54), (6.57)
and (6.58), that for electron and nuclear explosion dynamics in molecular
clusters [279]

R
(I)
0 ∝

√
Imξ2

qmol ρmol
(6.59)

where qmol is the average charge per molecule (or atomic constituent) and ρmol

is the initial molecular density. The dependence R
(I)
0 ∝

√
Im/qav implies that

the border radii for (D2)n clusters are considerably larger than for (CD4)n

and Xen clusters at the same intensity. For (D2)n clusters, over the entire
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Table 6.2. Border radii R
(I)
0 (Å) for electron dynamics and nuclear CE dynamics of

multicharged molecular clusters.

Xen [279] (CD4)n [246] (D2)n [245]

IM / Wcm−2 qav R
(I)
0 / Å qav R

(I)
0 / Å qav R

(I)
0 / Å

τ = 25fs (1) (2) (3) (1) (2) (1) (2) (3)

1015 6 5.6 1 6.5 5.8 < 8

1016 8 11.0 8.0 8 10.0 10.1 1 20.4 20.4 ≈ 25

1017 15 18.5 15.2 17.3 8 31.4 31.4 1 64.5 76.5

1018 23 38.0 32.4 8 99.5 1 204

1019 26 107 10 251 1 640

1020 36 244 1

(1) Electrostatic model.
(2) Simulations of electron dynamics.
(3) Simulations of CE nuclear dynamics.

intensity range, and for (CD4)n clusters at Im = 1015–1018 Wcm−2, qmol is
constant (but distinct) for each cluster resulting in a R

(I)
0 ∝

√
Im intensity

dependence. For Xen the increase of R
(I)
0 with increasing

√
Im is sublinear,

reflecting on the increase of qmol = qav with increasing Im. The scarce data
for CE nuclear dynamics are in good agreement with the results for electron
dynamics as well. The border radius R

(I)
0 builds a bridge between electron

(outer ionization) dynamics and nuclear (CE) dynamics, which will now be
considered.

6.6.5 Uniformity, energetics, kinematics, and dynamics
of Coulomb explosion

Cluster electron dynamics triggers nuclear dynamics, with the outer ioniza-
tion being accompanied and followed by CE [241,242, 245, 246, 254, 271]. The
multicharged (totally or partially ionized) metastable clusters undergo CE
whose notable applications pertain to ion imaging [291], accelerator technol-
ogy [292] of high-energy (keV–MeV) ions or nuclei, and extreme ultraviolet
lithography [293].

The traditional view of CE under CVI conditions involves uniform ion
expansion. This prevails for homonuclear clusters with an initially uniform,
constant charge and spherically symmetric ion distributions, which retain
the succession of the ion distances from the cluster center throughout the
expansion [245, 246]. Time-dependent structures of the (D2)2171 cluster at
Im = 1018 Wcm−2 (Fig. 6.58) manifest uniform CE, which corresponds to
complete stripping of all the electrons from (D2)2171. The CE exhibits a uni-
modal spatial expansion of the D+ ions, as evident from the time-resolved
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Fig. 6.64. The radial distribution functions P (r) for the (D2)2171, (HT)2171 and
(DI)2171 clusters in a Gaussian laser field (Im = 1018 Wcm−2 and τ = 25 fs) at
various times t − ts. ts is the starting time of the simulation with respect to the
maximum of the Gaussian laser field envelope located at t = 0. For the heteronuclear
(HT)2171 and (DI)2171 clusters, P (r) is drawn separately for each ion (in blue and
red,as marked on the panels), exhibiting shell formations of the non overlapping
distributions of different isotope/element ions at times t − ts > 0. These shells
expand with different velocities. The insets portray the time-dependent increase of
the first moments 〈R〉 of P (r) relative to the first moment 〈R〉0 at t − ts = 0. Data
are presented for different ions, as marked on the insets.
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structures (Fig. 6.58) and from the single, broad time-dependent spatial dis-
tributions P (r) at each t (Fig. 6.64). Even for the CE of ions from highly mul-
ticharged elemental clusters, e.g., (Xe+q)n (Figs. 6.54 and 6.55), the explosion
is nonuniform. At lower intensities of Im = 1015 Wcm−2 outer ionization is in-
complete, and the screening of CE by the persistent nanoplasma in the center
of the cluster results in nonuniformity in the exterior explosion (Fig. 6.54). At
Im = 1018 Wcm−2, where outer ionization is complete, a spatial anisotropy in
the angular distribution of the Xeq+ (q = 22–26) ions is exhibited (Fig. 6.55),
with a velocity increase along the polarization axes of the laser field.

The dynamics of uniform CE (inset to (D2)2171 in Fig. 6.64) will be char-
acterized by the time dependence of 〈R〉/〈R〉0, where 〈R〉 is the first moment
of the spatial distribution of the AqA+ light ions at time t, while 〈R〉0 is the
initial value of 〈R〉. The CE dynamics is described by the near-linear time
dependence [245,246,294]

〈R〉
〈R〉0

= a (t− tonset) (6.60)

at t > tonset (inset for (D2)2171 in Fig. 6.64). The onset time tonset in the linear
dependence of 〈R〉 vs t (e.g., tonset = 10 fs for (D2)2171) is due to the switching-
off of acceleration effects in CE. From the electrostatic model of uniform CE
under CVI conditions [245, 246, 294] (a/fs)−1 = 1.074(ρmol qA/mA)1/2 where
qA is the ion charge, qmol = kqA, and mA is ion mass. For the uniform CE
of (D2)n clusters, the results of the electrostatic model (6.60), are in good
agreement with the fit of the simulation data by (6.59).

Nonuniform CE under CVI conditions occurs in AqA+
k BqB+

l light-heavy
heteroclusters, which consist of k light AqA+ ions of mass mA and charge qA,
and l heavy BqB+ ions of mass mB and charge qB (with mA < mB). The CE
dynamics is governed by the kinematic parameter ηAB = qAmB/qBmA [241,
242, 245, 246]. The nonuniform CE of (H+T+)2171 heteroclusters (Fig. 6.58),
for which ηHT = 3, manifests kinematic run-over effects of the H+ ions rel-
ative to the T+ ion. These kinematic effects are characterized by a spatial
segregation of the exterior distribution of H+ ions relative to an interior dis-
tribution of the T+ ions (Fig. 6.58). The distinct spatial distributions of the
H+ and T+ ions overlap at short times and separate at longer times (Fig. 6.64).
The case of CE of extremely charged light-heavy (AqA+

k BqB+
l )n heteroclusters

(ECLHH) (corresponding to mA � mB and kqA � lqB) exhibits the for-
mation of exterior spherical nanoshells of the light ions, which manifest the
attainment of transient self-organization driven by repulsive Coulomb inter-
actions [250]. The time-dependent structures (Fig. 6.65) of CE of (DI)2171
clusters at Im = 1018 Wcm−2 correspond to ηDI = 2.5 and qI = 21–23, with
qD = 1 � qI , where qI increases with increasing n due to ignition effects
induced by the inner field, as is the case for extreme multielectron ionization.
The fs CE dynamics reveals an extreme case of spatial segregation between
the light D+ ions and the heavy IqI+ ions, with the formation of a transient
halo of the expanding light D+ ions, which surrounds the inner subcluster of
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Fig. 6.65. Snapshots of the time-resolved structures in the Coulomb explosion of the
(DI)2171 cluster induced by a Gaussian laser pulse (Im = 1018 Wcm−2, τ = 25 fs).
The lowest part of the panel portrays the time axis t − ts and the electric field of
the laser. The instants of the snapshots are marked by a–f on the time axis. The
deuterons are represented by green and the electrons by light gray spheres. The
iodine atoms are color coded according to their charge; blue corresponds to the
initial charge +1, deep red to the maximum charge +25, which can be obtained at
this laser intensity. (a) The initial nanoplasma at t− ts = 0, with the cluster radius
R0 = 34.8 Å. (b) At t−ts = 16.9 fs the onset of the deuteron shell expansion becomes
apparent. The radius of the deuteron shell, defined by the outermost D atoms, is
39.1 Å. The average charge per iodine atom is 16.0. (c) At 21.5 fs the average charge
per iodine atom reaches 24.3 and the radius of the deuteron shell is 51 Å. (d) At
26.4 fs the outer ionization is complete. The radius of the deuteron shell grows to
76 Å and the expansion of the iodine shell sets in. At even longer times, (e) 31.8 fs
and (f) 37.2 fs, the deuteron shell radius is 111 Å and 126 Å, respectively.
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Table 6.3. Energetics and dynamics of Coulomb explosion of deuterium containing
homo-nuclear (D2)n clusters and heteronuclear (AqA+

k BqB+
l )n or (AqA+

k BqB+
l CqC+

p )n

clusters at Im = 1018 Wcm−2. Simulation data (marked SIM) are compared with
the results of the electrostatic model (marked EML).

Cluster ρmol qmol Z (eV) [d] κ [d] a (fs−1)

(Å−3) or qB SIM EML SIM EML SIM EML

[a] [c] [e] [f] [e] [f] [g] [f]

(D2)n 0.025 2 12.5 13.6 0.61 0.60 0.16 0.17

(CD4)n 0.016 8 42.5 46.7 0.70 0.60 0.27

(DI)n 0.013 22 115 165 0.80 0.83 0.50 0.45

(CD3I)n 0.010 26 130 181 0.80 0.83

[a] Initial molecular density of molecular ions in the cluster.
[b] The cluster initial radius is related to n by R0 = (3n/4πρmol)

1/3.
[c] Ion charge qmol = kqA + lqB + pqC for cases (A) and (B), and qmol = lqB + pqC

for ECLHH, where qI = 22 is an average charge in the size domain n = 1061–2171
and qC = 4 for (CD3I)2171.
[d] EM (n) = Zn2/3 and κ = EM (n)/Eav(n), with Z and κ being independent of n.
[e] Fig. 6.66.
[f] See text. For the ECLHHs we neglect a weak cluster size dependence of Z, due
to the dependence of qI on n, which arises from ignition and screening effects on
inner ionization (6.57,6.62).
[g] From the time dependence of the first moment of the distribution of the light
ions, 〈R〉 = 〈R〉0 = a(t − tonset).

the IqI+ ions (Fig. 6.64). The dynamics of nonuniform CE is given by (6.59)
and (6.60) with qmol = kqA + lqB , while for ECLHH qmol = lqB . Note that a
is independent of the cluster size at fixed Im. As evident from Table 6.3, the
results of the electrostatic model, (6.60), account well for the simulation data
(insets to Fig. 6.64). i.e., a = 0.16 fs−1 (0.17 fs−1) for H+ ions from (HT)2171,
and a = 0.56 fs−1 (0.45 fs−1) for D+ ions from (DI)2171 at Im = 1018 Wcm−2.
The agreement between theory and simulation provides benchmark reference
data for CE in the CVI domain. The maximization of the energies of the light
ions in the CE of ECLHHs requires the applicability of the CVI (Im � 1017–
1018 Wcm−2), and the use of the highest attainable laser intensities for the
maximization of the heavy atom charge qB for effective energetic driving.

The maximum energy EM and the average energy Eav of the light ions
in the uniform CE of homonuclear clusters and in the nonuniform CE of
heteronuclear clusters can be obtained from electrostatic models, which in
the CVI limit result in the general expressions for the cluster size dependence
[241,242,294]

EM (n) = XR2
0 (6.61)

where R0 = (3n/4πρmol)1/3 is the initial cluster radius, whereupon [241,242,
250,251,294]
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EM (n) = Zn2/3 (6.62)

The ratio between EM and Eav is [241,242,250,251,294]

Eav(n) = κEM (n) (6.63)

The parameters X, Z and κ assume the following forms:

(A) For homonuclear (A2)n clusters, X = (4π/3)BρmolqAqA2 with B =
14.40 eVÅ, while Z = (4π/3)1/3BqA2ρ

1/3
mol and κ = 3/5.

(B) For (AqA+
k BqB+

l )n heteronuclear clusters with mA < mB and ηAB =
1, X = (4π/3)BρmolqAqmol where qmol = kqA + lqB , Z = (4π/3)1/3

BqAqmolρ
1/3
mol, and κ = 3/5.

(C) For nonuniform CE of an ECLHH (AqA+
k BqB+

l CqC+
p )n with mA < mC �

mB, kqA � lqB and qmol � lqB + pqC , X = 2πBρmolqmolqA, Z =
(9π/2)1/3BqAqmolρ

1/3
mol and κ = 4/5.

The simulation results for cluster CE at Im = 1018 Wcm−2 for (D2)n (case
(A)), for (CD4)n (case (B) with qC = 4) and for (DI)n and (CD3I)n (case (C)

Fig. 6.66. The cluster size dependence of the maximal energies EM (solid lines)
and average energies Eav (dashed lines) of D+ ions in the uniform CE of (D2)n

clusters and in the nonuniform CE of (CD4)n, (DI)n and (CD3I)n clusters at Im =
1018 Wcm−2 and τ = 25 fs. The simulation data manifest the (divergent) power law
EM , Eav ∝ n2/3. Slight deviations from this scaling dependence for small (DI)n and
(CD3I)n ECLHHs originate from ignition and screening effects for inner ionization.
The inset shows the dependence of EM and Im for clusters marked on the curves.
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with qI = 21–23), obey the size dependence EM , Eav ∝ n2/3 (Fig. 6.66). The
agreement between the Z parameters obtained from the simulations and the
predictions of the electrostatic model (Table 6.3) is better than 30%, while
the κ parameters are accounted for within 10% by the electrostatic model.
The marked increase of EM and Eav of D+ in the series (D2)n � (CD4)n �
(DI)n � (CD3I)n (at fixed n) exhibited in Fig. 6.66 manifests energy driving
(i.e., energy boosting) by the multicharged heavy ions, which is determined
by the ionic charge qmol (e.g., at Im = 1018 Wcm−2, qmol = 8 for (CD4)2171,
while qmol = 22 for (DI)2171 and qmol = 26 for (CD3I)2171). Of considerable
interest are the energy distributions of the high-energy D+ ions and how they
are affected by kinematic effects [241, 242, 245, 246, 250, 251]. All the kinetic
energy distributions P (E) of the product D+ ions (Fig. 6.67) from CE of (D2)n

and from several heteroclusters, exhibit a maximal cut-off energy EM analyzed
below. For (D2)n and (CD4)n clusters the onset of P (E) occurs at E = 0,
while for the (DI)n and (CD3I)n ECLHHs a narrow distribution of P (E) is
exhibited with a relative energy spread ∆E/Eav � 0.2. The EML for uniform
CE results in P (E) = (3/2EM )(E/EM )1/2 (E ≤ EM ), in agreement with the
simulated energy distribution for CE of (D2)n (inset for (D2)16786 to Fig. 6.67).
For (CD4)n clusters a marked deviation of P (E) from the E1/2 relation is
exhibited with about 75% of the D+ ions lying in a narrow energy interval
∆E/Eav � 0.4, below EM , manifesting kinematic run-over effects (inset for
(CD4)4213 to Fig. 6.57). The EML for CE of the extremely charged light–heavy
heteroclusters for a frozen subcluster of the IqI+ ions predicts a low-energy
onset of the energy distribution at Emin = (4π/3)1/3BqAqBρmoln

2/3 with
P (E) = (3/Emin)[3− (2E/Emin)]1/2 for Emin ≤ E ≤ 3Emin/2, where EM =
3Emin/2 and Eav = 6Emin/5. The narrow distribution of P (E) for CE of
(DI)2171 and of (CD3I)2171 (Fig. 6.67) is in accord with these predictions. This
CE of (DI)n and (CD3)n light–heavy heteroclusters constitutes an extreme
manifestation of kinematic run-over effects, resulting in a narrow, high-energy
distribution of the light ions.

6.6.6 Nuclear fusion driven by cluster Coulomb explosion

Eighty years of search for table-top nuclear fusion driven by bulk or surface
chemical reactions, which involved the production of deuterons by catalytic
processes [295] or by electrochemical methods [296], reflect on a multitude
of experimental and conceptual failures [297]. This is not surprising, as the
typical deuteron kinetic energies of 10 keV–100 keV are required for dd nu-
clear fusion, i.e., D+ + D+ → 3He + n + 3.3 MeV and T+ + H+ + 4.0 MeV.
This characterizes the lower limit of the D+ energy domain for the accom-
plishment of nuclear fusion, which cannot be attained in ordinary chemi-
cal reactions in macroscopic bulk or surface systems. CE of multicharged
clusters produces high-energy (1 keV–1 MeV) ions in the energy domain of
nuclear physics. Nuclear fusion can be driven by energetic deuterons pro-
duced by CE of multicharged deuterium containing homonuclear (D2)n clus-
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Fig. 6.67. The kinetic energy distributions of D+ ions from several clusters (marked
on the curves) at Im = 1018 Wcm−2 and τ = 25 fs. The two insets show the simulated
data (solid curves) and the results of the ELM (dashed curves) for CE of (D2)16786
and (CD4)4213.

ters [221,241,254,255,257] and heteronuclear (e.g., (D2O)n, [224,230,233,241]
(CD4)n [213, 226, 242, 259], (DI)n) [250, 251]) clusters. CE in an assembly
of deuterium containing homonuclear or heteronuclear clusters produces a
plasma filament within the laser focal region, which constitutes a source of
high-energy deuterons for nuclear fusion. Compelling experimental [254, 255]
and theoretical [211, 245] evidence was advanced for nuclear fusion driven by
CE (NFDCE) in an assembly of (D2)n clusters. It was proposed and demon-
strated [211, 241, 242, 246, 250, 251, 294] a marked enhancement of yields for
NFDCE of deuterium containing heteroclusters due to energetic driving and
kinematic effects.

While the quest for table-top nuclear fusion was realized for cluster CE, as
well as for neutron production driven by a macroscopic piezoelectric crystal
in a deuterium gas [298], these constitute low-yield processes. The neutron
yield, Y , experimentally observed by Ditmire et al. [254, 255] for NFDCE of
(D2)n clusters (n = 103–2 × 104), is Y � 103–104 per laser pulse (at Im =
1017 Wcm−2). We demonstrated a seven orders of magnitude enhancement of
Y in the NFDCE of ECLHHs, e.g., (DI)n and (CD3I)n as compared to Y from
(D2)n clusters of the same size [294].

CE of multicharged deuterium containing heteroclusters and, in particular,
of ECLHHs, manifests a marked increase of the average and maximal ener-
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Fig. 6.68. Neutron yields per laser pulse (see text) for NFDCE of (D2)n, (CD4)n,
(DI)n and (CD3I)n clusters in the intensity range 1017–1019 Wcm−2.

gies of the D+ ions. This is due to energetic driving effects by multicharged
heavy ions and to the narrowing of the energy redistribution at high energies
(just below EM ) due to kinematic run-over effects, (6.61). These energetic and
kinematic driving effects will result in a marked enhancement of the neutron
yields Y from NFDCE of these heteroclusters, in comparison to NFDCE of
(D2)n clusters of the same size. The fusion yield per laser pulse in a plasma
filament (produced by a laser of intensity Im = 1016–1018 Wcm−2) is given by
Y = (1/2)ρ2

dVf (�/v)〈σv〉 where ρd is the deuteron density within the (cylin-
drical) reaction volume Vf , v is the relative velocity of the colliding nuclei, v
is their average velocity, σ the fusion cross section, � is the deuterons mean
free path, while 〈 〉 denotes an average over the energy distribution. Using the
conditions of the Lawrence-Livermore experiment, ρd = 2 × 1019 cm−3 and
Vf = 6×10−5 cm3, while � = 0.016 cm. The neutron yields Y (per laser pulse)
calculated under the conditions of the Lawrence-Livermore experiment [254]
for Im > 1017 Wcm−2 are higher by 2–3 orders of magnitude for CE of (CD4)n

clusters than for (D2)n clusters of the same size (Fig. 6.68). The theoretical
predictions [211, 241, 242, 246, 250, 251, 294] were experimentally confirmed in
Sacley [259], the Lawrence-Livermore laboratory [256], and in the Max Born
Institute [224]. Moving to NFDCE of extremely charged light-heavy hete-
rocluster, e.g., (D+I25+)n and (CH3I)n (Fig. 6.68), Y can be enhanced by
another 2–3 orders of magnitude over (CD4)n clusters of the same size. For
(DI)n and (CD3I)n extremely charged light–heavy heteroclusters in the size
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domain n = 1000–2000 at Im = 1018–1019 Wcm−2, a dramatic increase of
the neutron yields in the NFDCE of ECLHHs manifests energetic driving and
kinematic effects. The realization of dd “hot–cold” nuclear fusion driven by
CE made an 80 years old quest [297] for table–top nuclear fusion come true.
An interesting application of NFDCE (with neutron yields of up to ∼ 109 per
laser pulse, see Fig. 6.68) pertains to the production of 100 ps–1 ns neutron
pulses, which will be of interest for the exploration of time–resolved structures.
Another “spin off” of nuclear reactions in cluster beams driven by ultraintense
lasers pertains to nuclear astrophysics.

6.6.7 Table-top nucleosynthesis

Cluster dynamics transcends molecular dynamics toward nuclear reactions in
ultraintense laser fields (Sect. 6.6.6). On the basis of theoretical and computa-
tional studies Last and Jortner proposed and demonstrated [299] that CE of
molecular clusters will drive astrophysical nucleosynthesis [299,300] of protons
with heavier nuclei

12C6+ + H+ → 13N7+ + γ ; 12C(p,γ)13N (6.64)
14N7+ + H+ → 15O8+ + γ ; 14N(p,γ)15N (6.65)
16O8+ + H+ → 17F9+ + γ ; 16O(p,γ)17N (6.66)

These reactions are part of the CNO cycle that constitutes the energy source
of hot stars, which results in the fusion of four protons into 4He2+, with 12C6+

serving as a regenerable catalyst in this set of reactions [300,301]. For the real-
ization of the astrophysical nucleosynthesis reactions (6.64), (6.65) and (6.66),
the reagent nuclei will be produced by CE of the completely ionized (CH4)n,
(H2O)n and (NH3)n molecular clusters in ultraintense laser fields. The real-
ization of nucleosynthesis of protons with 12C6+, 14N7+, and 16O8+ nuclei in
exploding cluster beams requires the fulfillment of the following conditions:

1. Cluster sizes. One has to utilize the largest cluster size at the given (very
high) laser intensity that allows for the formation of bare nuclei and for the
attainment of the highest energies of the nuclei. This requires extreme in-
ner ionization, together with complete cluster outer ionization. Complete
outer ionization involves CVI for subsequent–parallel CE, being achieved
for the cluster border radius (section 6.6.6), i.e., R0 � R

(I)
0 . On the basis

of the electrostatic CBSI model, R(I)
0 (at Im = 1020 Wcm−2) assumes the

values:

R
(I)
0 = 750 Å (n(I) = 2.7 × 107) for (CH4)n(I) ,

R
(I)
0 = 500 Å (n(I) = 1.3 × 107) for (NH3)n(I) and,

R
(I)
0 = 360 Å (n(I) = 6.3 × 106) for (H2O)n(I) .

Such large cluster (droplet) sizes are amenable for experimental prepara-
tion [224].
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2. Complete inner ionization. The BSI and the ADK models (Sects. 6.6.1
and 6.6.2) were utilized for the estimates of the laser intensity thresholds
required for the C, N and O single atoms, which are accomplished at Im ≥
4×1019 Wcm−2. The laser threshold intensity for the complete ionization
of the corresponding molecular clusters is lower than that of a single atom,
due to ignition effects (see Sect. 6.6.2). For the very large clusters of radius
R

(I)
0 , the intensity threshold values are Im = 1018 Wcm−2 for (NH3)n(I)

and Im = 3 × 1018 Wcm−2 for (H2O)n(I) . The (CH4)n cluster requires
a more detailed treatment of the optimal largest cluster size, in view of
the resonance structure [300] in the energy-dependent cross sections for
reaction (6.64).

3. Highest possible energies of the nuclei. The scaling law EM ∝ R2
0

(Sect. 6.6.5) for the energetics of cluster CE under CVI conditions requires
the use of the largest cluster size in the R0 ≤ R

(I)
0 domain. The energetics

of the bare nuclei from exploding clusters of size R
(I)
0 at Im = 1020 Wcm−2

are EM � 3 MeV for protons and EM � 30 MeV for the C6+, N7+ and
O8+ heavy nuclei. These energies are high enough to drive nucleosynthe-
sis. The optimal conditions for the attainment of table-top nucleosynthesis
reactions (6.64)–(6.66) driven by CE of molecular clusters, involve laser in-
tensities of Im = 1019–1020 Wcm−2 and cluster sizes of R0 = R(I) = 400–
800Å in this intensity range. The high-energy Coulomb exploding nuclei
produce a macroscopic plasma filament [254]. The nucleosynthesis reac-
tions take place both inside the plasma filament (IF) where high-energy
nuclei collide [245,246,254,255,294] and outside the plasma filament (OF),
where the energetic nuclei produced inside the plasma filament collide
with the nuclei of clusters in the cluster beam outside the filament [224]
(Fig. 6.69). In the intensity range Im = 1016–1018 Wcm−2, where the
volume of the plasma filament is large, i.e., � 10−3–10−4 cm3, the IF
mechanism dominates [254]. On the other hand, in the highest intensity
range Im = 1019–1020 Wcm−2, which is of interest to us, the small values
of Vf � 10−9–10−7 cm3, and the low values of the path of the energetic
nuclei inside the plasma filaments, result in a dominating OF mechanism.
The cluster size dependence of the nucleosynthesis yields (per laser pulse)
were calculated using the experimental cross sections [301] and the theory
of CE energetics under CVI conditions (Sect. 6.6.4). Figure 6.69 portrays
the dependence of the nucleosynthesis yields vs the number nA of atoms in
the cluster. For 14N(p,γ)15O and 16O(p,γ)17F reactions (6.65) and (6.66),
where no resonances are exhibited in the cross sections, a smooth depen-
dent Y increases smoothly with increasing nA, while for the 18C(p,γ)13N
reaction (6.64) Y shows two peaks due to the resonance structure of the
cross sections. At Im = 1020 Wcm−2 (τ = 25 fs), the maximal values of
Y = 50–100 for γ production (per laser pulse) are predicted. Table-top
astrophysical nucleosynthesis reactions are amenable to experimental ob-
servation.
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Fig. 6.69. Cluster size dependence of γ-ray yields (per laser pulse) for the nucle-
osynthesis reactions 12C(p,γ)13N, 14N(p,γ)15O, and 16O(p,γ)17F, with the H+, C6+,
N7+ and O8+ nuclei being produced by SE of (CH4)n, (NH3)n and (H2O)n clusters.
The Y values are presented vs nA, the total number of atoms in the cluster. The val-
ues of n

(I)
A , corresponding to the border radius R

(I)
0 for this intensity, are marked by

vertical arrows. The dominating reaction mode involves the outside filament (OF)
nucleosynthesis mechanism (schematically portrayed in the inset at the RHS of the
figure).

6.6.8 Control in ultraintense laser fields

The control of reaction products in ultraintense laser fields (Im ≥ 1015 Wcm−2)
is technically and conceptually different from the exploration of control in
ordinary fields. At low laser intensities (Im ≤ 1012 Wcm−2), where perturba-
tive treatment of radiative interactions is applicable, remarkable progress was
made by pursuing control via pump-dump, phase control and optimal laser
pulse shaping mechanisms. Control by laser pulse shaping is applicable up to
Im = 1014 Wcm−2. In this context, Vrakking et al. [222, 223] advanced and
explored optimal control of the ionization level of Xen clusters by shaping
the laser pulse train at Im = 1014 Wcm−2, below the lowest limits of the ul-
traintense intensity domain. In ultraintense laser fields, where nonperturbative
effects are fundamental, new mechanisms of control based on novel ionization
mechanisms, electron dynamics and high–energy CE nuclear dynamics will
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be of considerable interest. In the new field of control by ultraintense lasers
(Im ≥ 1015 Wcm−2), the concept of pump-dump low–field control seems to
be inapplicable and optimal laser pulse shaping via learning algorithms is
fraught with considerable technical difficulties. Ultraintense field control can
be achieved by changing the laser parameters, i.e., intensity, pulse length,
shape and phase. In what follows we shall discuss two scenarios for control of
cluster extreme ionization and nucleosynthesis driven by CE in ultraintense
laser fields:

1. Control of extreme multielectron ionization of clusters [279]. From the
analysis of the complex cluster size and laser parameter dependence of
the ionization level of Xen clusters (Sect. 6.6.2) we can infer that EII re-
active dynamics opens avenues for the control of the ionization products
(Sect. 6.6.3). The dependence of the long-time inner ionization yield on the
pulse length, with qav(= nL

ii) for Xe2171 at Im = 1015 Wcm−2 (Fig. 6.62),
constitutes control of extreme ionization in ultraintense laser fields. Of
course, the ionization levels can markedly increase by raising the laser
intensity, but this constitutes a trivial mode of control. More significant
control involves product changes with changing the laser parameters (e.g.,
the pulse length). The variation of the laser pulse length leads to a marked
change in the ionization products at a fixed laser intensity. This control
mechanism for Xen clusters is induced by EII and is expected to be ef-
fective in the intensity range and cluster size domain where EII by the
persistent nanoplasma does prevail. This will be realized in the intensity
range Im = 1015–1016 Wcm−2 for the large cluster size domain of Xen

(n = 459–2171) presented in Sects. 6.6.2 and 6.6.3. The results presented
in this section established an ultraintense laser pulse length control mech-
anism driven by EII in the persistent nanoplasma within clusters of heavy
atoms. It will be instructive to provide a further analysis of single pulse
and multiple pulse nanoplasma electron dynamics and ionization levels in
Xen clusters, by assessing the contribution of EII to optimal control in
ultraintense laser fields.

2. Branching ratios in nucleosynthesis. CE of extremely ionized molecular
heteroclusters containing carbon, deuterium and hydrogen, will result in
branching between the 12C(p,γ)13N nucleosynthesis and the 2D(d,n)3He
dd fusion. To be more explicit, consider the CE of a completely ionized
(CH3D)n cluster

(CH3D)n → C6+ + D+ + 3H+ (6.67)

Two parallel nuclear reactions are expected to occur inside and/or outside
the nanoplasma filament

12C6+ + 1H
+ → 13N7+ + γ ; 12C(p,γ)13N (6.68)

2D+ + 2D
+ → 3He2+ + n ; 2D(d,n)3He (6.69)

Control of the branching ratio between reactions (6.68) and (6.69) (inter-
rogated by monitoring the ratio of the numbers of (γ rays)/(neutrons))
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can be induced by changing the cluster size and the laser parameters.
Lowering the laser intensity in the threshold region for complete C atom
ionization can reduce the contribution of the 12C(p,γ)13N reaction, while
changing the pulse shape may modify the energetics of CE. Perspectives
will also be explored for laser control by a further increase in the energies
of the H+, D+ and C6+ nuclei by CE of the light–heavy (CDH2I)n het-
eroclusters, where the highly charged I25+ ion (at Im = 1019 Wcm−2) or
I35+ ion (at Im = 1020 Wcm−2) will act as an energetic booster for those
nuclei participating in the parallel 12C(p,γ)13N and 2D(d,n)3He nuclear
reactions.

We addressed some new research directions in the realm of laser–cluster
interaction in ultraintense laser fields (Im ≥ 1015 Wcm−2). In this new phys-
ical/chemical world, all the conventional ‘rules of the game’ regarding laser
energy acquisition, storage and disposal in large finite systems have to be
modified, differing quantitatively from the situation in ordinary, ‘weak’ laser
fields. Two major novel research directions pertaining to control in ultrain-
tense laser fields are emerging. First, a conceptual basis is being developed
for control of exotic products (e.g., extreme ionization levels) in ultraintense
laser fields. Second, cluster dynamics transcends molecular dynamics in large
finite systems toward nuclear reactions (e.g., dd fusion and nucleosynthesis)
driven by extreme cluster multielectron ionization in ultraintense laser fields,
with the formation of unique clusters that consist of bare nuclei undergoing
high-energy CE.
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strong fields in plasmas, AIP conference proceedings, vol. 611, ed. by M. Lon-
tano, G. Mourou, O. Svelto, T. Tajima (Am. Inst. Phys., 2002), p. 288

268. A. Youssef, R. Kodama, M. Tampo, Phys. Plasmas 13, 030701 (2006)
269. R.A. Snavely, M.H. Key, S.P. Hatchett, T.E. Cowan, M. Roth, T.W. Phillips,

M.A. Stoyer, E.A. Henry, T.C. Sangster, M.S. Singh, S.C. Wilks, A. MacKin-
non, A. Offenberger, D.M. Pennington, K. Yasuike, A.B. Langdon, B.F. Lasin-
ski, J. Johnson, M.D. Perry, E.M. Campbell, Phys. Rev. Lett. 85, 2945 (2000)

270. U. Andiel, K. Eidmann, K. Witte, I. Uschmann, E. Förster, Appl. Phys. Lett.
80, 198 (2002)

271. S. Augst, D. Strickland, D.D. Meyerhofer, S.L. Chin, J.H. Eberly, Phys. Rev.
Lett. 63, 2212 (1989)

272. G. Gibson, T.S. Luk, C.K. Rhodes, Phys. Rev. A 41, 5049 (1990)
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