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Abstract

We present a kinetic–quantum model for the mechanisms of hole transport in DNA duplexes, which involves a sequence of hole hopping processes between adjacent guanines (G) and/or hole hopping/trapping via GG or GGG, all of which are separated by thymine (T)–adenine (A) bridges. Individual hole hopping processes between G sites fall into two distinct parallel mechanisms, i.e., unistep superexchange mediated hopping via ‘short’ (T–A)$_n$ bridges and thermally induced hopping (TIH) via ‘long’ (T–A)$_n$ ($n > 3$–4) bridges. The bridge specificity for TIH via (A)$_n$ chains pertains to the energetics, with the G–A energy gap $\Delta = 0.20 \pm 0.05$ eV being sufficiently low to warrant endothermic hole excitation from G$^+$ to (A)$_n$, and to the electronic couplings, with the nearest-neighbor A–A couplings being unique in the sense that the intrastrand and interstrand couplings are close and large ($V(A–A) \approx 0.30–0.060$ eV). Accordingly, both effective intrastrand and interstrand (zigzagging) hole transport via (A)$_n$ chains will prevail, being nearly invariant with respect to the nucleobases ordering within the (T–A)$_n$ duplex. We treated the ‘transition’ between the superexchange and the TIH mechanism in 5'-G$^+$ (T–A)$_n$ G-3' duplexes to predict that the crossover occurs at $n_x \approx 3$–4, with $n_x$ exhibiting a moderate bridge specificity and energy gap dependence. $n_x$ is in accord with the experimental data of Giese et al. [Nature 412, 318, 2001]. We assert that the kinetic–quantum mechanical model for the chemical yields and elementary rates cannot be reconciled with the experimental TIH data, with respect to the very weak bridge size dependence of the relative chemical yields and the ratios of the rates. Configurational relaxation accompanying endothermic hole injection from G$^+$ to (A)$_n$ may result in the gating (switching-off) of the backrecombination, providing a reasonable description of TIH dynamics and very long-range hole transport in long (A)$_n$ chains. © 2002 Published by Elsevier Science B.V.

1. Introduction

Molecular wires constitute nanostructures whose spatial configuration, energetics, nuclear and electron dynamics promote long-range charge transport [1–10]. DNA based molecular electronic devices are expected to utilize the unique features of recognition, assembly and specific binding properties of the nucleobases, with the DNA duplexes serving as building blocks or/and templates for the assembly and function of electronically active nanoelements [11–18]. The elucidation of the role of DNA as a ‘molecular wire’ requires the establishment of the dynamics and mechanism of charge transport. Two limiting classes of nanostuctured ‘molecular wires’ should be
distinguished on the basis of their charge transport mechanism, i.e., ballistic band motion and charge hopping between localized states [9,19]. Neat, undoped DNA falls into the second category, constituting a ‘vibronic molecular wire’ where hopping transport prevails [20–27]. The charge hopping mechanism in DNA is described in terms of the quantum mechanical non-adiabatic electron transfer theory [19], with the ingredients of electronic (direct exchange or superexchange) coupling, and nuclear coupling with low-frequency intermolecular and medium modes together with high-frequency intramolecular modes. This approach can be considered as an extension of the Holstein small polaron model [28] in the non-adiabatic limit, extended to account for the important effects of intramolecular nuclear distortion (reorganization) of the nucleobases. This model for hopping transport in vibronic molecular wires may be referred to as the ‘molecular polaron’.

The majority of the experimental information on charge transport in DNA pertains to the positive charge (hole) migration, i.e., the propagation of the radical cation along the duplex [29–40]. Energetic data and computational results [23,41–44] show that G nucleobases act as ‘resting’, lowest energy states for holes in DNA duplexes, while GG and GGG doublets/triplets act as shallow hole traps in DNA, in accord with the experimental data [29–37]. The interrogation of individual elementary steps of charge injection, trapping, hopping, and recombination, and their lifetimes in (intercolated, substituted or capped) DNA was accomplished by utilizing the arsenal of the methods of nanosecond spectroscopy [33–35,45,46]. Concurrently, information on hole trapping was inferred from terminal/proximal (GGG)\(^+\)/G\(^+\) relative chemical yield data induced by hole shift in G\(^+\)(T–A)\(_n\)GGG (n = 1–4; distance scale 10–40 Å) duplexes [36–38,43]. Experimental evidence for long-range hole transport over distance scales of 40–200 Å [29–32,36–40,47,48] emerged from terminal/proximal guanine relative chemical yield data, which are induced by photochemical hole injection from an electronically excited donor (i.e., from Rh\(^{1,3+}\) complexes [31,32], from anthraquinone [29,39,40]), or from chemical hole shift (from a sugar cation [30,36–38,47,48]).

The concept of (donor–bridge) energetic control [20] in DNA, advanced in 1998, provided a unified description of the distinction between off-resonance (\(\Delta E > 0\)), superexchange induced, short-range unistep charge transfer, and resonance-coupled (\(\Delta E < 0\)), long-range multistep charge hopping transport. However, the concept of energetic control is strictly valid only at sufficiently low temperatures and for hole transfer between guanine (G) nucleobases separated by sufficiently short (T–A)\(_n\) (n ≤ 4) bridges. Barton and co-workers [32], Giese et al. [47,48] and Bixon and Jortner [22,23,49] proposed that for off-resonance donor–bridge coupling in DNA (\(\Delta E > 0\)), thermally activated charge injection from G\(^+\), (GG)\(^+\) or (GGG)\(^+\) into some nucleobases of the bridge (which are characterized by a higher oxidation potential) followed by multistep hopping among the bridge constituents, can occur at finite temperatures. Most important, it was proposed [32,47–49] that thermally induced hole injection from G\(^+\) to A followed by hopping between A nucleobases will occur. The thermally induced hopping (TIH) process occurs in parallel with the unistep superexchange tunneling. Barton et al. [30] and Giese et al. [47,48] provided strong experimental evidence for TIH through long chain adenine nucleobases (n = 4–16 [47,48] and n = 4–10 [30]) in DNA. The features of TIH are general, being applicable not only for DNA but also for charge migration in large chemical scale systems, e.g., donor–acceptor pairs bound by polymers, such as oligoproline donor–acceptor complexes [41,50], as well as for the (sequential-superexchange) primary charge separation in biological systems [51,52], and in chemically and mutagenically modified photosynthetic reaction centers [53].

The compound mechanism of long-range hole transport in a duplex dG\(_1\)(T–A)\(_n\)G\(_2\)···G\(_n\)t containing N guanine nucleobases separated by (T–A)\(_n\) bridges between a donor (d) and acceptor (trap) t, e.g.,, G, GG or GGG, involves several steps: (i) hole injection from d to the proximal G\(_1\); (ii) a sequence of hole hopping processes between adjacent guanines, i.e.,, G\(_j\) and G\(_{j+1}\) within the bridge; and (iii) termination by hole trapping/detrapping between G\(_N\) and t. The individual hole
hopping processes (ii) between G$_j$ and G$_{j+1}$ fall into two categories:

### 1.1. Hopping mechanism A

Unistep superexchange mediated hopping [20–27,31–38,47–49]. For moderately short (T–A)$_n$ bridges ($n \leq 4$) each hopping step is induced by superexchange, off-resonance electronic coupling between G$_j$ and G$_{j+1}$ via the (T–A)$_n$ subbridges. The hole states of the (T–A)$_n$ subbridge are virtual and do not constitute a real chemical intermediate. The kinetic scheme for the individual unistep superexchange hopping rate is

$$G^+(T-A)_nG \rightarrow G(T-A)_nG^+ \quad (1)$$

This physical picture of unistep hole superexchange between guanines separated by ‘short’ (T–A)$_n$ ($n \leq 4$) subbridges was proposed and analysed in detail [20–27,49] to account for the experimental yield data of Giese et al. [30,36–38], Saito et al. [54,55] and Barton and co-workers [56]. Regarding the compound hole transport mechanism, the unification of G⋯G superexchange mediation and G⋯G hopping accounts for multistep long-range hole transport, with each hopping step involving superexchange via ‘short’ ($n \leq 4$) subbridges.

### 1.2. Hopping mechanism B

Thermally induced hopping (TIH) [22,23,25,30, 47–49]. This mechanism prevails in ‘long’ (T–A)$_n$ ($n \geq 4$) bridges, which separate between G$_j$ and G$_{j+1}$ nucleobases. Each bridge with its proximal/terminal guanines will be denoted by G$_j$(T–A)$_i$(T–A)$_{i+1}$⋯(T–A)$_{n}$G$_{j+1}$. Hole transport via TIH within the subbridge will occur via thermally induced donor–bridge hole excitation from G$^+$ to A in (T–A)$_i$ (rate $k_i$), followed by hole hopping between nearest-neighbor A nucleobases (see Section 2) within the bridge (hopping rates $k$) and being terminated by hole trapping (rate $k_t$). The kinetic scheme also has to include hole deexcitation (rate $k_{-1}$) and hole detrapping (rate $k_{-i}$) from/to the adenines bridge. The kinetic scheme for the hole TIH between G$_j$ and G$_{j+1}$ is given by Eq. (2),

$$k_{\text{super}} \begin{cases} G^+(T-A)^{(1)}(T-A)^{(2)}\cdots(T-A)^{(n)}G \\ k_1 \uparrow \downarrow k_{-1} \\ G(T-A)^{(1)}(T-A)^{(2)}\cdots(T-A)^{(n)}G \\ k \uparrow \downarrow k \\ G(T-A)^{(1)}(T-A)^{(2)}\cdots(T-A)^{(n)}G^+ \\ k_i \uparrow \downarrow k_{-i} \\ G(T-A)^{(1)}(T-A)^{(2)}\cdots(T-A)^{(n)}G^+ \end{cases}$$

Most important, the endothermically accessible (via G$^+$A$\rightarrow$GA$^+$ thermal excitation and A$^+A \rightarrow$AA$^+$ hopping) A$^+$ cations constitute genuine chemical intermediates, which are amenable to interrogation by magnetic or optical spectroscopy. This compound hole transport mechanism involves G⋯G charge transport via a set of charge hopping steps through the A nucleobases, allowing for very long-range hole transport via ‘long’ (T–A)$_n$ ($n > 3$) subbridges [47–49]. The TIH occurs in parallel with the unistep superexchange tunneling (mechanism (A)) [22,47–49].

The unistep superexchange mediated hopping (mechanism (A)) was explored in considerable detail [20–27,49] incorporating the effects of subbridge length, of the sequence specificity of the (G–A)$_n$ subbridge, of backtrapping and of side reactions of G$^+$ with water. On the other hand, the theoretical [47–49] information on TIH in DNA (mechanism (B)) is still limited, and will be explored in the present paper.

### 2. Thermally induced hopping via adenine chains and the crossing between superexchange and TIH in DNA

#### 2.1. The TIH mechanism

We shall now address the mechanistic issues of hole TIH via (A)$_n$ chains in G$^+(T-A)_n$ G duplexes, considering the characteristics of bridge specificity and of the ‘critical’ (T–A)$_n$ bridge size for the onset of the TIH mechanism. In the following treatment, as well as in the kinetic–quantum mechanical
analysis presented in Section 3, we consider a rigid DNA structure, which is determined by the (average) nuclear equilibrium configuration. The nuclear configurational fluctuations of the DNA duplex, of the sugars and phosphates, of water and of alkali cations, may affect the energetics and the electronic couplings. These effects of configurational fluctuations, which are determined by the relative time scales for the electronic processes and of the fluctuations, will not be considered herein. We shall also neglect any possible effects of configurational relaxation accompanying charge injection from G to the \((A)_n\) chain or charge trapping from the \((A)_n\) chain by G.

In the context of bridge specificity, we have to consider both the energetics and the electronic couplings. Consider first the energetics of TIH. On the basis of the hierarchy of the oxidation potentials of the nucleobases \((G < A < C, T)\) [40–44], the A nucleobases (with a moderately low energy gap of \(\Delta = 0.20 \pm 0.05\) eV between \(G^+A\) and \(GA^+\), as determined [49] from a kinetic analysis of endothermic hole hopping [57] in DNA) constitute hole carriers in TIH between the guanines (Fig. 1). This conclusion is in accord with the TIH proposal and experiments of Giese et al. [47,48] and our theoretical modeling [49] of the energetics and kinetics of the TIH. The kinetic analysis of a simple model for the TIH process, Eq. (2), which neglects side reactions of \(G^+\) with water (Section 3), implies (see Eq. (A.16)) that the rate \(k_{\text{THI}}\) of hole transfer from the proximal G is given by

\[
k_{\text{THI}} = k \exp(-\Delta/k_BT)/[(k/k_{i-1}) + (k/k_i) + (n-1)],
\]

(3)

where \(\Delta > 0\) is the energy gap between \(G^+(T-A)^{(1)}\) and \(G(T-A^+)^{(1)}\), while the elementary hopping \((k)\), trapping \((k_i)\) and deexcitation \((k_{i-1})\) rates are defined in Eq. (2). Eq. (3) holds for an effective sink, i.e., \(k_i/k_{i-1} >> 1\). When effective hole recombination rates are fast, i.e., \(n > k/k_i, k/k_{i-1}\), one gets

\[
k_{\text{THI}} = k \exp(-\Delta/k_BT)/(n-1).
\]

(3a)

The algebraic dependence \(k_{\text{THI}} \propto (n-1)^{-1}\) corresponds to the rate of hole transfer from the proximal G. For the rate of the appearance of the hole at the terminal G, we get (Eq. (A.24))

\[
k_{\text{THI}} \propto (n/2)^{-2},
\]

as appropriate for a diffusion process [20,49]. The hopping rate \(k\) between adjacent adenines (which is taken to be equal for both intrasstrand and interstrand nearest-neighbor A nucleobases, as discussed above) is given by [19,20]

\[
k = \frac{2\pi}{h} |V(A-A)|^2 F(0),
\]

(4)

where \(F(0)\) is the nuclear Franck–Condon factor and \(V(A-A)\) is the nearest-neighbor electronic coupling between A nucleobases.

The nuclear Franck–Condon factor, which incorporates both medium and intramolecular vibrational modes, is given by [19,20]

\[
F(\delta E) = (4\pi\lambda k_BT)^{-1/2} \exp(-S) \sum_{n=0}^{\infty} \frac{S^n}{n!} \times \exp[-(\delta E + \lambda + n\hbar\omega)^2/4\lambda k_B T],
\]

(5)
where \( \delta E \) is the (free) energy gap (defined as \( \delta E > 0 \) for endoergic processes), with \( \delta E = 0 \) for the symmetric charge transfer process in Eq. (4). \( \lambda \) is the medium reorganization energy involving the contribution of the low-frequency medium modes, while the high-frequency intramolecular vibrational modes are characterized by the (mean) vibrational frequency \( \hbar \omega \) and coupling \( S \). Eqs. (4) and (5) for the hopping rate are derived on the basis of the electron transfer theory [19]. A first guess for the relevant nuclear parameters is taken from the analysis of Lewis et al. [33–35] of their experimental data for the (free) energy dependence of the hole injection dynamics to DNA

\[
\lambda = 0.25 \text{ eV}; \quad \hbar \omega = 0.18 \text{ eV}; \quad S = 5. \tag{6}
\]

Next, we consider the electronic couplings \( V(A-A) \) in Eq. (4) between nearest-neighbor A nucleobases. Quantum mechanical calculations of the electronic coupling matrix elements [58,59] reveal (see Fig. 2) that the A–A couplings are unique in the sense that the intrastrand and interstrand couplings are close [58,59] and large, i.e., \( V(A-A) = 0.030–0.060 \) eV. This pattern of the electronic couplings for A–A is qualitatively different for other nucleobases where the interstrand pair coupling is considerably lower than the intrastrand coupling [58,59]. We infer that effective zigzagging [20], i.e., hole transport between nearest-neighbor intrastrand and interstrand A nucleobases will prevail. In particular, hole transport switching between A nucleobases in the two strands in long \( (T-A)_n \) duplexes may occur. The overall TIH via the \((A)_n\) chain is nearly invariant with respect to the nucleobase ordering within the \((T-A)_n\) duplex. As every Watson–Crick pair contains either a G or an A nucleobase, a marked erosion of sequence specificity for hole transport via TIH in large \((A)_n\) chains is expected. To conclude this discussion of the TIH rates, Eqs. (3)–(6) and Fig. 2, we note that \( k_{\text{TIH}} \) manifests a weak, algebraic \((A)_n\) chain length \( (n) \) dependence.

### 2.2. The superexchange mechanism

We now consider the unistep superexchange mechanism, which operates in parallel to the TIH, Eq. (2). The superexchange rate is [19,20]

\[
k_{\text{super}} = \frac{2\pi}{\hbar} |V_{\text{super}}|^2 F(\Delta E), \tag{7}
\]

where \( F(\Delta E) \), Eq. (5), is the nuclear Franck–Condon factor for superexchange (characterized by an energy gap \( \Delta E \)), with \( \Delta E = 0 \) for symmetric \( G^+ \cdots G \) hole shift and \( \Delta E = -0.096 \) eV for hole trapping in \( G^+(T)_n GGG \) [23]. \( V_{\text{super}} \) is the superexchange electronic coupling matrix element. Unistep \( G \cdots G \) superexchange occurs via parallel coupling routes involving both intrastrand and interstrand contributions, with the intrastrand contribution usually being dominant (Fig. 2). The \( G \cdots G \) superexchange electronic coupling is

\[
V_{\text{super}} = \sum_{\text{routes}} \frac{V(G-X_{(1)}) V(X_{(n)}-G)}{\Delta(G-X_{(1)})} \times \prod_{j=1}^{n-1} \frac{V(X_{(j)}-X_{(j+1)})}{\Delta(G-X_{(j)})}, \tag{8}
\]

where \( V(G-X_{(1)}) \), \( V(X_{(j)}-X_{(j+1)}) \) and \( V(X_{(n)}-G) \) are the nearest-neighbor matrix elements in the duplex \( G^+X_{(1)}X_{(2)}X_{(3)} \cdots X_{(n)}G \), which were calculated by
Voityuk et al. [58,59] (Fig. 2). The sum in Eq. (8) is taken over all the coupling routes (Fig. 2), where often a single contribution dominates [59]. The energy gaps $\Delta(G-X_{(1)})$ with $X_{(1)} = T$ or $A$ are taken as $[20] \Delta(G-T) = 0.6$ eV and $\Delta(G-A) = 0.20$ eV [49]. As expected, $|V_{\text{super}}|^2$ and $k_{\text{super}}$ exhibit an exponential distance $(n)$ dependence (Fig. 3).

The unistep superexchange process in the duplex $G^+(T)_n$ GG studied by Giese et al. [36–38,48] is characterized by the rate $k_{\text{super}}(n)$. The dominant contribution to $V_{\text{super}}$, Eq. (8), originates from the interstrand coupling, whereupon

$$V_{\text{super}}(n) = \frac{V(G-T)V(G-G)}{\Delta(G-T)} \left[ \frac{V(T-T)}{\Delta(G-T)} \right]^{n-1}. \quad (8a)$$

The bridge size dependence of the superexchange rate, Eq. (8a), is

$$k_{\text{super}}(n) = k_{\text{super}}(1)^n, \quad (9)$$

where the reduction factor of the rate, upon the addition of a single $T$ nucleobase, is

$$r = \left| \frac{V(T-T)}{\Delta(G-T)} \right|^2 = \exp(-\beta R_0) \quad (10)$$

$r = 0.07–0.10$, being alternatively expressed by an exponential with $\beta = 0.79–0.68$ Å and $R_0 = 3.38$ Å is the interbase intrastrand $(T-T)$ spacing. $k_{\text{super}}(1)$ is the superexchange rate for $n = 1$.

\[\text{SUPEREXCHANGE}\]

\[
\begin{align*}
|V_{\text{super}}|^2 & = |V(G-T)|^2 \frac{V(G-G)}{\Delta(G-T)} \left[ \frac{V(T-T)}{\Delta(G-T)} \right]^{n-1}, \\
|V_{\text{TIH}}|^2 & = |V(A-A)|^2 \left[ \frac{V(A-T)}{\Delta(A-T)} \right]^{n-1}.
\end{align*}
\]

\[\text{TIH}\]

\[
\begin{align*}
|V_{\text{super}}|^2 & = |V(A-A)|^2 \left[ \frac{V(A-T)}{\Delta(A-T)} \right]^{n-1} \\
& = \frac{\ln \left[ |V(A-A)|^2 / |V_{\text{super}}(1)|^2 \right] / \ln r}{\ln \left[ |V_{\text{super}}(1)|^2 / |V_{\text{super}}(1)|^2 \right] / \ln r}.
\end{align*}
\]

For hole trapping by GGG, a correction factor for the nuclear Franck–Condon factors for $k_{\text{super}}$ and $k_{\text{TIH}}$ are approximately identical (both corresponding to $\Delta E = 0$), the crossover condition will be determined by the electronic couplings, being determined by the equation

$$n_c = 1 - \frac{\Delta}{k_BT \ln r} + \frac{\ln \left[ |V(A-A)|^2 / |V_{\text{super}}(1)|^2 \right] / \ln r}{\ln \left[ |V_{\text{super}}(1)|^2 / |V_{\text{super}}(1)|^2 \right] / \ln r}. \quad (14)$$

For hole trapping by GGG, a correction factor for the nuclear Franck–Condon factors with $F(0)/F(\Delta E)$, Eqs. (5) and (6), has to be incorporated.

In Fig. 3 we present calculations for the superexchange–TIH crossover in $5'G^+(T)_nG-3'$ and $5'G^+(A)_nG-3'$ duplexes, where we portray the distance dependence of the electronic couplings for $k_{\text{TIH}}$ and $k_{\text{super}}$ and the superexchange TIH crossover (using the calculated pair matrix elements [58,59] and $\Delta = 0.20 \pm 0.05$ eV [49]). The contribution to TIH (in both cases via the $(A)_n$ chain) is

$$k_{\text{super}}(1) = \frac{2\pi}{\hbar} \left| \frac{V(G-T)V(T-G)}{\Delta(G-T)} \right|^2 F(\Delta E). \quad (11)$$

The nuclear Franck–Condon factor, $F(\Delta E)$, Eqs. (5) and (6), depends on the energy gap $\Delta E$ between $G^+(T)_n$ GG and $G(T)_n(GG)^+$. From a previous analysis [23] for $G^+TGG$ we take $\Delta E = -0.096$ eV, asserting that for charge shift $\Delta E$ is independent of $n$.

2.3. The ‘transition’

Considering parallel superexchange and TIH, we introduce a characteristic $(T-A)_n$ bridge size, $n_c$, for the ‘transition’ between the two mechanisms. The superexchange dominates ($k_{\text{super}}(n) > k_{\text{TIH}}(n)$) at $n < n_c$, a crossover between the two mechanisms [49] will occur at $n = n_c$, where

$$k_{\text{super}}(n_c) = k_{\text{TIH}}(n_c), \quad (12)$$

and the TIH mechanism will dominate $k_{\text{super}}(n) < k_{\text{TIH}}(n)$ for $n > n_c$. Making use of Eqs. (3a),(4), (7),(8) and (12) we assert that the condition for the crossover is

\[
|V_{\text{super}}|^2 F(\Delta E) = |V(A-A)|^2 \exp(-\Delta/k_BT)/(n - 1) F(0). \quad (13)
\]

For symmetric hole transfer the nuclear Franck–Condon factors for $k_{\text{super}}$ and $k_{\text{TIH}}$ are approximately identical (both corresponding to $\Delta E = 0$), the crossover condition will be determined by the electronic couplings, being determined by the equation

\[
\begin{align*}
\Delta & = k_BT \ln r + \frac{\ln \left[ |V(A-A)|^2 / |V_{\text{super}}(1)|^2 \right] / \ln r}{\ln \left[ |V_{\text{super}}(1)|^2 / |V_{\text{super}}(1)|^2 \right] / \ln r}.
\end{align*}
\]

For hole trapping by GGG, a correction factor for the nuclear Franck–Condon factors with $F(0)/F(\Delta E)$, Eqs. (5) and (6), has to be incorporated.

In Fig. 3 we present calculations for the superexchange–TIH crossover in $5'G^+(T)_nG-3'$ and $5'G^+(A)_nG-3'$ duplexes, where we portray the distance dependence of the electronic couplings for $k_{\text{TIH}}$ and $k_{\text{super}}$ and the superexchange TIH crossover (using the calculated pair matrix elements [58,59] and $\Delta = 0.20 \pm 0.05$ eV [49]). The contribution to TIH (in both cases via the $(A)_n$ chain) is
nearly invariant for the different duplexes, but some bridge specificity is manifested due to different contributions to |$V_{\text{super}}$|² (Fig. 3). The exponential distance (n) dependence for $k_{\text{super}}$ and the algebraic distance dependence of $k_{\text{TIH}}$ are exhibited. A superexchange–TIH crossover is manifested at $n_s \approx 3–4$ (with the $n_s$ values marked in Fig. 3). $n_s$ exhibits a bridge specificity, being lower by ~15% (Table 1) for the

$$\text{G}^+ (T) \text{G}$$
$$\text{C} (A) \text{n} \text{C}$$
duplex relative to the

$$\text{G}^+ (A) \text{G}$$
$$\text{C} (T) \text{n} \text{C}$$
duplex. The dependence of $n_s$ on the energy gap $\Delta$ (in the uncertainty range inferred from previous analyses [49]) is portrayed in Table 1, with $n_s$ somewhat decreasing with lowering $\Delta$ in the appropriate energy region. This quantum mechanical–kinetic analysis for DNA infers that for ‘short’ $\text{G}^+ (T-A) \text{n} \text{G}$ or $(\text{G})_0^+ (T-A) \text{n} (\text{G})_0 (\alpha, \beta = 1–3)$ duplexes ($n < n_s$; $n_s = 3–4$) the superexchange mechanism dominates, with a nearly exponential distance dependence of the rates and chemical yields (see Section 3), while for long duplexes ($n > n_s > 4$) the TIH mechanism takes over, with a weak distance dependence of the rates and chemical yields (further considered in Section 3). The results of this analysis, which gives $n_s(\text{theory}) \sim 3–4$, are in reasonable agreement with the experimental results for the superexchange–TIH crossover reported by Giese et al. ($n_s(\text{experiment}) \simeq 3–4$) [48]. As the available experimental information for long range (via superexchange) and very long range (via TIH) hole transport in DNA stems from chemical yield data, a more complete analysis of chemical yields will be desirable for the confrontation of our theoretical quantum mechanical–kinetic scheme with experimental reality.

### 3. A kinetic analysis of chemical yields

Giese and his colleagues [48] studied hole transfer in the duplexes ¹

¹The experimental chemical yield data reported by Giese et al. [48] for their ‘new’ assay (assay II) at pH = 5 (Fig. 4) are considerably higher than their yield data (i.e., $R(1) = 30$, $R(2) = 3.2$, $R(3) = 0.44$, $R(4) = 0.03$) previously reported for their ‘old’ assay (assay I) at pH = 7 [36–38], where the hole injection process from the sugar cation is also different. The difference between assays I and II is attributed to the retardation of the reactions of $\text{G}^+$ and of $(\text{GGG})^+$ with water (B. Giese, private communication). In our analysis we shall assume that the hole energetics (i.e., the energy difference between $\text{G}^+ \cdot \text{T} \cdot \text{T}(\text{GGG})$ and $\text{GT} \cdot \text{T}(\text{GGG})^+$) and transfer kinetics is invariant in assay II with respect to assay I (analyzed in Refs. [21–23]), while the reaction rates of $\text{G}^+$ with water ($k_0$) and of $(\text{GGG})^+$ with water ($k_0$) are different for the two assays. Indeed, the analysis in Section 2.1 shows that the value of $k_{\text{super}}/k_0$ obtained herein for assay II is higher by a numerical factor of 3–10 than that previously obtained [21–23,36–38] for assay I, indicating the slowing down of the water reaction in assay II, as proposed by Giese et al. [48].

---

**Table 1**

The ‘critical’ bridge size, $n_s$, in $\text{G}^+ (T-A) \text{G}$ duplexes for the ‘transition’ from superexchange ($n < n_s$) to TIH ($n > n_s$)

<table>
<thead>
<tr>
<th>Duplex</th>
<th>Model and observable</th>
<th>$\Delta$ (eV)</th>
<th>$n_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{G} (T) \text{G}$</td>
<td>Kinetic–quantum mechanical model for rates (calculated)</td>
<td>0.22</td>
<td>4.0</td>
</tr>
<tr>
<td>$\text{C} (A) \text{n} \text{C}$</td>
<td>Kinetic–quantum mechanical model for rates (calculated)</td>
<td>0.17</td>
<td>3.3</td>
</tr>
<tr>
<td>$\text{G} (T) \text{G}$</td>
<td>Kinetic–quantum mechanical model in kinetic limit for chemical yields (calculated)</td>
<td>0.22</td>
<td>(4.8)</td>
</tr>
<tr>
<td>$\text{C} (A) \text{n} \text{C}$</td>
<td>Configurational relaxation accompanying hole injection for chemical yields (calculated)</td>
<td>0.17</td>
<td>(3.9)</td>
</tr>
<tr>
<td>$\text{G} (T) \text{G}$</td>
<td>Experiment for chemical yields ²</td>
<td>–</td>
<td>3–4</td>
</tr>
</tbody>
</table>

²Ref. [48].
\[
\text{G}^+ (T) \text{GGG} \quad \text{C} (A)_n \text{CCC} \quad (n = 1–16), \tag{1}
\]
providing strong evidence for the ‘transition’ between superexchange (for \(n = 3\)) to TIH (for \(n = 4–16\) and a weak bridge size \(n\) dependence for TIH. The relative chemical yield ratios \(R(n)\) for a bridge length \(n\), which are given by
\[
R(n) = Y (\text{GGG terminal})/Y (\text{G proximal}),
\]
exhibit the following features (Fig. 4) [48]:

(A) The superexchange region is characterized by an exponential \(n\) dependence, (Fig. 4).

(B) The ‘transition’ between superexchange and TIH is exhibited at \(n_x \approx 3–4\) (Fig. 4) in accord with our kinetic–quantum mechanical analysis, which predicts \(n_x = 34\) (Section 2).

(C) The TIH process exhibits a very weak \(n\) dependence, (Fig. 4), with \(R(n) = 2.5 \pm 0.5\) for \(n = 5–16\).

We now proceed to explore the elementary rates and chemical yields in the kinetic scheme (Fig. 1) for the parallel superexchange–TIH mechanisms. This constitutes the extension of scheme (2) to incorporate the reaction with water.

3.1. Chemical yields for superexchange

The relative chemical yield for the superexchange mechanism is [23]
\[
R_{\text{super}}(n) = \frac{[k_{\text{super}}(n)/k_r][1 + (k_{\text{super}}(n)/k_r)]}{\exp(-\Delta E/k_B T)} - 1,
\]
where \(k_{\text{super}}(n)\), Eqs. (9)–(11), is the \(G^+ \cdots \text{GGG}\) superexchange rate in duplex (I), \(\Delta E\) is the \(G^+ \cdots \text{GGG}\) energy gap and the rates \(k_r\) for the water reactions of \(G^+\) and \((\text{GGG})^+\), respectively, are defined in Eq. (A.1). The bridge length dependence of \(R_{\text{super}}(n)\) is of the form \(x^n/ [1 + x^{n-1}]\), with \(x = k_{\text{super}}(1)/k_r\) and \(y = k_{\text{super}}(1)\) \(\exp(-\Delta E/k_B T)/k_r\), exhibiting an exponential \(n\) dependence for large \(n\), which may be flattened-off at low \((n = 1–2)\) values due to the contribution of the \(y^{n-1}\) term. From the experimental results of Giese et al. [48] we can infer that \(k_{\text{super}}(1)/k_r \approx 300\) and \(r = 0.1\) (Fig. 4). The value of \(r\) (or \(\beta\), Eq. (10), for this experiment is close to the value \(r = 0.07–0.1\) and \(\beta = 0.7 \pm 0.1\) Å\(^{-1}\) inferred from theoretical calculations [59] from the analysis of the yield data for Giese’s assay I [23,36–38] and from other experimental data by Lewis et al. [33–35,45] and by Zewail and co-workers [45]. Finally, the available experimental data do not show a deviation from exponential \(n\) dependence of \(R_{\text{super}}(n)\) for \(n = 1\). Accordingly, we assert on the basis of Eq. (15) that
\[
(k_{\text{super}}(1)/k_r) \exp(-\Delta E/k_B T) < 0.3.
\]
As \(\Delta E \approx 0.096\) eV we can assert that \(k_{\text{super}}(1)/k_r < 50\). From the estimates for \(k_{\text{super}}(1)/k_r\) and for \(k_{\text{super}}(1)/k_r\), we infer that \(k_r/k_r > 5\). This estimated ratio of the reaction rates of \((\text{GGG})^+\) and of \(G^+\) with water (for assay II) is (however not appreciably) higher than the ratio \(k_r/k_r = 1.8\) [47] and 3.6 [23] inferred from the previous analysis of the kinetic data for superexchange in Giese’s assay I [36–38].

3.2. Relative yields and rates for thermally induced hopping

The kinetic model for TIH (Fig. 1) is analyzed in Appendix A and results in the following compact expression for the relative chemical yield
\[
R_{\text{TIH}} = \frac{(k_r k_1 k_1/k_r)}{k_r k_1 + k_r k_1 + k_r k_1 + (k_r k_1 k_1/k_r)(n-1)},
\]
Fig. 4. The analysis of the experimental data (●) of Giese et al. [48] for the relative chemical yields in duplex (I) according to the modified kinetic–quantum mechanical model, Eqs. (23) and (24). The \(n_x\) value, Eq. (25), is marked by a vertical arrow.
Making use of the detailed balance relations \( k_{j-1} = k_{j-1} \exp(-\Delta E_j/k_B T) \) and \( k_{j+1} = k_{j+1} \exp(-\Delta G_j/k_B T) \), together with \( \Delta E_j = \Delta E + \Delta E_i \), this expression can be recast in the alternative form

\[
R_{\text{TH}} = \frac{(1/k_{r}) \exp(-\Delta/k_B T)}{(1/k_{r}) \exp(-\Delta E_i/k_B T) + [1/k_{r-1} + 1/k_i + (1/k)(n-1)]},
\]

(16a)

where \( \Delta \) is the \( G^+A-GA^+ \) energy gap, while \( \Delta E_i \) is the trapping energy gap between \( A^+GGG \) and \( A(GGG)^+ \) (Fig. 1) and the elementary rates are defined in Fig. 1. Eq. (16) exhibits two limits:

1) The limit of equilibrium distribution. When hole injection, trapping and hopping is extremely fast on the time scale of the water reaction

\[
\frac{k_{r}}{k_{r-1}} + \frac{k_{r}}{k_i} \frac{k_{r}}{k} (n-1) \ll \exp(-\Delta E_i/k_B T)
\]

(17)

with some of the following rate ratios being very large, i.e.,

\[
\frac{k_{r-1}}{k_{r}}, \frac{k_{r}}{k_{r-1}}, \frac{k}{k_{r}}(n-1) \gg \exp(\Delta E_i/k_B T)
\]

(17a)

the equilibrium distribution is achieved. The relative chemical yields ratio in this case, \( R_{\text{eq}} \), is given from Eq. (16) by

\[
R_{\text{eq}} = \frac{(k_{r})}{(k_{r}) \exp(-\Delta/k_B T)},
\]

(18)

where \( \Delta E = \Delta E_i - \Delta \) is the energy gap between \( G^+ \) and \( (GGG)^+ \) (Fig. 1). The equilibrium distribution, Eq. (18), is independent of the bridge size \( n \) as expected.

2) Kinetic limits. When Eq. (17) is violated, Eq. (16a) holds. Of considerable interest is the kinetic limit when

\[
\frac{k_{r-1}}{k_{r}}, \frac{k_{r}}{k_{r-1}}, \frac{k}{k_{r}}(n-1) \ll \frac{\exp(\Delta E_i/k_B T)}{1/k_{r-1} + 1/k_i + (1/k)(n-1)}.
\]

(19)

Eq. (16) then results in

\[
R_{\text{TH}} = \frac{(1/k_{r}) \exp(-\Delta/k_B T)}{1/k_{r-1} + 1/k_i + 1/(k)(n-1)}.
\]

(20)

The relative chemical yield in the kinetic limit, Eq. (20), manifests an algebraic bridge length \( n \) dependence of the form \( R_{\text{TH}} \propto [a + b(n-1)]^{-1} \), where the numerical constants are \( a = (k_{r-1})^{-1} + (k_{r})^{-1} \) and \( b = k^{-1} \). A weak \( n \) dependence is expected to be manifested when \( a \gg b(n-1) \), i.e.,

\[
(n-1) \ll k_{r-1} + k_i/k_r.
\]

(20a)

It is instructive to relate the relative chemical yield in the kinetic limit, Eq. (20), to the hole residence time \( \tau_1 \) in the initial state \( G^+(A)_n \) GGG. In Appendix A we show that in the absence of irreversible processes (e.g., the water reaction of \( G^+ \)) this hole residence time is

\[
\frac{1}{\tau_1} = \frac{\exp(-\Delta/k_B T)}{\epsilon/k_{r-1} + (n-1)/k_i}
\]

(21)

\[
\frac{1}{\tau_1} = \frac{1}{\epsilon/k_i + ((n-1)/k_i) \exp(\Delta/k_B T)}
\]

(21a)

where \( \epsilon = 1-\epsilon \) is a numerical constant depending on the relation between the rates \( k_{r-1} \) and \( k_i \) (Appendix A). Considering for the moment extremely effective hole trapping \((1/k_i \rightarrow 0)\), then the relative chemical yield in the kinetic limit assumes the form

\[
R_{\text{TH}} \propto \frac{1}{\tau_1}/k_r.
\]

(22)

Eq. (22) provides a relation between relative chemical yields and residence lifetimes. Our result for \( R_{\text{TH}} \). Eqs. (21) and (22), can be expressed by the alternative relation, Eq. (21a), so that the hopping time \( 1/k \) (in the denominator) is multiplied by the reciprocal Boltzmann factor \( \exp(\Delta/k_B T) \approx 7 \times 10^3 \). Segal et al. [60] (SNDWR) presented an important theoretical analysis for the initial state residence time \( \tau_{\text{SNDWR}} \) in a symmetric donor–bridge–acceptor system, where the individual states are described in terms of one-level systems with dephasing. SNDWR obtained the following relation [60] for the residence time \( 1/\tau_{\text{SNDWR}} = 1/k_{\text{up}} + (1/k_{\text{diff}})n \). We can relate the rates of SNDWR to our rates in terms of \( 1/\tau_{\text{SNDWR}} \equiv 1/\tau_1, k_{\text{up}} \equiv k_i \) and \( k_{\text{diff}} = k \exp(-E/k_B T) \). The present kinetic analysis concurs with the original model results of SNDWR [60].

We now proceed to the analysis of the THI experimental data of Giese et al. [48] in duplex (II) \((n = 4-16)\) in terms of the foregoing analysis, Eqs. (16)–(20). The first issue we address is whether these experimental results correspond to the limit
of equilibrium distribution or to the kinetic limit. The thermodynamic equilibrium limit is expected to be realized for \( k/k_r \gg \exp(\Delta E_t/k_B T) \) with \( \Delta E_t \approx 0.30 \) eV (where \( k = k_{-1}, k_r, k/(n - 1) \)). Making use of the relation \( k_r/k_r \simeq 5 \) derived in Section 3.1, we require that \( k/k_r \gg 8 \times 10^6 \). From a quantum mechanical analysis of the elementary rates given below (Table 2), we conclude that the elementary rates \( k \), together with \( k_{\text{super}}(1) \), fall within the range of one-order-of-magnitude. Thus an order-of-magnitude estimate for the realization of the equilibrium distribution limit implies that \( k_{\text{super}}(1)/k_r \gg 10^7 \), while the analysis of the superexchange data (Section 2.1) results in \( k_{\text{super}}(1)/k_r \simeq 300 \). This 3–4 orders of magnitude discrepancy between the estimate of \( k_{\text{super}}(1)/k_r \) and the onset of the thermodynamic limit, precludes the possibility of this equilibrium limit, whereupon the kinetic limit, Eq. (20), should be considered.

The analysis of the experimental data of Giese et al. [48] for the superexchange (for \( n < 3 \)) and TIH (for \( n = 4–16 \)) mechanisms leads us to a contradiction. We assert that our kinetic model, in conjunction with a quantum mechanical analysis of the elementary rates, infers that these experimental results [48] cannot be reconciled with the experimental TIH data. The fit of the experimental data [48] to Eq. (20) requires the fulfillment of two conditions.

1. A weak \( n \) dependence of \( R \). To account for the experimental observation (point (C) above), we have to utilize Eq. (20a), which implies that (for \( n = 4–16 \)) \((n - 1) \ll (k/k_r + k/k_{-1})\), implying that the rate determining steps should involve hole trapping processes.
2. A proper description of the ratios of relevant elementary rates. The experimental TIH yield is \( R = 2.5 \pm 0.5 \) (for \( n = 4–16 \)), whereupon, according to Eq. (20), \( (k_r/k_{-1}) + (k_r/k_r) = 0.4 \exp(-\Delta/k_BT) \). These rate ratios are exponentially dependent on the energy gap \( \Delta \), i.e., for \( \Delta = 0.22 \) eV \((k_r/k_{-1}) + (k_r/k_r) \approx 6 \times 10^{-5} \), while for a somewhat lower value of \( \Delta = 0.17 \) eV (which is still within the uncertainty range of \( \Delta \)) \((k_r/k_{-1}) + (k_r/k_r) \approx 4 \times 10^{-4} \).

These two conclusions for TIH have to be confronted with the results of the superexchange
analysis (Section 3.1), together with the (admittedly approximate) estimates of the six elementary rates \(k_{\text{super}}(1), k_{-1}, k_1, k_r, k_{-r} \) and \(k_{\text{super}} \) involved in the hole superexchange and TIH in duplex (I). Disregarding the explicit effects of static and dynamic configurational relaxations on the charge transfer dynamics, non-adiabatic electron transfer theory [19] can be applied. The superexchange rate \(k_{\text{super}}(1)\) is estimated from Eqs. (7)–(12), with the electronic matrix elements taken from previous work [58,59] and the nuclear Franck–Condon factors taken from Eqs. (5) and (6). The hopping rates were estimated from Eqs. (4)–(6). The thermal excitation/deexcitation rates from/to \(G\) were estimated from Eqs. (4)–(6). The hopping rates \(k_1 = (2\pi/\hbar)|V(G/A)|^2 \tilde{F}(\Delta) \exp(-\Delta/k_BT)\) and \(k_{-1} = k_1 \exp(-\Delta/k_BT)\), where \(V(G/A)\) is the interstrand G–A matrix element in duplex (I), while \(F(\Delta)\) is given by Eqs. (5) and (6) with \(\delta E = \Delta\). Finally, the trapping/detrapping rates from/to \(\{A\}_n\) are given by \(k_i = (2\pi/\hbar)|V(A/G)|^2 \tilde{F}(\Delta E_i) \exp(-\Delta E_i/k_BT)\), where \(V(A/G)\) is the interstrand A–(GGG) matrix element in duplex (I), while the nuclear Franck–Condon factor is again given by Eqs. (5) and (6) with \(\delta E = \Delta E_i\). The relative elementary rates estimated from the electron transfer theory (normalized to \(k = 1\)) are presented in Table 2. For the analysis of chemical yields, expressed in terms of rate ratios, only relative rates are required and will be used. We also present in Table 2 estimates of absolute values of the elementary rates inferred from the data of Lewis et al. [34] for hole hopping in \(G^+AG\). From this analysis we infer that:

1. The relevant (relative) elementary rates are \(k_i \simeq 0.8, \ k \simeq 1, \ k_{-1} \simeq 6.0\) and \(k_{\text{super}}(1) \simeq 2.5\), i.e., varying over a range of one order of magnitude.

2. A failure to account for the weak \(n\) dependence of \(R\) by these elementary rates. In the experimental TIH range \((n = 4–16)\), we shall make use of Eq. (20a) and the data of Table 2, which result in \((k/k_i + k/k_{-1}) = 1.41\), while \((n - 1) = 3–15\). Accordingly, \((n - 1) > (k/k_i + k/k_{-1})\) and Eq. (20a) is violated, resulting in a marked algebraic \(n\) dependence of \(R \propto 1/[(1.4 + (n - 1))\), in contrast with the experimental observation (point (C) above).

3. Inconsistency between the ratios of elementary rates for superexchange and for TIH, which are inferred from the kinetic model and from the quantum mechanical electron transfer theory. The ratios of the rates \((k_r/k_{-1} + k_{-r}/k_r) \simeq 6 \times 10^{-5} - 4 \times 10^{-4}\) obtained above from the analysis of the experimental TIH data, together with the ratio for superexchange \(k_{\text{super}}(1)/k_r\) (Section 3.1), imply that \(k_{\text{super}}(1)/k_{-1} + k_{\text{super}}(1)/k_r \approx 0.02–0.012\). This estimate is lower by about two-orders of magnitude than the estimates based on the calculations of Table 2, which imply that \(k_{\text{super}}(1)/k_{-1} + k_{\text{super}}(1)/k_r \approx 3.5\). Accordingly, there is a marked discrepancy between the elementary rates inferred from the kinetic analysis and from the quantum mechanical model.

We thus conclude that the kinetic–quantum mechanical model does not account for two central quantitative features of the experimental data. First, the weak size \((n)\) dependence of \(R\) and, second, the ratio of the elementary rates for superexchange and for TIH. The first issue pertains solely to the TIH mechanism. The second issue pertains to the description of both TIH and of superexchange. However, extensive previous analyses of superexchange mediated hopping and trapping via ‘short’ \((T–A)_n\) \((n \leq 4)\) bridges [20–27] provide compelling support for the quantum mechanical model for superexchange, whereupon the second issue also presumably solely reflects on the failure of the description of the TIH.

4. Concluding remarks

So we arrived at a moment of truth, when a rather detailed analysis of chemical yield data for superexchange and TIH, although exhibiting a ‘reasonable’ estimate of the ‘critical’ bridge size \(n_x\) for the superexchange–TIH ‘transition’ (Table 1), reflects on the failure of the kinetic–quantum mechanical model. We note in passing that sometimes negative results are more interesting and stimulating than many-parameter fits of experimental data. One can and should attribute this failure of the kinetic–quantum mechanical model to the breakdown of the ‘hidden’ assumptions inherent in
our treatment of the TIH, which may include (among others): (i) The description of the hole hopping in the \((A)_n\) chain. (ii) The effects of dynamic disorder [61–63]. (iii) The effects of static disorder in the \((A)_n\) chain [19]. (iv) Configurational relaxation accompanying thermal hole injection from the \(G^+ \) to the \((A)_n\) chain.

Consider first the mechanism and dynamics of hole transport in the interconnected \((A)_n\) chain (point (i)). One can argue in this context that the very weak \(n\) dependence of \(R\) reflects an ultrafast hole transport in the \((A)_n\) chain due to a band-type motion, with a mean free path considerably exceeding the nearest-neighbor A–A spacing. Such a proposal, although being of considerable interest (and which cannot be excluded on the basis of the present yield data), will account for the weak \(n\) dependence of \(R\), but cannot account for the in-consistency of the ratios of the rates of the other elementary reactions. A proper resolution of the conflict between experimental reality and the kinetic–quantum mechanical model for TIH requires the simultaneous resolution of the two issues.

Next, we address the possible effects of dynamic and static disorder in the \((A)_n\) chain. Regarding dynamic disorder (point (ii)) the effects of dynamic nuclear configurational fluctuations in DNA [61–63] on the rates of elementary processes of hole thermal injection, trapping/detrapping and hopping, may be of considerable importance. This may be due to the effects of dynamic fluctuations on the electronic couplings [62], energetics [63] and nuclear Franck–Condon factors. This interesting problem, which is intimately related to dynamic solvent effects [19] and to the role of fluctuations on the electronic coupling [62,64] in the theory of electron transfer, requires further exploration. Regarding the effects of static disorder in the \((A)_n\) chain, these may be due to aggregation and clustering of the adenine nucleobases [32], which are either inherently present in the ‘long’ chain or are induced by hole injection. Further structural information (from NMR data) will be of considerable interest regarding inherent structural disorder in these duplexes.

The possibility of ‘static’ configurational changes in the \((A)_n\) chain induced by hole injection to the \((A)_n\) chain in duplex (I) (mechanism (iv)) may result in some interesting modifications of the TIH dynamics. It can be readily demonstrated that, provided that the hole backrecombination from \((A)_n^+\) to \(G\) is switched off, a proper description of TIH in duplex (I) can be readily provided. There is a distinct possibility that (fast) configurational relaxation accompanying thermally activated hole injection from \(G^+\) to the \((A)_n\) chain may result in the gating (switching-off) of the \(G(A)_n^+ \rightarrow G^+(A)_n\) backrecombination. Such a gating mechanism may be due to the drastic reduction of the G–A electronic coupling [58,59,62], or to hole trapping via proton transfer [65] in the \(A^+–T\) Watson–Crick pair. As a phenomenological description of the gating mechanism we set \(k_{-1} = 0\). Eq. (16) now results in the relation

\[
R = k_1/k_r. \tag{23}
\]

This simple analysis implies that \(R\) is independent of \(n\) and algebraic \(n\) dependence is not expected to set in even for very long bridges. Concurrently, the modified kinetic–quantum mechanical model is now applicable. Eq. (23), together with observation (C), results in \(k_1/k_r \simeq 2.5\) (for \(n = 4–16\)) which, together with the superexchange data \(k_{\text{super}}(1)/k_r \simeq 300\) (Section 3.1), results in \(k_1/k_{\text{super}}(1) < 8 \times 10^{-3}\). This result is in reasonable agreement with the ratio of the quantum mechanical elementary rates (Table 2), which give \(k_1/k_{\text{super}}(1) \simeq 3 \times 10^{-3}\) (for \(\Delta = 0.17\) eV).

The experimental chemical yield data (Fig. 4) can be well accounted for in terms of the relations

\[
R = \begin{cases} 
  k_{\text{super}}(1)^r n^{-1}/k_r, & n < n_s, \\
  k_1/k_r, & n > n_s,
\end{cases} \tag{24}
\]

where \(k_{\text{super}}(1)/k_r = 300\), \(r = 0.1\) and \(k_1/k_r = 2.5\). Eq. (24) constitutes the physical parameters determining the parallel superexchange/TIH mechanism, where the ‘transition’ bridge size is determined from the relation

\[
n_s = 1 + [\ln(k_1/k_{\text{super}}(1))]/\ln r, \tag{25}
\]

where the ratio of the elementary rates \(k_1/k_{\text{super}}(1) = 8 \times 10^{-3}\) from the kinetic analysis and \(k_1/k_{\text{super}}(1) = 3 \times 10^{-3}\) from the quantum mechanical model. Eq. (25) and Table 2, results in \(n_s = 3.1–3.5\), in accord with the experimental value [48] \(n_s = 3–4\) (Table 1). We note in passing that the
value of \( n_e \) estimated herein for chemical yield data is close to the corresponding value estimated in Section 2 (Table 1) for the quantum mechanical rates for \( k_{\text{TH}} \) and \( k_{\text{super}} \). We conclude that configurational relaxation in the G\(^+[\text{A}]_n\) GGG duplex, induced by endothermic charge injection, provides a reasonable description of the dynamics of hole THI in ‘long’ (A)\(_n\) chains. The kinetic–quantum mechanical model, replacing Eq. (2), is now

\[
G^+(\text{T-A})^{(1)}(\text{T-A})^{(2)} \cdots (\text{T-A})^{(n)}G
\]

\[
\downarrow k_1
\]

\[
G(\text{T-A}^+)^{(1)}(\text{T-A})^{(2)} \cdots (\text{T-A})^{(n)}G
\]

\[
\downarrow k_{\text{relaxation}}
\]

\[
G\{(\text{T-A}^+)^{(1)}(\text{T-A})^{(2)} \cdots (\text{T-A})^{(n)}G\}
\]

\[
\downarrow \uparrow k
\]

\[
G\{(\text{T-A})^{(1)}(\text{T-A}^+)^{(2)} \cdots (\text{T-A})^{(n)}G^+\}
\]

\[
\downarrow \uparrow k
\]

\[
G\{(\text{T-A})^{(1)}(\text{T-A})^{(2)} \cdots (\text{T-A}^+)^{(n)}G\}
\]

\[
\downarrow \uparrow k_{\text{relaxation}}
\]

\[
G\{(\text{T-A})^{(1)}(\text{T-A})^{(2)} \cdots (\text{T-A})^{(n)}G^+\}
\]

\[
\downarrow \uparrow k
\]

where \{ \} denotes a configurationally relaxed (A)\(_n\) chain, from which back hole transfer to the primary donor is precluded. \( k_{\text{relaxation}} \) is the configurational relaxation rate, which should be fast on the time scale of back charge transfer, i.e., \( k_{\text{relaxation}} > k_{-1} \). On the basis of an approximate estimate of the absolute values of the elementary rates \( k_{\text{super}}(1) \) and \( k_{-1} \) (Table 2), we infer that \( k_{\text{super}}(1) \approx 10^8 \text{ s}^{-1} \) and \( k_{-1} \approx 3 \times 10^8 \text{ s}^{-1} \), with lifetimes for the relevant elementary processes of superexchange and backrecombination in the ns range. Thus, a configurational relaxation rate \( k_{\text{relaxation}} \geq 10^{10} \text{ s}^{-1} \) with a lifetime in the 100 ps (or shorter) time domain will be efficient to switch-off the back hole recombination. This proposed mechanism of gating of the backrecombination from the bridge to the donor is of considerable interest in the context of the enhancement of charge transport via ‘vibronic’ molecular wires.
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### Appendix A. A kinetic model

#### A.1. Relative yields

The kinetic model is given by the scheme

\[
k_{\text{d}} \xrightleftharpoons[k_{-1}]{k_1} B_1 \xrightleftharpoons[k_2]{k} B_2 \xrightleftharpoons[k_3]{k}{\cdots} B_n \xrightleftharpoons[k_{n-1}]{k_1} B_{n-1},
\]

(A.1)

where \( d \equiv G \), \( t \equiv GGG \) and \( B_j \equiv A \). The time evolution is governed by the equation for the time dependent concentration vector \( \mathbf{C}(t) \).

\[
\dot{\mathbf{C}}(t) = \mathbf{H}(t) \mathbf{C}(t).
\]

(A.2)

The kinetic matrix of the rate constants, \( \mathbf{H} \),

\[
\mathbf{H} = \begin{pmatrix}
-(k_1 + k_k) & k_k & k_k & k_k & \cdots \\
k_1 & -(k + k_1) & k & -2k & k \\
 & k & -(k + k_1) & k & -2k \\
 & & k & -(k + k_1) & k \\
 & & & k & -(k + k_1) \\
\end{pmatrix}
\]

(A.3)

is of order \( n + 2 \) where \( n \) is the bridge length.

The formal solution of the rate equation is

\[
C(t) = \exp(\mathbf{H}t)C(0); \quad C_1(0) = 1; \quad C_{j \neq 1}(0) = 0.
\]

(A.4)

The yield of the irreversible processes at the initial oxidized nucleotide is obtained as

\[
Y_d = k_{r} \int_0^\infty C_1(t) \, dt = -k_{r} \left[H^{-1}\right]_{1,1}.
\]

(A.5)

Similarly, the yield of the products from the nucleotide \( t \) is

\[
Y_t = k_{rt} \int_0^\infty C_{n+2}(t) \, dt = -k_{rt} \left[H^{-1}\right]_{n+2,1}.
\]

(A.6)
The relative chemical yield is given by
\[ R = \frac{Y}{Y_d} = \frac{k_{rt}}{k_r k_{-1} + k_r k_{-1} + k_{rt} k_{-1}} \frac{k_1 k_t}{k_{eq}} \]  
(A.7)

An equilibrium distribution is achieved when irreversible processes are relatively very small. The relative yield in such a situation is given by
\[ R_{eq} = \frac{k_{rt} k_1 k_t}{k_r k_{-1} k_{-1}} \]  
(A.8)

Eq. (A.7) can now be written as
\[ R = \frac{R_{eq}}{1 + (k_{rt}/k_{-1})[1 + (k_r/k_{-1}) + k_t (n-1)/k]} \]  
(A.9)

A.2. Effective rates

The residence time \( t_1 \) in the initial state, in the absence of irreversible processes at the initially oxidized nucleotide \( d \), is evaluated as
\[ \tau_1 = \int_0^\infty C_1(t) \, dt, \]  
(A.10)

where \( C_1(t) \) is the time dependent concentration of the initial state \( (C_1(0) = 1) \). The dynamics of the system is governed by the kinetic equation
\[ \dot{C}(t) = H' C(t). \]  
(A.11)

The rate constants matrix is given by
\[
H' = \begin{pmatrix}
-k_1 & k_{-1} & k \\
k_1 & -(k_{-1} + k_{-1}) & k \\
-k_{-2}k & k & k_{-1} & (k_{-1} + k_{-1}) \\
k & -k & -k_{-1} & k & k_{-2}k \\
k_{-1} & k_{-1} & k & k_{-1} & k \\
k & -k & -k_{-1} & k & k_{-1} \\
k & -k & -k_{-1} & k & k_{-1} \\
k & -k & -k_{-1} & k & k_{-1} \\
k & -k & -k_{-1} & k & k_{-1}
\end{pmatrix}
\]  
(A.12)

Here there is no water reaction at the initial site and therefore \( k_0 = 0 \). The formal solution of the kinetic equation is
\[ C(t) = \exp\{H't\} C(0); \quad C_1(0) = 1. \]  
(A.13)

So we get
\[
\tau_1 = \int_0^\infty C_1(t) \, dt = -\left[ H' \right]_{1,1}^{-1} \frac{k_{rt} k_1 + (n-1) k_{-1} k_{rt} + k_{rt} k_{-1}}{kk_{rt} k_{rt}}.
\]  
(A.14)

Several limiting cases are of interest:
1. A fast irreversible process \( (k_{rt} \gg k_{-1}) \):
\[ \tau_1 \sim \frac{k_{rt}}{kk_{rt}}. \]  
(A.15)

The effective rate constant is
\[ k_{rt eff} = \frac{1}{\tau_1} = \frac{k_s}{k_{-1} (k_{-1} + k_{-1}) + (k_{-1} + (n-1))}. \]  
(A.16)

2. In the symmetric case \( k_{rt} = k_{-1} \):
\[ \tau_1 \sim \frac{(n-1) k_{-1} + 2k}{kk_{1}}. \]  
(A.17)

The effective rate constant is
\[ k_{rt eff} = \frac{k_s}{k_{-1} (k_{-1} + (n-1))}. \]  
(A.18)

3. The asymmetric case \( k_{rt} \gg k_{-1} \):
\[ \tau_1 \sim \frac{(n-1) k_{-1} + k}{kk_{1}}. \]  
(A.19)

The final state accumulation time is given by
\[
\tau_2 = \int_0^\infty (1 - C_{n+1}(t)) \, dt
\]
\[
= \int_0^\infty \left( 1 - k_{rt} \int_0^\infty C_{n+2}(s) \, ds \right) \, dt
\]
\[
= \int_0^\infty \left( 1 - k_{rt} \left[ H' \right]_{n+2,1}^{-1} \exp\{H't\} - 1 \right)_{n+2,1} \, dt.
\]  
(A.21)

Using the result \( \left[ H' \right]_{n+2,1} = -1/k_{rt} \) we obtain
\[ \tau_2 = k_{rt} \int_0^\infty \left[ H' \right]_{n+2,1}^{-1} \exp\{H't\} \, dt = k_{rt} \left[ H' \right]_{n+2,1}^{-2}. \]  
(A.22)
In the limit of large $k_{ir}(k_{ir} \gg k_{\perp})$ one obtains
\[
\tau_r = \frac{kk_{\perp} + kk_{\perp} - (n - 1)k_{\perp}k_{\perp}}{kk_{\perp}k_{\perp}} - \frac{n}{k_{\perp}k_{\perp}2k}.
\] (A.23)

If also $k_{\perp}$ is very large then
\[
\tau_r = \frac{k + (n - 1)k_{\perp}}{kk_{\perp}} + \frac{n(n - 1)}{2k}.
\] (A.24)

References