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We address some of the unique and basic features of molecular clusters, which involve (i) surface,
interior, and site-selective energetics and dynamics, and (ii) the size dependence of the energetic,
spectroscopic, electromagnetic, and dynamic attributes of large finite systems. Cluster-size equations
provide a unified (but not universal) description of the “transition” of different attributes of clusters to
those of the macroscopic bulk material. We explored fundamental issues, e.g., the physical origins of
cluster-size effects, which originate either from cluster packing or from excluded volume contributions,
and discussed some applications for the quantification of the size dependence of site-specific ionization
potentials, extravalence and intravalence electronic spectroscopy, collective vibrational excitations, and
dynamic effects. The quantification of dynamic cluster-size effects for emergy acquisition in high-
energy cluster-wall collisions opens avenues for the exploration of cluster-impact thermal femtosecond

chemistry.

1. Prologue

We shall be concerned with the energetics and dy-
namics of molecular clusters,'™2 i.e., finite aggregates
containing n = 2-10° particles.*1® For some of us,
trimers and tetramers (n=3,4) constitute an exciting
research area, while others are fascinated by huge
(He)n (n ~ 108) clusters,2"28 e.g., excess electron
binding in surface states of He clusters?®-3? with a
localization onset at n 2 3 x 1053132 Tt was often
stated!~3 that cluster science builds bridges between
molecular, surface, and condensed matter chemical
physics. The broad scientific scope of the ISSPIC-
7 clearly shows that these expectations have been
fully realized. Furthermore, the central role of clus-
ter chemical physics in bridging between scientific
disciplines is of even broader scope and intrinsic sig-
nificance. The exploration of the properties of large
finite systems provides interrelationships between
thermodynamics, atomic and nuclear physics, chemi-
cal binding, structure, condensed matter physics and
chemistry, spectroscopy, molecular dynamics, and
dynamics in the condensed phase.

Let us dwell first on the broad horizons of cluster

chemical physics, ascending the “magic mountain”
of the evolution of atomic, molecular, and condensed
matter science during this century, by eight paths
(Fig. 1). All eight paths go heavenward towards a
unified and complete description of the structure-
electronic level structure—energetics—dynamics inter-
relationships. Cluster science, whose modern con-
ceptual framework was laid at the ISSPIC-1in 1977,
builds a bridge between these eight paths (Fig. 1).
According to Buddha®® such a bridge constitutes a
Middle Way, or rather an Eightfold Noble Way. Clus-
ter science provides the Eightfold Noble Way be-
tween a broad spectrum of scientific disciplines.
Alluding to some of the historical perspectives of
the development of cluster chemical physics, we re-
alize that cluster science is quite old, originating at
the beginning of the century with the work of Mie34
on the optical properties of small particles, while the
seminal work of Kubo?® in 1962 laid the foundations
for the understanding of the electronic properties of
small metallic particles, A landmark in the study
of clusters was provided in 1977 by Friedel! at the
ISSPIC-1, by emphasizing the importance of the
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Fig. 1. An artist’s view of the “magic mountain” of

the evolution of atomic, molecular, and condensed mat-
ter science during this century. The clouds at the sum-
mit represent the unified and complete description of the
structure — electronic level structure, energetic—dynamic
interrelationships. Eight paths go to the peak. The
names of some of the pioneers who initiated each scien-
tific area are marked on the paths. The bridge between
the eight paths (represented by an open arrow) was laid
at the ISSPIC in 1977,

studies of “clean and isolated clusters”, which at that
time constituted a “theoretician’s dream”. The gen-
esis of the chemical physics of isolated clusters orig-
inated from the following experimental and theoret-
ical directions:

(A) The generation of cluster beams. In the 1960’s
Hagena, Gspann, and their colleagues®®=0 de-
veloped the experimental methods for the pro-
duction and interrogation of cluster beams.

(B) Structural concepts. The conceptual framework
for the field originated in the 1960’s from struc-
tural considerations for the close packing of hard
spheres in the icosahedral five-fold symmetry,*!
and the structural implications for rare-gas
clusters.*?

(C) Van der Waals molecules. The experimental4®-16
and theoretical?™8 exploration of van der Waals
molecules containing rare-gas atoms, laid the
foundations for the elucidation of cluster struc-
ture, spectroscopy, and vibrational predissocia-
tion dynamics.

(D) Excess electron localization in supercritical po-

lar fluids.*9-3! Spectroscopic studies of the local-
ization of excess electrons in supercritical water
and ammonia conducted in the 1970’s (Refs. 49—
51) could not be reconciled with the formation of
an excess electron in a microscopically homoge-
neous medium, but rather invoked the concept
of “the formation of a trapped electron localized
in a cluster of polar molecules”.5! The direct
experimental observation of hydrated electron
(H20);; clusters was provided by Haberland and
his colleagues about ten years later,>>755 being
followed by extensive experimental®®-%5 and the-
oretical?®-32:66-76 work on internal®®-61,70-75,76
and surface??-32:65.71-76 excess electron states in
clusters.

The arsenal of experimental, computational, and
theoretical methods for the exploration of clusters
rests on the (partial catalogue) of the following ap-
proaches:

(i) Experimental methods.*"'? These involve tech-
niques for the production of cluster beams,
structural determination, infrared and visible
UV laser spectroscopy, synchrotron-radiation
spectroscopy, photoelectron spectroscopy, mass-
selection, near-threshold photoelectron and pho-
ton detection, electric polarizabilities, and mag-
netic moments, as well as cluster collisional pro-
cesses with atoms, clusters and walls.

(ii) Simulations. These encompass classical molec-
ular dynamics (MD) and Monte-Carlo simulat-
ions,” 8% quantum path-integral MD calcula-
tions,”80 simulations of vibrational and elec-
tronic spectroscopic data,®! and simulations of
nonadiabatic dynamics.8?

(iii) Quantum-mechanical computations. These per-
tain to density-functional methods,®3 atomic
and nuclear physics techniques,?8% condensed
matter models,*® and advanced quantum-
chemistry computations.?6-91

Focusing on modeling and on theory, we note that
both the simulations and the quantum-mechanical
computations are intrinsically limited. The simula-
tions mostly rest on the use of empirical pair poten-
tials, whose accuracy cannot be readily assessed. On
the other hand, the quantum-mechanical methods
give the properties of the system at 0 K. The combi-
nation between quantum electronic calculations and



MD simulations is essential. The combination be-
tween density-functional electronic calculations and
classical nuclear dynamics simulations was perfor-
med.®2°* A most promising future trend will in-
volve the merging between quantum-chemistry com-
putations for the calculations of the many-body in-
termolecular forces and classical MD simulations of
the nuclear motion. This ab-initio MD method is
already implemented by Bonacic-Koutecky and her
colleagues.®®

This overview will focus on some novel aspects of
molecular clusters:

1. Surface, interior, and site-selective spectroscopy.

2. Origins of cluster-size effects, which are due either
to cluster packing or to excluded volume contri-
butions.

3. Excluded volume effects on cluster ionization and

excitation.

Collective cluster vibrational excitations.

The unified description of cluster-size effects.

Dynamic cluster-size effects.

Cluster-impact chemistry.

mt o

2. Surface, Interior, and Site-Selective
Energetics and Dynamics

A unique characteristic of clusters pertains to their
size-dependent large surface/volume ratio. The ap-
plication of the celebrated liquid-drop model®®7 to
a cluster containing n constituents, gives for the frac-
tion F of the surface constituents

F=an"1/3, (1)

where « is a numerical constant, which is determined
by the cluster shape (e.g., @ = 4 for a sphere). This
coarse-grained, limiting relation should be extended
in two directions for low-temperature, rigid, clusters.
Firstly, quantitative information should be inferred
for the structure and the energetics of distinct surface
sites from detailed models and simulations for the
packing of atomic and molecular clusters,1-42:98-102
Secondly, the segregation between internal and sur-
face sites provides only coarse-grained information.
In this context, different energetic and spectroscopic
observables will be exhibited for distinct sites in a
neat cluster or for different substitutional sites of an
impurity in a heterocluster.

Energetics and Dynamics of Molecular Clusters 265

XeArg,

ToP

Fig. 2. Snapshots of the five distinct substitutional (C),
(1), (O), (V), and (T) sites of Xe in XeArs,.

To demonstrate the structural implications of dis-
tinct surface sites and of different interior sites in a
rigid cluster, we consider the structures (obtained by
the conjugate gradient quenching!?31% of the XeArsq
heterocluster (Fig. 2). The ground-state substitu-
tional Xe atom configurations are:4142 (C) central
position, (I) inner edge, (O) outer edge, and (V) ver-
tex (Fig. 2). In addition, the (T) top Xe atom ab-
sorbed on the cluster surface (Fig. 2) was studied.
The (0O), (V), and (T) sites correspond to distinct
surface states, while the (C) and (I) sites represent
different interior configurations. MD simulations re-
veal several interesting temperature-induced config-
urational changes in XeAr, heteroclusters:1%% (a) A
ground-state configurational dilation around the (C)
site, which is manifested by the increase of the (av-
erage) nearest-neighbor Xe—Ar distance, the increase
in the number of nearest neighbors and a motion of
the Xe atom off-center. This configurational change
is exhibited at T = 13 K forn = 54 and T, = 37 K
at n = 146. (b) Surface melting, which is manifested
by the diving of the (T) atom into the first cluster
shell, being exhibited at Tspy 2 25 K for n = 54 and
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Tonm ~ 35 K for n = 146.

The identification of the distinct surface and in-
terior sites in XeAr, rare-gas heteroclusters can be
obtained from the electronic spectra of the guest
atom. The energetics of the lowest-allowed extrava-
lence electronic excitation of Xe in XeAr,, i.e., 1Sq —
3P1(*P3/26s(3/2]1), is expected to be extremely sen-
sitive to the local environment,!67116 providing ways
and means for the exploration of site-specific excita-
tions. The spectral shift in absorption of Xe in the
elemental cluster (relative to the isolated atom) is
dominated by short-range repulsive non-orthogona-
lity overlap—exchange interactions, which result in
large positive energy corrections.!%6116 The appre-
ciable spectral shifts (§v = 0.2-0.8 eV) of Xe in
XeAr,, heteroclusters!37~14! provide a spectroscopic
probe for the identification of distinct surface con-
figurations of a guest atom and for the spectroscopic
interrogation of the atomic shell structure in rare-gas
clusters.

The simulations of the optical absorption spectra
rest on two approaches:

(i) The evaluation of the first and second spectral
moments of the absorption line shape.!l7-120
These observables are calculated from the time-
dependent energy gap

U(t) = Ve(t) - V4 (8), (2)

where V,(t) and V,.(t) are the ground and ex-
cited state potential energies at time ¢, respec-
tively. The first and second moments M; and
M, respectively, of the energy gap are

My = (U(#)), (3)
and
M, = {U(t)%). (4)

These classical expressions for the first and sec-
ond moments are identical to the quantum re-
sults. The spectral shift §v (relative to the bare
atom) is well represented by the first moment

v =M,. (5)

In the Kubo slow modulation limit'?! the line
shape is Gaussian with the spectral linewidth
(FWHM) I’ being determined by the weighted
second moment

A% = M, — M2, (6)

in the form I = nA where 5 = 2.355.

(ii) The semiclassical spectral density method,
81,121-136 which allows for the calculation of the
entire line shape L{E), is given by

L(E) = (1/m)Re ]ﬂ dpda p(p, 9) /0 "

X expli(E — weg — (U))7]
x eXP[—Q(Ta D, Q)] 3 (7)

where E is the photon energy, weg is the energy
gap of the bare atom, g(r,p, q) is the two-time
integral of the semiclassical energy-gap autocor-
relation function in the time domain, p(p, ¢) rep-
resents the distribution function of the ground
electric state in the accesible region (£2) of the
phase space, while p and ¢ are the momenta and
coordinates of the atoms, respectively.

The semiclassical method, Eq. (7), was applied to
simulate the absorption spectra of XeAry clusters,!%®
using as input data reliable excited state Xe(®P;)-
Ar(*Sp) pair potentials, adopted from the work of
Messing, Raz, and Jortner.!!3114 The size depen-
dence of the absorption spectra for the central (C)
site (IV = 12-199) portrayed in Fig. 3 reveals Gaus-
sian line shapes, which, according to the analysis of
their power spectra,!%® correspond to the Kubo slow
modulation limit,'?! with the linewidth and spectral
shift given by Eqs. (5) and (6). The spectral shifts
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Fig. 3. Cluster size and temperature dependence of
the line shapes for the central (C) Xe substitutional site.
The dashed vertical line represents the bare Xe atom
excitation.



for lower (N = 12,54) clusters reveal strong tem-
perature dependence (Fig. 3) due to ground-state
configurational relaxation, while for large clusters
(N = 133-199) év assume large values (0.80-0.83
at 30 K).
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Fig. 4. The comparison between the calculated site-
specific line shapes of XeAr;g9 at T = 30 K (lower panel)
and the experimental spectrum (Ref. 139) of XeArzoq pre-
pared in a supersonic expansion of 0.01%Xe+Ar (upper
panel). The calculated line shapes are labeled by the spe-
cific sites: C=center site, 1-4 interior sites, and 5-8 sub-
stitutional surface sites. The experimental spectrum is
decomposed into separate (dashed line) Gaussians, which
represent site-specific excitations (Ref. 139). The vertical
dashed line is the bare Xe atom excitation.

Méller and his colleagues!37-141 applied energy-

and time-resolved fluorescence methods with syn-
chrotron-radiation excitation to study excited state
energetics and dynamics of the 'Sy — 3P; excita-
tion of Xe in XeAry (N = 1-5000). Our simula-
tions (for N = 12-206) at T = 30-35 K,1%° will be
confronted with the experimental reality.}37-14! The
experimental highest absorption band in moderately
large XeAry (N = 200) clusters (6v = 0.78 eV) is
well accounted for (Fig. 4) in terms of simulation for
the excitation of (C) site. In Fig. 4 we display the
simulated site-specific absorption bands for the in-
terior sites (1)-(4) and the surface sites (5)—(7) of
XeArjge at T = 30 K, together with the experimen-
tal spectrum of XeArypo [prepared in a Xe(0.01%)
+ Ar supersonic expansion].!3%-141 The experimen-
tal band at év = 0.27 eV (Fig. 4) is assigned to sub-
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stitutional surface sites (4)—(6), with the linewidth
containing inhomogeneous contributions. The ex-
perimental band at év = 0.66 eV and the broad
band dv = 0.46 eV in XeArqgo (Fig. 4) are assigned
to interior sites, i.e., (1) and (2) sites, respectively.
This spectroscopy assignment provides an overview
of site-specific impurity excitations. Selective spec-
troscopy of surface states was obtained from. (Xe+
Ary) crossed beam experiments.!3%-141 A remarkable
feature of the experimental spectrum of XeAr;sq pre-
pared in crossed beams!4®:!4! (Fig, 5) is the “spec-
troscopic desert” in the range 8.8-9.4 eV, whereupon
the contributions of the (C) site and of the interior
(1), (2), and (3) sites are negligible. The promi-
nent experimental absorption band, which peaks at
8.7 eV, is assigned to the superposition of the ex-
citations of the Xe substitutional surface sites (4),
(5), and (6), with a major contribution from the sur-
face site (4) (Fig. 5). The experimental linewidth
I' = 0.12 eV exceeds the calculated linewidth (" =
0.10 eV at T = 30 K), presumably reflecting inho-
mogeneous broadening. Finally, we note that the
excitation of the (T') top atom is missing, being pre-
cluded by surface melting.
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Fig. 5. The comparison between the calculated site-
specific line shapes of XeAri4¢ at T = 30 K (lower panel)
and the experimental spectrum of XeAr;50 prepared in
a crossed beam experiment of Xe+Ary (Refs. 140 and
141). The calculated line shapes are labeled by the spe-
cific sites (C)—central Xe substitutional site, (1)-(3) in-
terior Xe substitutional site, (4)-(6) surface Xe substitu-
tional sites, and (T)-top site. The horizontal dashed line
is the bare Xe atom excitation.
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The information on the energetics, manifested by

dv, and on the nuclear dynamics, emerging from the -

homogeneous line shape, provides the basis for the
exploration of excited state dynamics. Of consider-
able interest is the dynamics of configurational nu-
clear relaxation around electronic extravalence exci-
tations.!*? Figure 6 portrays the time evolution of
the average Xe—Ar nearest-neighbor distance REyy
in XeAr; 46, following the excitation of the (C) site.
The configuration dilation occurs on a time scale of
300-500 fsec, being manifested by the marked in-
crease of Ry .
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Fig. 6. The time evolution of the average Xe-Ar dis-
tance Ry n of Xe (°P1) at the (C) site in XeAri46. T = 10
and 30 K mark the equilibrium ground-state cluster tem-
peratures prior to excitation. Note the configuration di-
lution manifested by the increase of Ryn on the time
scale of ~ 300 fsec.

This large configurational dilation, i.e., “bubble
formation” around the Rydberg excitation, will be
manifested in a small spectral shift in emission rel-
ative to the free-atom energy and in a large Stokes
shift between the absorption and the emission peak
energies. The simulated temporal evolution of the
fluorescence peak from the (C) site (Fig. 7) reveals
a dramatic decrease from the initial value of év =
08 eV to év ~ 0.08 eV at ¢t = 1 psec. In Fig. 7
we also show the implications of site-specific excited
state nuclear dynamics for the excitation of different
Xe sites of XeAr;45. The configurational relaxation
times for the interior sites (1)-(3) and for the surface
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Fig. 7. The time evolution of the peak energy of the
Xe(®P1) — Xe(*Sq) fluorescence band of Xe in different
initial sites in XeArj4g clusters. The equilibrium ground-
state temperature prior to excitation is T = 10 K. The
specific (C), (1)-(6) Xe sites are labeled as in Fig. 5,
with site (7) representing the top site. The peak energy
is represented in terms of the spectral shift év of the flu-
orescence maximum relative to the bare-atom excitation.

sites (4)—(6) and (7) are ~ 100-200 fs (Fig. 7). The
complete time evolution of v in emission for differ-
ent sites occurs on a time scale of ~ 1 psec, with
dv converging to low (0.08-0.02 eV) values. As the
radiative lifetime of the Xe(®*P,) state is on the nsec
time domain, the time evolution of év contributes
0.1% to the fluorescence yield. Nevertheless these
dramatic sub-picosecond dynamic effects may be
amenable to experimental observation either by up-
conversion fluorescence or by time-resolved absorp-
tion studies.

3. Origins of Cluster-Size Effects

A key concept for the quantification of the unique
characteristics of atomic and molecular clusters per-
tains to size effects.!43-146 These involve the evolu-
tion of structural, thermodynamic, electronic, ener-
getic, electromagnetic, dynamic, and chemical fea-
tures of finite systems with increasing the cluster
size. Cluster-size effects fall into two distinct do-
mains:

(A) Specific size effects. In the “small cluster” size
domain an irregular size dependence of the rel-
evant cluster properties x(n) (where n is the
number of constituents) is exhibited. This ir-



regular pattern is manifested most dramatically
in the existence of “magic numbers” in x(n)
vs n, which reflect shell-closure effects. Typi-
cal examples involve the structural closed shells
of Mackay icosahedra®!+*? in clusters of rare-gas
atoms®®192 and of spherical large molecules,103
the enhanced energetic stability and the increa-
sed ionization potentials for electronic closed
shells in metal clusters,®#8 and the expected
increased stability of the Fermion closed shell
structure in (*He)y clusters.!47-149

(B) Smooth size effects, which are revealed for
“large” clusters. In this size domain a quanti-
tative description was advanced for the “transi-
tion” of energetic, electronic, spectroscopic, elec-
trodynamic, and dynamic attributes of clusters
to the infinite bulk system in terms of cluster-
size equations (CSEs),!43-146

x(n) = x(c0) + An~*, (8)

where A is the constant and 8(8 > 0) is a posi-
tive exponent.

CSEs, which are quantified by Eq. (8), can be
traced to two distinct physical origins: cluster pack-
ing and excluded volume effects. These two cate-
gories will now be considered.

3.1. Size effects originating from
cluster packing

These effects pertain to the consequences of the large
surface/volume fraction of clusters. For sufficiently
large clusters, the fraction of the surface atoms is
given by Eq. (1). A straightforward utilization of
this result pertains to the description of extensive
variables Y, e.g., the internal energy, entropy, or
magnetization of the cluster. Viewing the cluster
of n constituents as a composite system consisting of
surface and volume subsystems, the value of the ex-
tension variable Y (n) is obtained from an additivity
rule for these subsystems

Y(n) =n(1 = F)y, +nFy,, (9)

where y, and y, are the corresponding variables (per
constituent) for the bulk and surface, respectively.
The total value of the variable per constituent y(n) =
Y(n)/n is obtained from Eqs. (1) and (9) in the form

y(n) = yo + a(ys —yu)n /3. (10)

Energetics and Dynamics of Molecular Clusters 269

Equation (10) constitutes a simple application of the
liquid-drop model,?®°7 which was advanced in nu-
clear physics. Equation (10) is isomorphous to the
CSE, Eq. (8).

A useful application of the CSE, Eq. (10), due
to cluster packing, involves the description of the in-
ternal energy per constituent u(n) = U(n)/n of the
cluster of total internal energy n, which can be de-
scribed in the form

u(n) = uy + a(us — uy)n "3, (11)

where u, and u, are the energy (per constituent) for

the volume and surface constituents, respectively.143
150,151

3.2. Size effects originating from
excluded volume contributions

A multitude of energetic and spectroscopic size ef-
fects can be described in terms of the infinite system
observable, which is corrected to the excluded vol-
ume contribution. The CSE, Eq. (8), then assumes
the general form

x(n) = x(c0) + C(n), (12)

where
C(n) = An~P (13)

is the excluded volume correction term. C(n) ac-
counts for the modification of the bulk value for the
observable in the cluster, due to the excluded volume
outside it (i.e., the range R, to co0). R, is the cluster
radius, which is related to the radius Ry of a single
constituent by

R. = Ryn*/3 . (14)

Accordingly, the excluded volume correction can be
expressed in the alternative form

C(R:) = A(Rc/Ro)™3% . (15)

As was previously pointed out,!*® the CSE,
Eq. (12), is better than it appears at first sight for
the quantification of the physical observables. All the
short-range contributions to x(n), which are usually
difficult to evaluate, are incorporated in y(oo), which
is often taken from experiment. What is explicitly
evaluated is the correction term C(n) arising from
the excluded volume contributions. These excluded
volume contributions are determined by long-range
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effects, which are amenable to a reliable calculation.
We shall now apply excluded volume effects to the
energetics and spectroscopy of clusters.

4, Excluded Volume Effects on Cluster
Ionization and Excitation Energetics

The CSE, Eq. (12), was successfully applied to a
multitude of energetic and spectroscopic size ef-
fects.143-146 Some relevant examples are listed be-
low.

4.1. Charging energy coniributions to
cluster ionization potentials

Here C(n), Egs. (13) or (15), originates from the
charging energy contributions to the cluster ioniza-
tion potential. For the creation or removal of a charge
from the center of a spherical cluster, the application
of the continuum dielectric model for the excluded
volume outside the cluster results in C(R.) oc B!,
so that C(n) is given by Eq. (13) with 8 = 1/3.
This situation is realized for the vertical ionization
potentials of rare-gas clusters, the ionization poten-
tials of metal clusters,'*® and the vertical binding
energies of interior excess electron states in large
(NHg3);; clusters.®” The excluded volume contribu-
tion of an impurity in a heterocluster depends on
the location of the impurity. The distribution be-
tween surface and interior impurity states is of inter-
est in the context of anion solvation in water clusters,
e.g., X~ (H20), (X = F,C¢,Br,1)88-91, 1527160 5pq of
rare-gas heteroclusters (Sec. 2).195:187-141 The djelec-
tric model'®1-165 for the surface configurations re-
sults in the excluded volume correction to the ioniza-
tion potential of the form C(R.) x R, [1+ f(RZY)),
where f(-) is a small correction function.!'®® The ion-
ization potentials of distinct sites in a neat clus-
ter or a heterocluster are different and a theory of
site-specific cluster ionization potentials was recently
developed.1%°

4.2. Elecitronic heterocluster spectroscopy

Optical absorption spectra of M - A, heteroclusters,
consisting of an aromatic molecule (M) embedded
in a cluster of inert-gas atoms (A) which correspond
to an intravalence excitation of M, are of interest
in relation to the microscopic interrogation of sol-

vation phenomena, and for the utilization of M as
a probe for the cluster microenvironment and nu-
clear dynamics.!19:120:129,130,166-174 The clyster-size
dependence of the electronic excitations, i.e., the spe-
ctral line shapes, their spectral shifts 6v, Eqgs. (3) and
(5), and their weighted second central moments A2,
Eq. (6), can be quantified in terms of CSEs. The
CSEs for the optical properties rest on-a spherical
representation of the cluster with the impurity be-
ing located at an interior central configuration. The
spectral shifts are due to cumulative M—A disper-
sive interactions, while the second moment originates
from short-range nuclear dynamic effects.

The spectroscopic observables, §r and A, are de-
termined by integrals of the powers of the product
e(r)g(r) over the cluster volume, where g(r) repre-
sents the isotropic radial distribution function and
e(r) corresponds to the microscopic (dispersive) spec-
tral shift exerted on M by a single atom located at r.
We express the two lowest spectral moments M, (R.)
and A(R.) of the cluster in terms of the moments
M; (co) and A(oo) of the bulk system, which are cor-
rected to the contribution of the excluded volume!#4

M;i(R.) = M;(c0) — C1(Re), (16)
and
[A(R)]? = [A(c0))* — Ca(Re), (17)
where the excluded volume corrections are
Gy =p [ Pre@ot),  (9)
R

FiiRg=i /R T dr e gm2,  (19)

where 7 is the average density and £ = P’k TkT,
where &t is the isothermal compressibility.

As usual, we consider a sufficiently large cluster
(with R. > Ry > Ry, where Ry is the average ra-
dius of M), where the excluded volume (r > R.)
is microscopically homogeneous, i.e., g(r) = 1. The
microscopic dispersive spectral shifts exerted by the
atoms in the excluded region can be taken as iso-
topic in their asymptotic form e(r) = —y/r®. Equa-
tions (18) and (19) for an M - A, heterocluster then
result in the correction to My: Ci(R.) = A,R;3 =
Ain~l, where 4; = —4dnyp/3 = -—')«RE,“S and A, =
—7R§. For the correction to A we get Co(R.) =
AR;% = Aon~3, where A; = 47€y2/9 and A; =
(4m€v*/9)R5°.



The CSE for the spectral shift is
bv(n) = ébv(o0) + Ayn~t, (20)

where A; = /RS. The linewidths are determined
by A, which exhibits the CSE

A(n) = A(co) — Bn™3, (21)

where B = A3/2A(00). In the fast modulation limit
(rcA/R < 1) the homogeneous spectral linewidth
Ty =2A%7./h (i.e., the dephasing width) is

T's(n) =T(c0) — (2427 /B)n 2, (22)

where 7. is decay time for the energy-gap autocorre-
lation function.

For the slow modulation limit (rcA/A > 1) the
linewidth I'; = nA (with 7 = 2.355) is

[s(n) = [s(c0) — Bn 2, (23)

where B = nA, /2A(00). Equation (23) for the slow
modulation is useful for large clusters, with the pa-
rameter B appearing in this limit being B =
[k Trr /87 R3A(0)).

The CSEs for év(n) and for I'(r) imply that the
size dependence of the two spectroscopic observables
is different, providing a specific example for the
nonuniversality of the CSEs. The test of the CSEs,
Egs. (20) and (23), is provided by experimental
datal? and MD simulations'?® for 6v(n), and by
MD simulations for 9-10-dichloroanthracene (DCA)-
inert-gas heteroclusters. In Fig. 8 we portray the size
dependence of év(n) and [;(n) for DCA-Kr, (n = 5
28) heteroclusters. The increase of |6v(n)| with in-
creasing n is well accounted for by Eq. (20), while the
weak size dependence of I';(n) is qualitatively con-
sistent with the predictions of Eq. (23). To provide a
quantification of the spectroscopic CSEs we present
in Fig. 9 the experimental data for the size depen-
dence of the spectral shifts of DCA-Ar,, (n = 1-55)
heteroclusters, together with the results of MD sim-
ulations of this observable,}?° which are in excellent
agreement with the experimental data. In the size
domain n = 30-55, év(n) exhibits a monotonous,
although pronounced, size dependence which is con-
sistent with Eq. (20) with év(co) = —610 cm™!. In
the insert to Fig. 9 we analyzed the available experi-
mental data for the cluster-size dependence of §v(n)
for DCA-Ar,, with » = 30-55,20 for » = 1000 +
500,17 and for n = oo (i.e., the Ar matrix spectrum;
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Fig. 8. MD simulations of the spectral shifts v (W)
and of the homogeneous linewidths, I's = nA (4) for the
large DCA-Kr,, (n = 5-28) clusters at 29 K according to
Refs. 120 and 144. The MD simulation results were fitted
by the CSEs for these observables. The dashed line repre-
sents the CSE for év, Eq. (20), with év(c0) = —900 cm ™"
and A = 5.6 x 10* cm™!. The solid line represents
the CSE for A, Eq. (23), with A(co) = 45 cm™! and
B=40cm™!.
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Fig. 9. The size dependence of the experimental é» data
for DCA-Ar, (n = 1-55) clusters from Ref. 120 (e and
solid curve). For large clusters év is accounted for by the
CSE, Eq. (20), presented by open circles (o and dashed
curve). The insert shows the CSE for these experimen-
tal v data for n = 30-55 (Ref. 120), n = 1000 =+ 500
(Ref. 175), and the bulk solid (Ref. 176), which display
the linear relation of 6 vs n™!, according to Eq. (20).

Ref. 176). These experimental data follow the linear
relationship év(n)/ecm™! = —610 + 4.2 x 10°~71, in
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accord with the CSE for év(n), Eq. (20). The beauty
of this analysis is in transcendenting computer simu-
lations and providing analytic results for the analysis
of spectroscopic data.

5. Bulk and Surface Collective
Vibrational Modes

An interesting example of size effects, originating
from cluster packing, are surface collective vibra-
tional modes and interior compression modes.?¢:97
The collective cluster excitations can be treated by
the application of the nuclear physics liquid-drop

model.?%7 The frequencies of surface collective
modes are24:96,97,145,146

hws(n) = an™'/2 (24)

where a = [€(¢ — 1)(£ + 2)A;/3uR3]. Here ( is the
angular momentum gquantum number, A, the surface
energy, and Ry is the radius of a single constituent
of mass w. The frequency of the interior mode of
compression breathing is?496:97,145,146

fwy(n) = bn~=1/3 (25)

where b = wfic/Rp and c is the velocity of sound.
The distinct size dependence of fiws(n) and fiwy,(n)
originates from the different dispersion laws for sur-
face riplons [w(g) o« ¢/] and for bulk compres-
sion excitations [Q2(g) o g¢]. Note that for these
vibrational modes for the liquid (nonrigid) cluster
hws(00) = fiw,(00) = 0. For a rigid (solid) cluster
the interior compression mode, Eq. (25), has to be
modified to include the contribution hwy,(0c0) of the
surface phonons of the infinite solid, resulting in the
CSE

by, (n) = hwy,(00) 4+ bn=1/3 (26)

Vibrational collective excitations of (*He), and
(3He),, clusters, which are liquid down to 0 K22-24
were calculated,?»11%146 requlting in fwy(n) =
25.6n~1/% K for (“He), (Fig. 10) and hwn(n) =
17.9-1/3 K for (*He)y (Fig. 11). For the quadrupole
(¢ = 2) surface modes of (*He),, the collective vibra-
tional excitations are?"145:146 f, (n) = 10.5n~1/2 K
(Fig. 10).

No direct experimental observations of these col-
lective vibrational excitations for (He), clusters are
yet available. On the experimental front, some in-
teresting expectations can be provided. The binding

ENERGY(K)

n

Fig. 10. Cluster-size dependence of the energies of the
surface (fiws) and interior compression (fiw, ) collective vi-
brational modes of (*He), clusters. The CSEs, Eqs. (24)
and (25) are obeyed. §F; is the binding energy per atom.

50F \ ‘ ' ' 7
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3 - 3
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1 1 |
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n
Fig. 11. Cluster-size dependence of the energy of inte-

rior compression collective vibrational mode of (*He).
clusters, as calculated from Eq. (25). §E3 is the binding
energy per atom.

energies per atom 8§ E, for (‘He),, and 6E; for (3He),
are smaller than the frequency of the interior mode
for relatively small clusters, i.e., 6E; < fuwy(n) for
n < 180 and 6E3 < hwy,(n) for n < 800 (Figs. 10
and 11). In this cluster size domain one-quantum-
induced evaporation of 1He or 3He atoms from the
cluster will occur. The size onset for this single-
atom evaporation will exhibit a striking isotope ef-
fect. The quadrupole surface collective vibrational
frequencies are too low relative to 6 E4 (Fig. 10) to
induce a one-quantum evaporation. A more isoteric
implication of these collective vibrational modes per-
tains to their coupling to electronic states of an ex-
cess electron on the surface of a large (He),, cluster.3!
These bound surface excess electron states constitute
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Takle 1. Estimates of “critical” cluster sizes for the attainment of bulk properties.

Observable 3 n¢ |Afx {0} nt
Cohesion energy alkali clusters 1/3 5 1 108
Ionization potentials of

rare-gas clusters 1/3 20 0.1 102
Ionization potentials and electron

affinities of metal clusters 1/3 60 0.7 3 x 10%
Photoionization of 17 (H20), 1/3 125 1 108
Photoionization of (NHgz ), 1/3 150 3 3 x 107
Collective vibrational

compression modes of Ary 1/3 20 5 108
Confined Wannier excitons in

rare-gas clusters 2/3 700 1 103
Dispersive spectral shift M - A, cluster 1 10 T 7 x 10%
Dispersive spectral width M - A, cluster 3 10 1 f:

% Rough estimates for the minimal cluster size {(n > n_) for the applicability of the CSE.

Reference 143 in present work.

b Relative deviation of physical property from bulk value < 1%.

giant electronic states with weak (ground state) bind-
ing energies,’®3! E 4, i.e., —0.695 meV < Eyp <0,
which raise interesting questions regarding the sepa-
ration of electronic and nuclear motion in these sys-
tems. For large clusters in the size domain n =~ 10°,
Ejp = —0.26 K and the electronic energy is com-
parable to the vibrational interior collective mode
(Hwn, =~ 0.26 K). Under these extraordinary circum-
stances the conventional Born-Oppenheimer sepa-
rability between electronic and nuclear motion may
break dowrn.

A beautiful experimental verification of the exis-
tence of the cluster compression breathing mode was
obtained by Buck and Krohne!”” from scattering of
He atoms from Ar, {n = 25-4600) clusters. The
cluster-size dependence of the maximum of the vibra-
tional energy transfer obeys the CSE, Eq. (26), with
the intercept fuwp{0o) being given by the Rayleigh
mode of the (001) surface phonons of bulk solid Ar.

6. The Unified Description of
Cluster-Size Effects

The description of “smooth” cluster-size effects [in
range {B)], which originate either from cluster pack-
ing or from excluded volume contributions, results
in the quantification of the gradual “transition” from
the large finite cluster to the bulk systems. The CSE,
Eq. (8), provides a unified description for the ener-

getic, quantum, electronic, spectroscopic, and elec-
trodynamic size effects.!*371%6 Table T provides an
overview of the parameters of CSEs for a multitude
of physical atiributes, which are specified in terms
of the # exponent. Table I also shows the validity
conditions for the applicability range of these CSEs,
which are specified in terms of the minimal number
n_ of constituents for the onset of range (B). From
the data in Table I, i.e., distinct CSEs (with different
values of § and n_) for different physical properties,
it is apparent that the cluster-size effects are not uni-
versal.

The CSEs provide the first quantitative answer
to one of the central questions in the area of cluster
chemical physics.>'*3 What is the minimal cluster
size for which the cluster properties become size in-
variant and do not differ in any significant way from
those of a macroscopic sample of the same material?
According to the CSE, the relative deviation from
the bulk value for a specific physical property x(n)
will be

Ix(r) — x(o0)|/Ix(c0)| = |A/x(0)|n ™% .  (27)

Defining somewhat arbitarily the realization of bulk
properties for n > n. when the relative deviation is
< 1%, one estimates for the number of constituents,
N, the “critical” cluster size to be

ne = 100*/P| A/ x(c0)|}/P. (28)
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Table I provides a compilation of the values of
|A/x(00)|. The catalogue of n. (Fig. 12) reveals a
variation of n. over eight orders of magnitude for
various physical properties. The largest value of n
corresponds to electromagnetic interactions (e.g., the
Einstein coefficients for spontaneous and stimulated
emission) which are characterized by the dimension-
less size parameter (2mRo/A\)n'/3, where ) is the
wavelength of light.!*® On the other extreme, dis-
persion interactions result in the lowest values of n..
From the foregoing analysis we conclude that the
CSEs provide an unified (but not universal) descrip-
tion for the merging between the properties of micro-
scopic large finite systems and those of the macro-
scopic bulk material.

LIMITING CLUSTER SIZES
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Fig. 12. An overview of the critical cluster size (nc)

for the attainment of bulk properties for different
observables.

7. Dynamic Cluster-Size Effects

Continuing our excursion in the world of molecu-
lar clusters, we focus on dynamic cluster-size effects.
An important class of dynamic phenomena pertains
to specific-size effects on vibrational energy flow in
molecular clusters, which exhibit a “transition” from
reactive vibrational predissociation in small clusters
(e.g., Xe3Ar;;) to nonreactive vibrational relaxation
in moderately large clusters (e.g., Xe3Arsq).!*? An-
other significant class of relaxation pertains to
electronic-vibrational radiationless transitions,'8:179
which also exhibits specific size effects. We shall ex-
plore smooth dynamic cluster-size effects, which can
be traced to cluster packing.

Fig. 13. Snapshots of the collision of a I;Arss cluster
with a Pt surface. The guest I2 molecule (black balls) is
located in an interior state within the Ar cluster (white
balls). The Pt surface (grey spheres) consists of 6 lay-
ers, with 120 atoms each. The cluster temperature is
10 K and the surface temperature is 300 K. The times
are marked on the four snapshots. At t = 0 the clus-
ter with initial center-of-mass velocity v = 10 kmsec™"
(E? = 1.23 x 10 eV) is located at a center-of-mass
distance of 20 A from the wall. At ¢t = 175 fsec the
cluster-wall impact achieves a peak of the cluster poten-
tial energy. Subsequently, cluster fragmentation occurs
at t = 247 fsec, while at ¢t = 578 fsec the dissociation of
12 is clearly exhibited.

High-energy cluster-wall collisions'®%-2°7 (with
the acceleration of atomic or molecular cluster ions
containing 10-500 constituents to velocities up to
v ~ 50 kmsec™! and kinetic energies up to Ej ~ 100
keV) involve a novel high-energy, ultrafast, cluster-
size-dependent energy-acquisition process.!8!:203-206
When an internally cold, but rapidly moving, cluster
collides with a relatively incompressible solid surface,
a microscopic shock wave with an extremely high
transient particle density (~ fourfold of the standard
density), temperature (up to 10% K), and energy den-
sity (up to ~ 100 eV/particle) can be temporarily
generated within the cluster on the fsec time scale,
which constitutes a new medium, in which novel pro-
cesses of energy acquisition and disposal are expected
to occur. During the ultrashort time domain of the
cluster—wall collision, thermal equilibrium is not ap-



proached, but rather energy may be localized, re-
sulting in pair energies considerably exceeding the
equilibrium energy.203:205

The energy-acquisition process for cluster-wall
high-energy collision can be characterized by the res-
idence time 7, which is given by the width (FWHM)
of the time-dependent cluster potential-energy curve.
7 provides the time scale for the prevalence of the in-
tracluster microscopic shock wave. The cluster-size
dependence of 7 can be described in terms of a CSE,
which can be traced to cluster packing. The resi-
dence time obeys the relation!®!:203,205

T=R/v, (29)
where the cluster radius is given by Eq. (14), so that
[r()])™" = (v/Ro)n /2. (30)

This dynamic CSE is borne out by molecular dy-
namics simulations for high-energy collisions between
neat inert-gas clusters and a metal surface (Fig. 13).
203,205 This analysis of the v and size dependence of
7(n) (Fig. 14) provided a quantification of dynamic
cluster-size effects.

02054 7 5p
[fsec -
V:[O cm/sec
0.168° 1
|9}
. 0l2F
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w
< oo8f
.
0.04F
n=512
1 | | |
0005353 04 08 08 10

V(10Tem/sec)

Fig. 14. The dependence of the inverse residence time
of Kr, clusters colliding with a Pt surface on the initial
cluster velocity, according to Eq. (30). The insert shows
the linear dependence of 7 vs n!/? at a fixed cluster ve-
locity v = 107 cmsec™! (EQ/n = 43 eV).
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8. Towards Cluster-Impact Chemistry

High-energy cluster-wall collisions provide a novel,
unique, medium for the initiation and control of che-
mical reactions under extreme conditions of local de-
sity, energy density, and temperature on the fsec time
scale.203,205.206 o have initiated theoretical?0%:206
and experimental®®? studies on chemical reactions in-
duced by cluster-ion high-energy collisions with sur-
faces. Many challenging questions arise, for example:
(1) Can efficient conversion of cluster kinetic energy
to intracluster energy be realized? (2) Can signifi-
cant localization of internal energy occur within an
impurity molecule embedded in the cluster and trig-
ger a chemical reaction? (3) What is the cluster-size
dependence of the yield of energy conversion and lo-
calization? (4) What is the cluster-velocity depen-
dence of the yield of energy conversion and localiza-
tion? (5) What are the mechanisms of the chemi-
cal reactions induced by cluster-wall collisions and
do they differ from those induced by bare-molecule-
surface collisions? (6) What are the time scales for
energy acquisition, for energy localization and for a
chemical reaction?

Our exploration of the new field of cluster-impact
chemistry started with MD simulations of bond brea-
king of a diatomic molecule embedded in an atomic
cluster, i.e., I in rare-gas clusters, which collide (at
the initial velocity v and kinetic energy Ef) with
a metal Pt surface. The time scale 7 for the en-
ergy acquisition for IzAr, clusters is characterized
by the cluster residence time, Eq. (29), with R; =
Ro(n + £)/3, where the numerical factor of £ = 2.9
constitutes an I self-volume correction. The linear
plot of 77! vs v, according to Eq. (30), is well obeyed
for N = 11-553 (Fig. 15). The slopes A of the linear
relation 7! = Av are given by A = Ry'(n +£)~1/3
(Fig. 15), with the reasonable value Ry = 2.5 A.

Of considerable interest are the I dissociation
yields Yp,?°%2%¢ which depend on the initial cluster
kinetic energy E{ and reveal a gradual increase of Yp
above threshold towards unity (Fig. 16). The initial
kinetic-energy dependence of the dissociation yield
of I, in IsAr, or IsXe, clusters quantitatively differs
from the dissociation yield Yp(I2) of bare I on the
Pt surface (Fig. 16).205:296 Yp(I,) vs Ep reaches a
shallow maximum and saturates at Yp = 0.35. The
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Fig. 15. The dependence of the inverse residence time
of IzAr, (n =11, 53, 139, 319, and 553) clusters on the
initial cluster velocity, according to Eq. (30). The slopes,
A, of the linear plots 7=! = Av obey the cluster dynamic
size equation A = Ry'(n + 2.9)~/? (with Rp = 2.5 &),
as is evident from the insert.
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Fig. 16. The initial velocity dependence of the Iz dis-
sociation yields for the impact of bare Iz, I2Ar;ss, and
I2Xe125 clusters on a rigid Pt surface.

distinct kinetic-energy dependence of the dissocia-
tion yields of the bare Iy and of the molecule in the
cluster reveals novel features of cluster-impact dis-
sociation dynamics.20%:296, The dissociation mecha-
nism of bare I, is dominated by a heterogeneous rota-
tional excitation mechanism. On the other hand, the
cluster-impact-induced dissociation of IsAr,, involves
two parallel processes: (i) a heterogeneous dissocia-

tion mechanism on the surface; (ii) high-energy intra-
cluster Ar-I, collisions, which result in vibrational
excitation and dissociation of the guest. This homo-
geneous mechanism makes a marked contribution to
the dissociation dynamics of I, rare-gas clusters.

Of considerable dynamic interest is the time scale
for the cluster-impact-induced dissociation of the I,
molecule. In our MD simulations?°5+2%6 we have de-
fined the origin of the time scale as the onset of the
cluster-wall collision, and characterized the dissoci-
ation event by a geometrical criterion,?°® i.e., the
attainment of the I-I distance of 1.34r., where 7. =
2.66 A is the equilibrium I-I separation. The mean
dissociation times (7p) in the impact-energy domain
up to EY/n = 30 eV reveal the following features:
(a) for a given cluster, (7p) decreases with increas-
ing Ep; (b) for a fixed value of EQ/n, (rp) increases
with increasing the cluster size. The time scale for
cluster dissociation at higher values of EQ /n (Fig. 17)
is comparable to the vibrational time of the I guest
molecule, 7(Iz) = 156 fsec. Thus (mp) > 7(I,)
(Fig. 17), manifesting an ultrafast femtosecond chem-
ical process on the time scale of the intramolecular
motion. Cluster-impact dynamics opens up a new
research area of thermal femtosecond chemistry.
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Fig. 17. The initial kinetic energy dependence (E2/N)
of the Iz cluster Pt surface impact (averaged) dissociation
times (7p) of Iz in Iz Ary clusters (N = 53 and 553). The
two solid lines were passed through the data for N =
553 (top) and N = 53 (bottom) to demonstrate that
{(mp) decreases with increasing E{/n, and increases with
increasing n. The shortest dissociation time scale for
n =53 at v = 10 kmsec™? is {mp) ~ 150 fsec.



In 1977 at the ISSPIC-1 the exploration of the
structure, energetics, spectroscopy, and dynamics of
clean and isolated clusters constituted “a theoreti-
cian’s dream”.! This dream has come true.
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