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10.15 CONCLUDING REMARKS 386

Dedication

This article is dedicated to the memory of Charles Coulsen.

10.1 INTRODUCTION

In order to classify the diverse field of radiationless transitions let us first
adopt the experimentalist’s point of view and specify a radiationless process
in terms of ‘transitions’ between ‘states’ (i.e. clectronic, vibrational or
rotational) of a system (i.e. an atom, a molecule or a solid) which do not
involve absorption or emission of radiation. Such a broad definition encom-
passes a wide class of physical and chemical phenomena, which can be
classified in the following manner:

A. Relaxation in atoms
(Al) Atomic Autoionisation'

B. Relaxation in molecules
a. Basic processes

(B1) Molecular Autoionisation?

(B2) Predissociation?®-?

(B3) Electronic relaxation between different states of a large molecule.
Internal conversion (spin conserving processes) and intersystem
crossing (invelving pure spin states of different spin multiplicity)*-**

b. Medium induced processes

(B4) Vibrational relaxation"’

(BS) Thermally induced predissociation'®
c. Complex processes

(B6) Photochemical rearrangements'®-#!

C. Relaxation in solids
(C1) Thermal ionisation of impurities??
(C2) Thermal electron capture??
(C3) Electronic relaxation in impurity states
(C4) Electron energy transfer?-2
(C5) Autoionisation of metastable excitons®
(C6) Electronic relaxation of excited states®

D. Relaxation in solutions
(D1) Thermal electron transfer?
(D2) Electronic energy transfer®
(D3) Dynamics of electron localisation®®

From the theoretician’s point of view such a broad definition involves some
hidden assumptions and pitfalls. First, the concept of a ‘state of the system’
has to be properly characterised. The experimental excitation conditions by
optical, electron impact, collisional or thermal excitation have to be precisely
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defined in order to specify the nature of the non-stationary state of the system
which exhibits time evolution. Second, one has to consider not “transitions’
in the general vague sense but rather focus attention on channels of the
molecular system. From this point of view the main decay channels in
excited molecular states can be classified as follows:

(a) Radiative decay.

(b) Direct decomposition, i.e. photodissociation and photoionisation,

(¢) Indirect decomposition, i.e. predissociation and autoionisation.

(d) Non-radiative clectronic relaxation in excited states of large molecules.
(e) Vibrational relaxation.

(/) Unimolecular photochemical rearrangement reactions.

Processes (a)-(¢) obviously occur in an “isolated’, collision free, molecule.
Process (d) also takes place in an isolated large molecule which corresponds
to the ‘statistical limit'**-*', while it may be induced by medium perturbations
in a small molecule®*-3*. Process (¢) exclusively originates from medium
perturbations'”. Processes of type (/) are very complex?' and may involve
a combination of processes (b)-(d).

The large bulk of experimental information now available on the radiative
decay characteristics and the emission quantum yields from electronically
excited molecular states®-'¢-**-“ does not only provide information concern-
ing the radiative decay channels but involves as ‘hidden variables' the
contributions of other non-radiative decay channels. A major goal of the
theory is to untangle this information and to provide a comprehensive
picture of radiationless processes in electronically excited molecular states,
which will emerge from a proper description of their radiative decay. Comple-
mentary information will be obtained from the analysis of optical lineshape
data and from the quantum yields for the population of non-radiative decay
channels. It is the purpose of this review to discuss the aspects of recent
theoretical work which elucidate the interplay between various radiative and
non-radiative decay channels in electronically excited states of polyatomic
molecules, thus providing a unified theoretical picture regarding the fate of
bound, electronically excited, states of large molecules?-34. 4'-74_ This review
is not intended to be exhaustive or complete, but rather to expose the current
understanding of the important class of electronic relaxation phenomena.

10.2 ‘SHORT TIME’ AND ‘LONG TIME’ EXCITATION
EXPERIMENTS

From the experimentalist’s point of view the following spectroscopic infor-
mation is of fundamental importance for the elucidation of the decay
characteristics of excited molecular states.

(1) Decay characteristics of clectronically excited states. The most detailed
information originates from the time- and energy-resolved pattern of the
radiative decay of excited electronic states. In the simplest case the decay
pattern is exponential and the excited state is characterised by a single lifetime.
More complex decay patterns which involve a superposition of exponentials
were also recorded. Finally, the decay may (in principle) exhibit an oscillatory
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behaviour which onginates from interference between closely spaced discrete
levels This phenomenon of quantum beats, which s well known n level
crossing atomic spectroscopy ™. i3 not yet experimentally established n large
molecules

(2) Time evolution of the population of molecular excited states other than
those which were 1mitially excited” In particular, we are nterested in the
population of molecular states which act as exit channels 1n predissociation
and in electronic relaxation

(3) Cross sections for photon scattering from molecules. These involve
both elastic photon scattering to the ground electronic-vibrational state and
resonance Raman scatiering of the ground electronic configuration. We shall
refer to these processes as ‘resonance fluorescence’

(4) Optical absorption lineshapes.

(5) Cross sections for photofragmentation of molecules undergoing direct
photodissociation.

(6) Cross sections for populations of exit channels in predissociation and
for electronic relaxation.

(7) Quantum yields for resonance fluorescence.

(8) Quantum yields for photodissociation and predissociation.

These experimental observables fall into two different categories. In
general, two classes of experiments, which will be referred to as ‘short
excitation” and ‘long excitation® processes, can be utilised to extract physical
information concerning the decay of electronically excited states of large
molecules. When the temporal duration of the exciting photon field is short
relative to the rcciprocal width of the molecular resonance, it is feasible to
separate the excitation and the decay processes and to consider the decay
pattern of the metastable state'®.3.3'.41.42,64,71.75-7  Thjs experimental
approach involves a ‘short excitation’ process. The study of the decay
pattern of ar ‘imually”excited state corresponds to such a “short excitation’
experiment. On the other hand, when the exciting photon field is characterised
by a high-energy resolution, being switched on for long periods (relative to
the decay time), the excitation and the decay processes cannot be separated
and one has to consider resonance scatteringsfrom large molecules within
the framework of a single quantum mechanical process. Such ‘long excitation’
experiments involve the determination of optical line shapes, cross sections
for resonance fluorescence, for intramolecular electronic relaxation and for
photodissociation®®-7-72-7.%_ Emission quantum yields can be obtained
both from ‘short time' excitation experiments, by the integration of the
decay curve or from ‘long time" experiments, which result in the energy
dependence of the quantum yield. In general, the physical information
extracted from “short time" and ‘long time” excitation experiments is comple-
mentary but not identizal”™

10.3 BASIC MODELS AND BASIS SETS

Several theoretical models for the decay characteristics of elcclronically
excited states have been advanced and solved at various levels of sophistica-
tion. Such models provide a schematic description of the energy levels of the
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zero order Hamiltonian, which should incorporate both the molecular
system and the radiation field, while the residual interaction couples the zero
order states. Clearly, the choice of the basis set is a matter of convenience
and does not affect observable quantities. To obtain a transparent physical
picture, which will provide a basis for numerical calculations, the selection
of the zero order states has to satisfy two basic criteria: (i) the energies of the
basis states have to be as close as possible to the spectroscopic energy levels;
(ii) one would like to be able to employ a moderately small, truncated, basis
set incorporating only a limited number of excited electronic configurations.
Let us consider now the conventional dissection of the Hamiltonian, H,
for a system consisting of 2 molecule which interacts with the radiation field:

H= HM + Hua + Hin (IOI)

where the total molecular Hamiltonian, A,,, consists of a zero order mole-
cular Hamiltonian H,,,, and the non-adiabatic intramolecular interaction,
Hy, which involves interstate coupling via the nuclear kinetic energy or
spin-orbit coupling. Thus the molecular Hamiltonian is

Hy = Hyo + Hy (10.2)

To complete the definitions in equation (10.1), H,,, is the Hamiltonian for
the free radiation field while H,,, labels the radiation-matter interaction term.

Following the work of Franck and Sponer® in molecular physics and of
Kubo®? in solid state physics, it was widely accepted that a proper choice of
the zero order states involves the Born-Oppenheimer (BO) representa-
tion®-*, whereupon the nuclear kinetic energy operator provides the coupling
term for internal conversion. There has recently been a lively controversy
regarding the nature of these interactions and several authors have confronted
the Herzberg-Teller™-* coupling with the breakdown of the BO approxi-
mation. We shall now demonstrate that the utilisation of the BO basis set
minimises off-resonance coupling terms between different electronic con-
figurations, by discussing the general features and merits of the adiabatic
BO basis and the crude adiabatic®* basis set,

The electronically excited eigenstates of the zero order Hamiltonian,
H\o, which is not yet specified, are labelled as follows:

(1) Discrete vibronic levels |s), |r), etc., of an excited electronic configura-
tion.

(2) A manifold of levels {|/>} corresponding to a lower electronic con-
figuration and which are quasi-degenerate with the |s) (and/or to the |r))
level.

(3) Other bound zero order states {|b>} which correspond to vibronic
components of different electronic configurations and which are well separa-
ted from |s> (and |r) etc.) relative to their total width. In fact, when |s) and
|r> in (1) are coarsely spaced, |r) can be taken within the |b) states which
can also include different vibronic components of the same electronic
configuration as |s). In general, the levels of types (1), (2) and (3) portrayed
in Figure 10.1 are sufficient for the description of non-reactive electronic
relaxation. The electronic ground state is labelled by the vibronic components
lg v> where v = 0 refers to the vibrationless level. It is important to notice
that the low-lying ground states |g v) can be considered as eigenfunctions of
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Hyo as well as of H, as off-resonance non-adiabatic corrections for these
states are nepligrble

Consider now the dissecuon of the molecular Hamiltonian H,, T
T, + Ur.Q). where r and @ represent electronic and nuclear coordinates.
T represents the kinetic energy operator and U(r.Q) is the potenual energy.

Figure 10.1 A schematic representation
of the relevant molecular states and
couplings. Wavy lines represent intra-
molecular coupling. Arrows ndicate
dipole coupling via the interaction with
the radiation field

Let {jnv>} be any complete set of molecular zero order functions where the
electronic and the nuclear motion has been arbitrarily separated. The first
index refers to the electronic state and the second to the vibrational state.
We can then define the projection operator P,, = |nv>{ne|. Utilising the

completeness relation Y ,.P.. = 1, and the resulting trivial relation Hy,
= Z"-"P""HMZ'-"P"-"‘ we can then define the components of equation
(10.2) via ¢

Hyo = ZPnrHMPn
nr

HV - Z Z P.n'HMpx'n"

e a'e
LN i

(10.3)

We shall now consider the adiabatic (A) and- crude adiabatic (CA) basis
sets®™ assuming that each set is complete for any value of @, noting in
passing that it can easily be demonstrated that a molecular function can
be expanded in terms of either the (orthonormal) adiabatic or the crude
adiabatic set. This is, however, a necessary but not a sufficient condition for
completeness.

In the Born-Oppenheimer representation |nv)> = ¢$h(r,Q)ym(Q) where the
electronic ¢ and nuclear y2 wave functions satisfy the well known equations

(7. + Ur.Q2(r.Q) - ES(Q)(r.Q)

10.4
[T ~ EXQ) + (SATolét NxMQ) = EALMQ) L
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so that

while
N Cals U{cQ|q$,, RS

HY = ) |drxa En &2 ynl (10.5a)
-~ A E(Q) - 'E (Q) CQ

A )
nx
-~ g a’v

+ RO KPR1E2 e QP |l a e VI 2| (10.5b)

where { » denotes integration in the electronic r space, while ( ) denoted the
integration in the nuclear Q space. In the crude adiabatic representation®
Inv> = ¢S, Qo) % SN @), where the electronic ¢* and nuclear ¥4 wave
functions satisfy

ne =3 3 et

(Tr + U(r,Qo)]¢s* = EX(Qo)s™
(To + ESMNQo) + <$SMAU Q) I4SMQ) = ESMENQ) (10.6)

where AU = U(r,Q) — U(r,@,) and @, is an arbitrary fixed nuclear con-
figuration. In this representation

=) MO ESR A SN (10.7a)
VA = 3 3, S AEDSA AN T + AU QIS AKX
~#a's (IO.?E;)

Equations (10.6) and (10.7) provide a self-consistent definition of the zero
order Hamiltonian of both basis sets. The following remarks should be made
at this point.

(1) Both A and CA untruncated basis sets are, of course, adequate from
the formal point of view.

(2) Both the A and CA basis sets are diagonal within the same electronic
configuration. This point is well known concerning the A basis®, while

* regarding the CA basis it constitutes a special case of the prediagonalisation
conditions discussed by Hobey and McLachlan®,

(3) While the adiabatic potential surfaces EA)(Q) are well known from
theoretical calculations, until recently no information was available con-
cerning the crude adiabatic potential surfaces ECAY( Q) = ($SAAU(r, @)|SA>.
The validity of the CA wave function for representing the energy levels of
diatomics was examined by Lefebvre er al.* for the ground state of H, and
N,. From their results reproduced in Table 10.1 it is apparent that the CA

. procedure pays a heavy toll for not allowing the electron distribution to
adjust to the nuclear configurations. The CA wave functions lead to poor
zero-point energies in the case of H, while for the case of N, the resemblance
between the A and the CA potential surfaces is merely accidental. An
intermediate procedure®®, labelled as the semi-CA approach, which relaxes
the electronic freedom for the core electrons, somewhat improves the situa-
tion but still leads to poor results. One can thus conclude that the CA basis
results in an extremely poor representation of the “spectroscopic’ molecular
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Table 10.} Zero-point ground-state encrgies for adiabatic (A) and crude-adiabatic (CA)
potential surfaces of diatomics®

Molecule Zero point energy cm ™! Method
H, 2639 (A) 1s and 2p, basis
4179 (CA) s and 2p, basis
2168 Experiment
N; 1434 (A) Minimum basis set
1 465 (A) Double-{ basis
21 826 (CA) Minimum basis set
4320 Semi (CA) Double-{ set
1176 Experiment

* Data from Atabek, Hardisson and Lefebvre (1973). Chem. Phys. Leir., 10, 40

states, thus violating our basic conditions (i). This constitutes a serious
difficulty involved in using the (CA) basis.

(4) The conventional Condon approximation, which is popular in the study
of radiative coupling terms in polyatomics and in solids, is inadequate for
the evaluation of interstate coupling terms originating from the breakdown
of the BO approximation. The Condon approximation applied to the matrix
elements in equation (10.5b) involves the following simplifications: (a) The
second term in (10.5b) is discarded. (b) The energy denominator E(Q) —
E.(Q) is assumed to be weakly dependent on the nuclear coordinates and is
set to be equal to a constant, say the electronic energy gap, AE, between the
origins of the electronic configurations |7 and |n"). (¢) The electronic matrix
clements ($P|eU/¢ QY > are assumed to be slowly varying functions of
the nuclear configurations, being taken at Q,, say the equilibrium configura-
tion of one state. We note in passing that assumptions (6) and (c) provide
necessary conditions for the validity of assumption (a) as each of the matrix
elements in (10.5b) does not involve a Hermitian operator. Provided that
assumptions (b) and (c) hold the interstate coupling matrix elements are

APy — BQINCYE Dl .00
A, A D A E

X.r(Q)} (10.8)

X {Xw(Q)’;é

being factored into an electronic matrix element, which for small displace-
ments is non-vanishing only for some promoting modes*-%”-*, @, and a
Franck-Condon vibrational overlap factor. It has been known from work on
relaxation in solids'® and molecular predissociation'' that the Condon
approximation is invalid for non-adiabatic interstate coupling, and that the
major contribution to the integrals in (10.5b) originates from the vicinity
of the crossing hypersurface of the multi-dimensional potential curves. The
Feynman operator technique was applied®” to evaluate the interstate coupling
matrix elements in (10.5b). The formal results could be disentangled®” only
for the case of a two-electronic-level system in the weak electronic-vibrational
coupling limit*’-® [i.e. a small relative displacement between the minimum
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positions of the two electronic potential surfaces E£,(Q) and E,(Q)]. Thisis a
situation common for electronic relaxation in large organic molecules (see
Section 10.13). The interstate coupling takes the form

{H%‘)):r.u'c' i {H%M}..-,.‘.-'C {10-9)

which is just the Condon approximation, equation (i10.8), modified by a
correction factor. Detailed numerical calculations®” of ( are displayed in
Figure 10.2, for both resonance and for off-resonance coupling. For near-
resonance coupling a reasonable approximation is { =< AE/A®n, where &

20..

e g=025
® g=050
Ag=100

|

off-resonance @ g = 0.50

9 5 ) s

Figure 10.2 The non-Condon correction factor §
for non-adiabatic interstate coupling. The reduced
encrgy is € = AE/h expressed in terms of the
electronic energy gap AE and the mean molecular
frequency. The electron-phonon coupling strength
£ = 2(4}/2) is expressed in terms of the reduced
]

displacements 4, between the minima of the potential
surfaces normalised to the nuclear zero-point r.m.s.
displacement

is the mean molecular vibrational frequency. Thus (A{M),.. .- & AE~* while
{ oc AE/h@, whereupon the strength of near-resonance coupling is practically
independent of the energy gap. We further notice only a weak dependence of
{ on the (weak) electron-phonon coupling strengths. On the other hand, for
off-resonance coupling { ~ 1-2, being practically independent of AE, so
that (H{M),,.»w- ¢ 1/AE, which results in small correction terms originating
from interstate coupling between |s> and |6 or |{> and |b> in Figure 10.1.
The BO basis minimises off-resonance coupling terms between different
electronic configurations,

(5) The situation is drastically different with regard to the CA basis where
the near-resonance and off-resonance coupling terms assume the same form.
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The ratio of the off-resonance coupling terms in the A and in the CA basis
is of the order A& AE ~ 0.1.

The last point illustrates the major difficulty associated with the use of the
CA basis to describe intramolecular coupling and intramolecular relaxation.
The contributions of the off-resonance interstate coupling, which always
exist in real life, cannot be disregarded, whereupon a large number of (CA)
electronic configurations has to be incorporated to account properly for the
features of intramolecular electronic relaxation, thus violating the basic
convenience condition (ii) for the choice of a basis set. The utilisation of the
BO basis and the identification of Hy with the breakdown of the BO approxi-
mation provides the mathematical basis for the basic model system for
intramolecular electronic relaxation which involves two electronically excited
configurations, as portrayed in Figure [0.3.

Is,voc )

{In vec) }

(o)

[Il, uuc)}

Figure 10.3 Basic models for intramolecular ele®&ronic relaxation
in a large molecule (a), and for interstate coupling in a small
molecule (b)

Apart from the nuclear kinetic energy terms which scramble zero order BO
states of the same Spin multiplicity, other intramolecular interaction terms
may modify the mixing. For example, electronic-rotational interactions
between spin states of the same multiplicity may be considered. These
coupling matrix elements which conserve the rotational quantum number XK
(for a symmetric top) are of the order'®? |K2A*/[*AE| where [ is the appro-
priate moment of inertia. Such contributions'®® are expected to be small
relative to the resonance vibronic type coupling terms. Obviously, spin-orbit
interactions have to be included in the case of mixing of quasi-degenerate
pure spin BO vibronic levels which correspond to two electronic states of
different spin multiplicity®-'?-'°, This problem has been quite extensively
surveyed in the recent literature and we shall refrain from reviewing it.
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In most work on the theory of intramolecular coupling and electronic
relaxation in large molecules the role of rotational etfects was disregarded.
Concerning small molecules, we should like to menuon rotational effects
on interstate coupling in diatomics, originating from the change in the
rotational constant between two electronic states, which modifies the energy
separation between these rotovibronic levels'®. More interesting is the
marked dependence of the predissociation rates of some diatomics on the
rotational quantum number which is due to vibrational-rotational coupling
effects'®- 1% [n the case of large molecules we argue qualitatively that
vibrational-rotational coupling effects are expected to be small, whereupon
interstate coupling conserves the rotational quantum numbers, and one can
thus just consider vibrational rather than roto-vibrational manifolds corres-
ponding to different electronic configurations. A complete theoretical study
of this problem would be of interest. From the experimental point of view
the work of Parmenter and Schuh'® on resonance fluorescence from the
first singlet state of benzene has demonstrated that intersystem crossing in a
large molecule is insensitive to rotational effects. An attempt was recently
made'® to interpret the fast pressure-independent intersystem crossing
from the lowest triplet in aromatic hydrocarbons in the low-pressure gas by
invoking the role of rotational effects. Unfortunately, no distinction was
made'"® between inhomogeneous line broadening and homogeneous broaden-
ing. The latter results in intramolecular relaxation while rotational effects
contribute to the former width and not to intramolecular decay. )

The highly idealised level scheme in Figure 10.3 provides a universal
model for interstate coupling in polyatomics and for radiationless transitions
in a large ‘isolated’ molecule. A zero order vibronic level |s) of a higher
electronic state, which carries all the oscillator strength from the ground
state, is quasi-degenerate with an intramolecular manifold {|/,} of bound levels
which correspond to a lower electronic state. The {|/>} manifold is devoid
of oscillator strength. In the case of a large molecule, when the energy gap
between the electronic origins of |s) and the {|/>} states is reasonably large
(~1¢V), we have large densities of {|/>} states which are quasi-degenerate
with |s). Typical examples for total density of states are given in Table 10.2.
Although only a subset of levels in the {|/>} manifold is effectively coupled
to |s), the density of these strongly coupled background levels in many large
molecules is still overwhelmingly large. The |s) state plays a central role as it

Table 10.2 Total densities of vibronic background states in some organic molecules as
calculated from the harmonic model

Molecule Lower state Upper state AEjcm ™! plcm

Anthracene T.(*B,.) Si('Ba.) 12 000 5 x 10'°
Naphthalene So('Asp T.(*B;.) 20 000 8 x 10"
Azulene So('Ay) So('By) 14 000 10"
Benzene Ti(*B,.) S,('By) 8 400 8 x 10*
Naphthalene S,('Byy) S:('Bi.) 3400 2 x 10°

Benzophenone T, S, 2 800 10°
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is optically accessible from the ground state, The situation is analogous to a
*doorway state’ 1n nuclear scattering where a single excitation can be reached
via the incident channel™ " Thiy physical system will not exhibit a truly
intramolecular non-radiative relaxation® but rather practical irreversible
decay on the ume scale of interest®®. Subsequent consecutive damping proces-
ses (which were disregarded in this simple scheme) of the [|/>} manifold,
such as infrared radiation, or photon emission in the case of internal conver-
ston, will deplete these levels (see Section 10.11), ensuring the occurrence of
irreversible intramolecular radiationless processes in an isolated large mole-
cule. This situation is commonly referred to as the statistical limit.

The flexibility of molecular systems allows us to change the density of the
{|/} background states at will, by considering different molecules character-
ised by different numbers of vibrational degrees of freedom and by varying the
electronic energy gap (see Table 10.2 and Figure 10.3b). In this context one
has to be careful to distinguish between the implications of interstate coupling
and intramolecular relaxation. Intramolecular interstate non-adiabatic
coupling is exhibited both in ‘small® and in 'statistical’ molecules. In small
molecules'® where the level density of the background states is low, no
intramolecular relaxation is encountered.

The simple level schemes (Figure 10.3) are grossly oversimplified, as the
effect of the radiation field has not yet been explicitly considered. We have
now to digress, returning to equation (10.1) and consider the eigenstates of
H,,4. which will be given by zero-photon states |vac) and one-photon states
|ke>, where k and e label the wave vector and polarisation vector of the
photon. For the treatment of linear optical processes, multiphonon states of
the radiation field do not have to be included. Additional off-resonance con-
tributions to the decay pattern are negligible.

A possible and convenient choice of the zeroth Hamiltonian is

Ho = Hyo + Hea = H—V, V= Hy + Hy,, (10.10)

The eigenstates of H, consist of zero-photon states |s,vac), |r,vac), {|/,vac)},
etc. and of one-photon states |g v,k e>. Obviously, the separation of the
Hamiltonian as expressed by (10.10) is by no means unique and this can be
accomplished in a variety of ways. For example, another useful approach
is to adopt the molecular eigenstates (ME) basis {|n}}, which diagonalises
the total molecular Hamiltonian H,,, whereupon

Hy = Hy + Hpugi V= H — Hy = Hy, (10.10a)

The eigenstates of H, consist now of the one-photon states |g 2,k > and
the zero-photon states |n,vac). The hierarchy of basis sets useful for the
description of decay channels in excited molecular states is summarised in
Table 10.3.

Realistic level schemes corresponding to the eigenstates of M, are dis-
played in Figure 10.4. The doorway state |s) is simultaneously coupled to
the radiation field {|g.k e*} and to the intramolecular quasi-continuum
{}/>} in the large molecule or to a sparse vibronic manifold in the small
molecule. In the case of the small molecule, two alternative descriptions,
which rest on different choices of the zero order Hamiltonian, are illumin-
ating. We may proceed as before, choosing Hy ~= Hpo + H.aar Whereupon
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Figure 10.4 Radiative and intramolecular coupling schemes. (a)
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Table 10.3 Basis sets for the description of interstate coupling and electronic relaxation
in polyatomics

Basis ver Mujor properties Applicability

Crude-adiabatic basis  a. Diagonalises A"

b. Comparable near-resonance
and oﬂ'—resonancc interactions
c. Poor description of potential

surfaces
Born Oppenheimer a. Diagonalises Hyo  Hao Description  of the statistical
basis b. Off-resonance interactions limit

with higher excited states are

negligible
|n.vac Diagonalises H.y, Radiative decay of small mole-

cules and intermediate-type
states of large molecules

|j.vac a. Radiative decay provides the Time evolution of discrete
only dissipative channel electronically excited states
b. Defined in P subspace
c. Diagonalises H,q
d. Non-orthogonal
e. Specifies independently
decaying levels
M.vac a. System characterised by two Parallel radiative and non-
parallel decay channels, radiative decay of excited states
. radiative and non-radiative
b—e. As for |j,vac) basis
Fa Diagonalises H (with zero- and Proofs of general theorems for
one-photon states) the properties of - the decay
amplitudes

the BO doorway state |s,vac: is coupled to a sparse manifold {|/,vac>} and
to the radiation field. Alternatively, one may loak for the molecular eigen-
states {|n>} which diagonalise the electronic Hamiltonian Hy. The zero-
order states of Hy, = Hy + H,,, correspond to |n,vac) which are coupled
to the one photon states. If the spacing between the molecular eigenstates
considerably exceeds their radiative widths, each of these |n) levels decays
(and is excited) independently”- "', We thus encounter a situation occurring
in atomic physics where, excluding cases of accidental degeneracy, a manifold
of well-separated levels (corresponding to the molecular eigenstates) is
coupled to the radiation field.

10.4 EXCITATION OF MOLECULAR STATES BY A PHOTON
WAVE PACKET

We now proceed to provide a physically realistic description of an optical
“excitation process. It has been common in many fields, such as atomic and
molecular line broadening theory* and laser theory''®, to adopt a classical
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description of the electromagnetic field, which s ample for the characterisa-
tion of the optical excitation process. We shall utlise a quantum mechanical
picture for the electromagnezuc field. which enables us to consider with ease
a time-independent interaction. In this formalism we may take into account
the detailed features of the photon statistics of the incident and emitted
radiation without confining ourselves to classical fields. The most natural
way to excite the molecule is to switch on a photon wave packet at 7 0 and
follow the subsequent time evolution of the system’. It is important to notice
that in this experiment we have not necessarily “prepared’ the system in an
initial, metastable, decaying state, but rather that this approach is general
and can be utilised to describe both limits of “short excitation” and ‘long
excitation’ experiments. We shall now handle separately the description of
the time profile of the photon wave packet and the characteristic molecular
decay function, and subsequently show how these two ingredients determine
the experimental observables.

Consider first some properties of the photon wave packet, when the
molecular system is now absent, so that H = H,_, Weak light pulses can be
described in terms of a wave packet of one-photon states™ - 7¢;

d%
V’,=ZA,|ke> —J\M Ak & (10.11)

where k is the photon wave vector, k corresponds to the photon energy
and |k) labels the one-photon state subjected to the normalisation condition
Cklk'> = kd(k — k'); e is the photon polarisation direction. The photon
density per unit volume at time r is given by"'7-''®

plx.y.z.t) = [1/(2r)°]|4( Q)] (10.12)
HQ) = fd’k exp (—iK-Q)A, (10.13)

where

K = (k,kk, k;), and Q@ = (ct, x,p,z) represent the energy-momentum and
the time-space four vectors, respectively. For a light pulse travelling along
the x axis, equations (10.11) and (10.13) take the simple form

dk
v, = 2 Ak ey = J’ Tk Ak &> (10.14)
px,1) = (1/21) |(x + er)]? (10.15)

HO) = (x + ct) = Jdk A, exp [—ik(x + c1)) (10.16)

Thus the four vector Q@ reduces to a scalar, while (1/2m)|¢(x + cr)|* corres-
ponds to the time-dependent spatial profile of the pulse. Let us now define
the Fourier transform of the wave packet amplitudes

Me) = jdkA, exp (—ikr)
| (10.17)
A, = in f dr ¢(r) exp (ikr)
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From equations a3 and 010 ter we conclude that Aty iy O
whereupon 2=y oo provades as soth the photon denaty at v 0 Tos
proper to refer to oo oo the teld ampicade The ight pulse can be characrer-

ised by 1ts amphtudes 1., or. alternatively, by the field amphtude funcuon.
The general features ot the hight pubse can be further described by two types
of parameters (1) the energy parameter, k, defining 1ts mean energy, and
(i1) characteristic times which specily the pulse duration and its charactenistie
rise and fall tmes

We shall now present speaific examples of photon wave packets which will
be subsequently uulised in the study of molecular excitation processes.
Consider a wave packet whose amplitudes are given in terms of a coherent,
Lorentzian distributton '

0 2n)

Rt P o 170/2)

(10.18)
where k15 the centre of the distribution and y,, its width. The field amplitude
for the Lorentzian wave packet is

0 t<0 (10.19)
1) _
exp (—ikn) exp [—(;p/2M] 1 >0

As a second example we consider a square pulse of the form:

exp(—ik) 0<r<T

$(r) =
1<0,t>T (10.20)

whose energy profile is
L exp [itk — K)T] — 1

A = 5p itk — k) (10.21)

It is useful at this stage to consider two limiting situations for the pulse
amplitudes: (¢) An ideal ‘long time" excitation experiment is characterised by
a narrow wave packet 4, = J(k —- k) and consequently |¢(t)] = 1. In this
case the photon wave packet is well defined in energy. (b)) When ‘short time’
excitation conditions are considered we require that ¢(s) = d(¢) and conse-
quently 4, = 1/2n. These definitions are general and do not depend on the
specific form of {4,

We now consider excitation and decay processes in a system consisting
of an ‘isolated’ single molecule and the radiation field. At time ¢ == 0 the
photon wave packet is introduced so that the initial state of the system is a
superposition of one-photon states:

w(0) = ';‘_ Ak e (10.22)

This corresponds to a non-stationary state of the Hamiltonian, H, equation
(10.1), and exhibits time evolution. As we have chosen # in a time-independent
representation, the evolution operator 13 simply

U@1,0) = exp (—iH1) (10.23)
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Thus the state of the system at time 7 is just
w(r) = exp ( —1H)'P(0) (10.24)

w(r) can be expanded in terms of a complete set of cigenstates of a zero
order Hamiltonian which consists of one-photon states, involving a single
ground molecular state }lg.k e |, and zero-photon excited molecular states
{|m,vac}>}. In the BO representation [s, \ac‘ and {}/,vac -}s{|m.vac -}, while in
the ME representation {|n,vac -}={|m,vac"}. Making use of equation (10.22),
equation (10.24) can be recast in the gcncml form

({I(I) = Z Z |m.vac_‘,> AlCm.gl‘(r) it ; Z ]gk e Aicf.i. « gk;(‘)
"k (10.25)

The time-dependent amplitudes C,p(r) with @,8 == [m,vac) or |g.k &) are
given by
C,.5(t) = Lalexp (—iH)|B> (10.26)

The time-dependent matrix elements of the time evolution operator between
the (zero order) eigenstates of H, are referred to as the decay amplitudes of
the system. These incorporate all the information regarding the molecular
decay channels.

Turning now to experimental observables, we can project from (10.25)
cither the one-photon {|g.k’e’>} states or the vacuum states {|m,vac’}. Thus,
the probability of finding the system in any excited state at time ¢ is

P () =Y Kmyacly()|* =Y | ):_ Coared)A*  (10.272)
while the probability of any one-photon ground electronic state is

P =) Kek el =3 |3 Corsr it AW (10.270)

The normalisation condition for w(r) implies the conservation law
P,(8) + Py(1) = | (10.28)

for all r. The total photon counting rate, which monitors the number of
pholons emitted per unit time, is just P,(r) = dP,/dr, which by equation
(10.28) is given by P,t) = mP,(r) We notice that P (1) counts all photons,
including those in the exciting pulse. The cxperimemally relevant photon
counting rate [(r) for all the outcoming photons, excluding those corres-
ponding to the original pulse, is obtained from (10.28) by performing the
summation over k' 7 k, where k correspond to photon momenta of the
pulse:

0=g( % 1akelvonr) - g (X 13 Curmatonsl)

(10.29)
For the case of a single optically active state |s),

I{¢) = I)¢svac|w (e ) )? (10.30a)
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where /7 2mib i, ,0F peois the radiative width of the |y state and p, is the
density of states i the photon field.

In the general case (see Section 10.6),
I(t) ~ Y Nyvaclp) P (10.30b)

where 7§ is the radiative width of the doorway state |V

The time evolution of the system can be completely specified by a super-
position of products of the pulse amplitudes and of the molecular decay
amplitudes, providing a mental, formal separation of the initial conditions
of the system (expressed in terms of the {4} amplitudes) from the molecular
radiative and non-radiative decay processes (expressed via the {C} type
amplitudes). Whether one can consider excitation followed by a subsequent
decay, or alternatively a single-quantum photon scattering process, depends
on the specific experimental conditions. We can now proceed to consider
separately the amplitudes of the photon wave packet, already discussed in
Section 10.3, and the molecular decay amplitudes, The former determine the
nature of the excitation process, while the latter are invariant with respect to
the nature of the optical excitation.

10.5 MOLECULAR DECAY AMPLITUDES

We now require explicit expressions for the decay amplitudes which are
amenable to numerical calculation. It is convenient and practical to intro-
duce at the present stage the Green operator”- '

GE) = (E—H +in)~'in-+0* (10.31)

All integrations over (10.31) will be performed over a contour which runs
from — oo to = just above the real E axis. Let us consider at this point the
complete set of eigenfunctions | of the total Hamiltonian H, which satisfy
the eigenvalue equation Hy —= E . One can write down immediately the
time evolution operator equation and the Grgen operator in terms of the
spectral representation of H,

exp (—iHt) = | exp (—iEy)xl (10.32)
: X
an
lx><xl
G(E) = E - e e 10.33
(&)  E— E +in ( )

These expressions are not valid for any arbitrary basis, but just for the
special basis set |y One can formally recast the time evolution operator in
terms of the Fourier transform of the Green function”. 7

! =
exp (—iHr) = i J. exp (—iE)G(E)dE: 1 >0 (10.34)
where the conventional methods of residue integration have been utilised.
Finally, using the formal representation (10.34), the decay amplitudes are
explicitly expressed in the form
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C,sl1) {2rtt)"J exp (. 1 EnG,  EdF (10.35)

involving the matrix elements of the Green function between the zero order
states. Thus the evaluation of the decay amplitudes reduces to the calculation
of the matrix elements of the Green function.

These general expressions for the decay amplitudes huve many attractive
features. From the physical point of view, such a general approach is most
useful as we are dealing with a large number of molecular levels. From the
point of view of mathematical convenience these expressions are quite easy
to evaluate. In particular it is a simple matter to relate the matrix elements of
G(E) 10 those of the corresponding Green function for the ‘unperturbed’
zero order system G E) = (E — Hy + in)~', where H,  H — V, via' the
Dyson operator identity’s. Some more formal and powerful techniques for
the evaluation of the relevant matrix elements of the Green function are
available™: "%, We note that these matrix elements G,,(E) are of three types:
(i) (g.ke|G(E)|m,vac>, (ii) {m,vac|G(E)|m',vac and (iii) - g.ke|G(E)|g. k'e’ ).
The Hilbert space will be partitioned as follows:

P = Z |m,vac»{m,vac|
0= ; lg.k €)<g.k e]| (10.36)

where the subspace P contain$ the excited zero photon levels while the sub-
space 0 contains the one-photon zero order states. Provided that we disre-
gard the ccatribution of the zero-photon pground state and multiphoton
excited states, which yield only off-resonance terms, the completeness
condition requires that

P+Q=1 (10.37)

We immediately notice that the matrix elements of type (i) combine the O
subspace with the P subspace, while the matrix elements of type (ii) combine
the Esubspacc with itself,

Thus, in view of the orthogonality of the subspaces P and @, the evaluation
of matrix clements of types (i), (ii) and (iii) requires the operators QGP.
PGP and QGQ, respectively. The explicit forms for these operators are’: ''4

QGEVP = (E — QHQ + in) ' QR(EYP(E — Hy — PR(E)P)"

PG(E)P = (E — PHyP — PRE)P)-'P

OG(E)Q = Q(E — QHQ + in)~" (10.38)
+ Q(E — QHQ + in)~'VPG(E)PV

X (E— QHQ +in)~'Q
being expressed in terms of the level shift operator
RE)=V + VQE - QHQ) 'OV (10.39)

which consists of two contributions: a direct coupling, V', and a relaxation
contribution,
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To conclude this exposition of the mathematical methods, we would
like to point out that the partitioning (10.36) is again not umique, as it is
common for many intermediate steps in the formal theory. For some specific
systems it is convenient (se¢ Section 10.10) to adopt an alternative partition-
ing procedure, retaining in the subspace P just the discrete excited molecular
states and throwing into the subspace @ both the radiative continuum and
the molecular (zero-photon) continuum (or quasi-continuum) channels.

It is useful to consider the physical implications of these formal results.
The poles E - E, are located on the real £ axis; thus the system in an eigen-
state of H is characterised by a real energy and does not exhibit a decay
process. When we consider the matrix element of G(E) between the eigen-
states of H, the poles of G(E) have imaginary parts of the form E, — i/2[,.
The imaginary components [, provide the decay rate of a non-stationary
state.

10.6 DOORWAY STATES

We shall now derive explicit theoretical expressions for the experimental
photon counting rate /(t), equation (10.29), utilising the formal results for
the molecular decay amplitudes. Consider the general case of an arbitrary
number of excited states which carry oscillator strength from the ground
state, whereupon m,vac|H,, g,k e) #= 0 for several |m) states. Adopting
the partitioning of the Hilbert space expressed by (10.36) together with

(10.25), (10.36), (10.35) and (10.38) results in .
d ] w0 . - 2
I(t) = di .. ZTti'Jj . dEexp (—iEr) x Z: (g.k'e'|QOG(E)Q|g.ke>A,

(10.40)

Equation (10.38) together with the relation Q¥VQ = 0 now yield for the
matrix element of OG(E)Q in equation (10.40),

'
B _ 8k —K)|(Je,e)
ke |QG(E)Dlgke> = —p—— =
+(E— K -+ in)~ (g K'e'|OVPG(E)PV Qg keXE — k + i)™
(10.41)

The first term on the r.h.s. of (10.41) does not contribute to the sum kK’ # k
in (10.29). To pursue further this formal treatment we shall attempt to express
the matrix element on the r.h.s. of (10.41) in terms of a generalised doorway
state,

|N.vac) = y;‘PVQ[g,koeo} =7 z |m,vac>(m,vac|H,q,|g.k0€0,
" (10.422)

y.’i’ - Z |<gl&080[HInt]mvvac>|z = <g'k060IHlnlzlg!k080I" (10'42b)
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We note in passing that the definition of the doorway state |V vac® 1s inde-

pendent of the choice of the particular one-photon state ke, = The general-

ised doorway state is just a superposition of the excited molecular states each

weighted by its coupling strength with the electronic ground-state-radiative

continuum {|gke>}. The concept of the generalised doorway state was

invoked by Nitzan and Jortner®- ® using first-order perturbation theory.
To complete this exposition, (10.41) can be now recast in the form

Gur(E)

<3J"¢'[QG(E)QIS.’“') = {E_-:k; WEZE T Er})' ke’ # ke
(10.43)
Whete Gun(E) = {N,vac|G(E)|N,vac) (10.44)

Equation (10.40) with (10.44) results in the general expression for the
experimental photon counting rate

(1) = TLPx(r) (10.45)

where
Iy = 2nysip.

Py(t) = KNy (D]? = il J; $(t — DCup(t)dt|?

o

1 2
Cun(7) = 2w ) dE exp (—iENGyp(E) (10.46)

I}, is the radiative width of the |N) state.

The apparertly simple form of (10.45) should not mislead us, since in
general Cyy(7) constitutes a superposition of molecular decay amplitudes,
which combine excited states:

Cun(t) = ). <N,vac|m,vac)C . (1){m,vac|N,vac) (10.47)

mm’

Thus all the relevant information concerning the molecular decay channels
is incorporated in the amplitudes in C,. (7). It is important to realise at
this point that the entire physical information regarding the molecular
decay characteristics is contained in the decay amplitudes C,,,.(t). Thus,
changing the optical excitation conditions, utilising different forms of the
field amplitude $(¢), results in different observed decay-time-resolved photon
counting patterns. However, the basic molecular information extracted from
such experiments is independent of ¢(¢). To provide a physically transparent
demonstration let us consider the special case of a single doorway state
|s,vac), whereupon the r.h.s. of (10.47) contains a single term

1(t) = IV e s f t d(t — 1)Cyy(r)d1|? (10.48)

For the simplest case of photon scattering from a single molecular resonance,
the decay amplitude is given by the well known relation

Cu(t) = exp (—iE,7) exp (—117/2) (10.49)
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where £ 1s the energy of the zero order state [+ while 7* corresponds to its
radiative decay width, or reciprocal lifetime, We have calculated the experi-
mental photon counting rate resulung from excitation of this system by a
light pubse centred at energy k. whose time profile consists of a constant
portion for 0~ - T followed by an exponential decay characterised by
T, = 7o ' """ The vanations of the decay characteristics with changing the
off-resonance energy 4k - E, are portrayed in Figure 10.5, where the
decay pattern was averaged over the Doppler type inhomogeneous broadening,.
These numerical data demonstrate that for the time domain ¢ > T: (1)
At resonance, 4 0, only the natural decay time is observed. (2) For the
off-resonance situation (when 7o > I']) two contributions to the decay
pattern are exhibited. which are determined by the pulse decay time and by
the molecular decay time, respectively. (3) Far off-resonance (when 4 >
7o 2> %) the ratio of the two decay components (at ¢ - T') is constant, of the
order exp (/;T), independent of 4. These results demonstrate the contin-
uous transition between time-resolved resonance fluorescence and near-
resonance Raman scattering, recently studied by Williams er al.'® from a

IOf
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Figure 10.5 Model calculations for time-resolved
decay pattern of a single molecular resonance
excited by a composite pulse whose time profile is
characterised by a constant duration for 0 «* ¢ < T
followed by an exponential decay with a lifetime
7' (dashed line). The experimentally relevant
photon counting rate /(/) is given for various
values of the off-resonance energy parameter 4.
The effects of Doppler broadening are specified in
terms of a Gaussian distribution with a width B.
The following parameters are employed: youd A
100, I"iT = 0.5 and 8/, - 500 expressed in terms
of the resonance width I}
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single rovibrational level of the BT state of 1,. For the sake of the present
discussion we note that the only molecular parameter which can be extracted
from experiment is the decay time (/7).

We are now in a position to provide criteria for the applicability of the
concept of ‘decay of an initially excited state” and its range of validity, and
also to specify the general conditions for “short excitation” and "long excita-
tion® experiments.

The understanding of the nature of the ‘initially prepared” optically
excited state is crucial for the understanding of any short excitation decay
experiment when one wants to formulate the precise conditions for validity
of the separation of the excitation and decay processes. Early treatments of
this problem considered the radiative excitation process to lowest order and
accounted for the non-radiative decay during the excitation process®®-2*. 77,
The original treatments were grossly oversimplified as they disregarded the
radiative decay channel. Rhodes™ has utilised the density matrix formalism
to follow the time evolution after the termination of the pulse. For long
excitation times the density matrix assumes a partially diagonal form™;
however, this does not affect the decay characteristics in the statistical
limit®.*'. Freed’ has treated the excitation-decay process by starting from
the system at 1 = 0 in the state |[g.ke and subsequently terminating the
photon field after an arbitrary time; w(r = 0) in his formalism is precisely
defined in energy and thus this approach is adequate for long-time excitations
rather than for short excitation experiments. The definition of an ‘initially
excited” state is essentially a theoretical problem, as it does not involve an
experimental observable. In order to provide a meaningful definition for
this concept two basic conditions have to be satisfied. (i) A single state has
to be defined which is radiatively coupled to and carrying all the oscillator
strength from the ground state. (ii) The duration of the exciting pulse is
appreciably shorter than all the (radiative and non-radiative) ‘decay times’
(or reciprocal widths) of the excited states. A detailed treatment of the
problem in terms of the effective Hamiltonian formalism (see Section 10.7)
was recently provided™.

10.7 EFFECTIVE HAMILTONIAN FORMALISM

Let us introduce and explore an effective Hamiltonian which specifies the
time evolution of the excited molecular states in the presence of the radiation
field. The use of such effective Hamiltonians is common in ficlds such as
magnetic resonance, where in handling relaxation problems one considers
the time evolution of a small part of the system. In our problem we
shall consider the time evolution of the subpart {|m,vac)} consisting of
all discrete, zero-photon, electronically excited states. Adopting the general-
ised Wigner-Weisskopf approximation'?', Bixon ¢r al.* have demonstrated
that the time evolution of the discrete excited molecular states in the presence
of the radiation field can be described in terms of an effective Hamiltonian.
The same argument was provided®-” in terms of the Green's function
formalism,
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The defimtion of the clfective Hamiltonian for the excited states rests on
the following obsersations

(1) The Hilbert spuace 1s parttioned into the sub:.p.x(.cs P and §.

(2) The photon counting rate, f{r), equatlon (10.45), i1s determined by decay
amplitudes combining levels in the P subspace.

(3) From (1) and (2) it follows that the evaluation of the relevant decay
amplitudes requires the matrix elements of PGP between excited states.

(8) The operator PGP. equation (10.38), is rewritten in the form

PG(E)P -~ P(E — H.q)'P (10.50)
where the effective Hamiltonian in the P subspace is
H.. = P(H, + R)P (10.51)

(5) The evolution operator in the P subspace can be formally represented
utilising equation (10.34)

PU(1,0)P = EEcxp (—iENPG(E)P (10.52)

Now, making use of (10.50) we obtain

PUCLOP = f Y °"§‘:‘-}f§ = P exp (—iH.a)P

(10.53)

(6) A set of states {|j.vac)}, defined in the P subspace, which diagonalise
the effective Hamiltonian can be then used for the spectral representation
of PGP and of the evolution operator in the P subspace.

To explore the general form of the effective Hamiltonian, equation (10.50),
we utilise the definition of the level shift operator, equation (10.39), together
with the relations P(H,,, + H,,)P = 0 and PV(Q = PH,,,0. The effective
Hamiltonian can now be recast in the matrix form

P)
Hyo= Hy + 4 — (/2T (10.54)

where it is understood that H,, combines only |m,vac) states in the £ sub-
space. The explicit forms for the level shift matrix 4, and for the decay
matrix I' are obtained from the relaxation contribution of the level shift
operator, equation (10.39) :

k
A(E) = PPJ Hilg. '_%"‘]H'T pulk)dk (10.55)
F(E) = 2nH,, |g.ke> p(EXg.ke|H;q (10.56)

where g,(E) = p,(k) is the density of states in the radiation field; we have set
E, = 0 and PP represents the Cauchy principal part of the integral.
Thc matrix element of the level shift matrix are

A = PP J- <'""’a°’H'“‘|g";‘ffi" VY202, 3k (10.57)
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This is a generalisation''* of the concept of the ordinary level shift of a
single resonance (i.e. single level interacting with a continuun,). The elements
of the (real) level shift matrix (10.55) diverge when the integration over & is
performed to infinity, as p. (k) o« k2. This well known difliculty'” of quantum
clectrodynamics is solved by a renormalisation procedure as in the theory
of the Lamb shift. The diagonal and off-diagonal matrix elements of 4 are
expected to be of the order of’? 4 ~ L"/n, where L" ~ 10" 2cm™" is the
hydrogenic Lamb shift and n is the number of effectively coupled levels.
Then 4 varies from 1072 cm™"' for a small number of coupled levels to
10-¢cm~! for a dense distribution. These terms will result in radiative shifts
of the real part of H. and they are of minor practical interest. When the
coupling between zero order discrete states and an intramolecular continuum
is considered (see Sections 10.11 and 10.12), the level shift contribution has
to be included when the coupling terms and/or the density of states exhibit
a rapid variation with energy. The level shift term may result in the appear-
ance of ‘new’ states near the continuum threshold*®. In the case of non-adia-
batic coupling between discrete zero order and an intramolecular continuum,
Apm ~ I, and in some cases of predissociation® the level shift contribution
is important in modifying the energy levels.

Of central importance is the damping matrix (10.56) which is explicitly
given in the form

[ om = 2r(m,vac|H,, |g.ke>{g.ke|H . |m' vac>p, (10.58)

The following features of the damping matrix should be noted: (a) I' provides
a generalisation of the Fermi golden rule. For the decay of a single resonance,
the resonarce width (or the reciprocal decay time) is given by /.. (b) I is
in general non-diagonal. (¢) I' is Hermitian. (¢) I' is a slowly varying function
of the energy in the range of interest. (¢) The off-diagonal matrix elements of
I represent coupling between the {|m,vac)} states via the one-photon states.
These off-diagonal contributions are important only in the case of near degen-
eracy when these terms are comparable with the energy spacing between the
energy levels, i.e. [, ~ |E,, — E.|

We now proceed to explore the general properties of the effective
Hamiltonian.

I. The effective Hamiltonian is non-Hermitian. This can be rationalised by
noting that we consider only a subspace of the Hilbert space consisting of the
(discrete) zero-photon manifold. In fact, from the basic definition (10.54)
and from the Hermitian property of I' we conclude that H., is in general
a sum of a Hermitian matrix Hy and an anti-Hermitian matrix —(i/2 IN).

2. When the effective Hamiltonian is non-diagonal within a given basis
of zero-photon states, say {|m,vac>}, these states cannot be considered to
decay independently.

3. One can find, in principle, for the general case and in practice for simple
model systems, a basis of zero-photon states {|jvac"} which diagonalises
the effective Hamiltonian, via the transformation

|/i,vac) |m,,vac)
ljzvacy | = D ]m,.yac> (10.59)
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4. The etfectne Hamiltoman s diagonalised by the transformation
DH.D' A (10.60)

where A 1> diagonal.1e. A, A0,

5. As H. is a sum of an Hermitian matrix H,, and an anti-Hermitian
matrix —(i/2) I'. D is a non-unitary matrix. When we use a basis set {|m >}
of real functions, H , constitutes a complex symmetric matrix and it can be
diagonalised using an orthogonal (non-unitary) transformation matrix D,
i.e. D' - D

6. The matrix elements of the diagonal matrix A are in general complex
Ay =[E - .20,

7. The new basis set {|j,vac } which diagonalises H_q is characterised by
complex energies £, — (i/2) I",. It is natural to assign the real part Re A to
the energies £, of these states while the imaginary parts Im A,, = —(i/2)[,
correspond to characteristic widths of the levels in the presence of the
radiation field.

8. The diagonal sum rule applies to the transformation (10.60). Thus

Re[T,A] = Re T, [H.g] = T. Hy (10.61)

Equation (10.61) implies that Z,E, = Z.,,E,,. which is the conventional
diagonal sum rule. Furthermore, we have the more interesting result Z,F, =
Z,F_,_‘ Thus the sum of the widths of the {|j,vac)} states is equal to the
sum of the diagonal elements of the (non-diagonal) I' matrix in any {|m,vac)}
representation. 3

9. The {|j,vac, } basis set is not orthogonal. This is a consequence of the
anti-Hermitian property of (i/2)I" which causes the non-unitarity of D.

10. In order to expand P in terms of diagonalised projections we shall
now define the complementary basis set {j,vac>} by the relation:

|ji.vac) |m,,vac)
jz,vacy | = (D) ]mf,vac;o (10.62)

In the special case when the |[m,vac. basis set has a real representation, the
wave function corresponding to|j,,vac) is the complex conjugate of the wave
function for | j,,vac . We can thus write for the general case” P = zjlj,vac)
<jvac).

11. The time evolution operator (10.53) is

PU(LO)P = Pexp(—iHq1)P = Z ljvac exp [—id r]
i
x (Jvac| = Y |jvac> exp [—iE,r — }t)jvacl (10.63)
/

This general result implies that the decay amplitudes combining any pair
of |m,vac. states will be expressed as a superposition of terms of the form
exp [—({,/2)t — iE;1), i.e. a sum of independently decaying exponentials.
The basis set |jvac. can be considered as the set of independently decaying
levels characterising the molecular system.
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12. Finally. we shall recast the Green's function in the £ subspace in the
spectral representation of the independently decaying levels [jvac Making
use of {10.34) and (10.63) we obtain

PG(E)P - >4l
(E) Z EZ E T (DT (10.64)
which is, of course, nothing but the inverse Fourier transform of (10.63).
This result will be useful for the study (see Section 10.14) of absorption and
photon scattering cross sections in a system characterised by a large number
of closely spaced levels.

10.8 GENERAL THEORY OF TIME EVOLUTION OF EXCITED
STATES

We are now able to provide explicit expressions for the decay amplitudes
which describe the time evolution of the excited states. Equation (10.46)
with the aid of (10.64) takes the form

Cyn(t) = ; (N,vac|jvac exp [—iE,t — (I/2) t]{j.vac|N,vac)

(10.65)
Thus (10.45) is
10) = r,:{z AAFEOFL) = S A4, PIEN 0
I3 ]
+ 2Re Z A',-Ajﬁ?‘(r)l-'f(r}} (10.66)
=
where the coefficients are
Ay = (NIHGIND (10.67)

while the time-dependent amplitudes are given by

Fi(t) = f dr é(r — 1) exp (—iE,1) exp (— ? r) (10.68)
0
The photon counting rate [equation (10.45)] is
I(t) = T%Y Y AA3EF)FR() (10.69)
T T

We can also obtain a useful expression for the population probability,
P(1), of all excited states -

P(y=) ; A FROF] (1)
. £

4, = (N,vac|j,vac){j,vac|j",vac){j’,vac|N,vac) (10.70)
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To bring (10.66) and (10.69) into a more tractable form let us utilise the
Lorentzian photon wave packet [equation (10.18)] for optical excitation: In
this special case

exp [—iE f]exp[ - ,0.2) — exp [ —ikt] exp [~ y,42]

P, s EE
iD= k= E, +il(T = 72} (10:68a)

From these results we can immediately draw some general conclusions for
the time evolution of a system of closely spaced levels. (a) The time evolution
of the excited states i1s expressed in terms of cross products of the functions
F7(r). (b) Tt s important to notice that the matrix A,-,, equation (10.70), is
not diagonal in view of the non-orthogonality of the basis set {|jvacd}.
(¢) Each of the functions £7(¢) incorporates dual information. It contains the
molecular energies £, and widths [, of the independently decaying levels,
together with relevant energy parameters k and y,, which characterise the
maximum energy and the width of the exciting pulse. () The timz-independent
denominators in F? provide the attentuation factors for absorption of the
pulse energy by the [jvac. levels. (¢) In the limit ¢ — oo, FJ(t) — 0 for all j,
irrespective of the relation between 5, and {/7,}. This implies that P,(0) = 0.
Thus for a physical system characterised by a discrete spactrum of excited
states the total photon emission yield at r = co is unity, i.e. Py o) = I.
It is important to stress that we have considered a discrete molecular spec-
trum. When the spectrum of Hg, (or of Hy,) contains continuum states we
should not incorporate them in the P subspace. Under these more compli-
cated circumstances we have to include the zero-photon continuum molecular
states in the Q subspace while the P subspace contains only discrete levels.

Under these conditions the probability that the system is in the (extended) 0

space at [ == a0 is still unity; however, the photon emission yield at r = o
may be lower than unity owing to the branching between the radiative
channels and the non-radiative continuum channels. (/) In the limit of high-
energy resolution of the exciting pulse, y, <€ I'; and the contribution to the
FF(r) functions originating from the molecular lifetimes [, is masked by the
long decay time of the pulse. Under these circurastances of ‘long time excita-
tion’ the time-resolved photon counting rate does not yield any relevant
information regarding the “molecular” widths. (g) In the limit of a broad
excitation pulse we encounter the ‘short excitation’ experiment and the time-
resolved decay pattern is exhibited.

10.9 THEORY OF ‘SHORT TIME’ EXCITATION EXPERIMENTS

We can now provide a realistic discussion of the ‘preparation’ of metastable
states by requiring that the energetic spread y, of the photon wave packet
considerably exceeds the characteristic widths I, for all the independently
decaying levels, i.e.

v,> T, (10.71)

for all j. Under these circumstances the functions Ff(¢), equation (10.70),
take the form
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exp[—iElexp( ([, 20)]

P —
k) E, —k iy (10.72)

The time evolution of the excited states resulting trom the realistic “short
time' excitation experiment can be now written utilising (10.70) and (10.72):

A
Pc(’) = Z (Ej _-___ E)Z.UT (}, )2)2 exp ( o rj'!}

Ay exp ((E; — E)t — M, + T'y))
s me);,,): [Epmkde | 3. R By Bomsi y 2] (10.73)

The attenuation factors (E; — k + iy,/2) appearing in the denominator
of (10.73) account for the different absorption strength of the exciting pulse
by the various independently decaying levels |jvac>. To treat excitation by a
white pulse we introduce a second condition for the pulse width

¥» > |E, — K| (10.74)

for all E,, which implies that the pulse width exceeds the energy spread of
{ljivacd}. When both conditions (10.71) and (10.74) are simultaneously
satisfied

P.(t) = (AT L/yY) ;: Ay exp [(E; — Egt — W, + Ty))  (10.75)
-

corresponding to extremely broad excitation conditions.

Equation (10.71) provides the necessary condition for a realistic broad
band excitation. This result is useful for the study of a sparse distribution of
strongly coupled levels as in interstate coupling in small molecules®?-33- '3,
The combination of conditions (10.71) and (10.74) specifies the circumstances
equivalent to a delta function excitation in time, which are useful for the
study of systems of closely spaced levels, i.e. a dense level structure in the
excited states of large molecules.

The experimental information regarding the decay features originates
from the photon counting rate. When only condition (10.71) is satisfied, we
obtain from (10.73) for the realistic short-time excitation experiment:

_ [4,1* exp (= T1)
10 =T ) &, = b +

+) AjA,
{EJ E ?' {;2)}’0][5 E ‘E X (Ixr}) }'pl
exp [i(E; — E)t)exp [— 3, + [y} (10.76)

Now, for a system of densely spaced excited levels, we can invoke the addi-
tional condition (10.74) whereupon (10.76) is simplified to

It) = (41'},!}»:,) ; AL A;exp [— Q;—r + i(Ey — E)] (10.77)
7
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From these results we conclude that the radiative decay of a system of
discrete excited levels exhibits the following features. (@) The photon counting
rate can in general be recast in terms of a linear superposition of a sum of
direct exponenuals and of a sum of oscillatory terms. (6) The feasibility
of observing the oscillatory pattern of the decay originating from the cross
terms is crucially determined by the nature of the physical system. (c)
When the spacings between the [ levels considerably exceed their radiative
widths, i.e. [, [, % |E, — E;| for all j and j', the oscillatory terms exhibit
extremely fast oscillations on the timescale [ ' or [:'. For a system of
coarsely spaced j levels, no oscillatory contributions to the decay should
be experimentally observed and the radiative decay rate is determined by a
linear superposition of decaying exponentials. (d) For the opposite extreme
case of a dense level distribution with a single (zero order) |s - level acting as
a doorway state, there is a large number of cross terms in (10.76) or (10.77).
These oscillatory terms lead to a destructive interference effect resulting in
shortening of the radiative decay time on the experimentally relevant time-
scale in a large statistical molecule (see Section 10.12). (e) Interference effects,
i.e. quantum beats, in the radiative decay of an isolated molecule can be
experimentally observed only for a system characterised by a small number
of closely spaced |jvac, levels where I';, I, ~ |E; — E;-|. This situation
requires effective coupling between a small number of zero order molecular
levels corresponding to two electronic configurations. In real life it may be
possible® to observe quantum beats in the decay of an excited state of a
large molecule which corresponds to the intermediate level structure. (f)
From the point of view of general methodology it is important to notice that
the oscillatory terms which may result in observable quantum beats are
exhibited both in the probability for population of the excited state, P,(1),
and of the ground state, P,(r). Thus the phenomenon of quantum beats in the
radiative decay rate originates from the ocillations of the system between its
electronically excited zero-photon level. ‘Recurrence oscillations''?? in the
excited state cannot be distinguished from quantum beats in the radiative
decay.

To conclude this discussion let us consiger the nature of an ‘initially
prepared’ metastable decaying state for a complex level structure. In the case
of an ultra-short excitation pulse, the answer is obvious as w(0) == |N,vac)
and the general doorway state constitutes the ‘initially prepared’ state.
Under general and more realistic excitation conditions, e.g. for a square-
pulse excitation, equation (10.20), we can define the excited state at 1 = T
by the projection (}5:;/[:}, which can be expressed as a superposition of the
independently decaying levels:

Py(T) = 3 a,(T)|jvac> (10.78)

where the expansion coefficients are
a/(T) = {j,vac|N,vac)F)(T) (10.79)

This result can be utilised to define the nature of the metastable state at
any instant of a ‘short excitation® experiment. Apart from the simple case
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of a single resonance, the nature of the metastable state, [equation (10.78)],
is determined by the excitation conditions.

. 10.10 PARALLEL DECAY

We have provided a general recipe for handling the problem of the radiative
decay of a manifold of discrete levels. In this case, P(r = ») = 0 and
Pt = o) = 1, so that no discrete levels are populated in the distant
future and Y(o0) = I. We can encounter a situation when Y(20) << |
provided that the excited molecular states contain a molecular continuum
(or a dense quasi-continuum) {|/c,vac>} characterised by the density of states
P., ¢.g. a dissociative intramolecular continuum in the case of predissociation
or an intramolecular quasi-continuum in the case of electronic relaxation
in the statistical limit. Consider now the simplest common situation where
the radiative continuum |g,ke)> and the molecular zero-photon continuum
|le,vac) are not directly coupled, i.e. {gke|V|lc,vac) = O; we partition the
Hilbert space by incorporating in the g subspace the discrete zero photon
excited states, as before

P = Z [m,vacy{m,vac| (10.80)

while the O subspace contains the two continua, that is

0=0+0 (10.81)
0, = ; |g.ke>{g ke|

0 = Z lfc,vac)<lc,vac]| (10.82)

For most practical purposes we can consider the decay amplitudes which
combine only the (discrete) states in the P subspace. One can then extend
the definition of the effective Hamiltonian™ to handle the situation of a
discrete manifold {|m,vac)} simultaneously coupled to two continua. The
generalised effective Hamiltonian is

Hq = P(H, + 4 — (i/2) y)P (10.83)

where 4 and y are generalised level shift and decay matrices, respectively,
now given in the explicit form

{m,vac|H,|g.ke){g.ke|H,|m’,vac)
Ao = PP I dk - S k)
{m, vac]H’vlfc vac)(!c vac[f{\.|m ,vac)
£ PP,[ e S E—E “PE) (1084
Vmm = 2r{m,vac|H,,,|g,ke>{g.ke|H . |m,vac)p,
+ 2n{m,vac|Hy|lc,vac){lc,vac|H, |m' vac) p, (10.85)

anc
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We can proceed as 1o Section 10,7 to find the basis set [/ vae which dingonal-
ises the effective Hamiltonan (1083 (#H 0, (F, (0 2y 7,08,, . while for
the complementary basts set |[J.ovac we have (H.)y (Ey - (02) 00,
The decay widtiny of the independently decaying levels [Jvac  contain both
radiative and non-radiative contributions. Finally, the evolution operator in
the 2 subspace 1s.

PUGOP Y [vac exp [ -1Ex - (1,2) ye) Jvac] (10.86)
S

It is a simple matter 1o extend the formalism presented in Sections 10.8
and 10.9 to include the role of the additional intramolecular decay channel,
To obtain the ume evolution of the discrete states one has just to replace
E, by E, and the radiative widths 77, by the total widths j, in equations
(10.68)-(10.70) for the general excitation and in equations (10.73)-(10.77)
for the ‘short time’ excitation. It is important to realise that P,(r) represents
the time-dependent population of the excited discrete states and not of all
excited states, so that Pyr) « P1) -- P1) and Py) = --P(1) - PU1)
where P_(r) is the occupation probability of the {|/.-} intramolecular conti-
nuum. To gain some insight into the nature of the modifications introduced
by the presence of additional intramolecular decay channels, let us write
the photon counting rate for the excitation which satisfies both conditions
(10.71) and (10.74),

I) = Y. Y ByBjexp [—i(E,; — Et)exp [—Y(ys + 7))
5 r
(10.87)

where
B, = (N|J {JIN> (10.88)

From these results we conclude that for the simplest case of parallel radiative
and non-radiative decay: (@) The time-dependent decay pattern is determ.ned
by the total widths y, of the independently decaying states. When the effective
Hamiltonian is non-diagonal these total widths have to be obtained from the
general procedure outlined herein. (b) Interference effects in the time evolution
and in the photon counting rate of a system consisting of a small number of
discretely coupled zero order excited states undergoing parallel decay may be
exhibited. Quantum beats will be observed provided that the spacings between
the small number of [J,vac levels are comparable with their total widths,
i.e. y, and y,- ~ |E, - E,-| for all J and J’. Quantum beats will not be
observed for a dense manifold of a large number of levels and for a manifold
of extremely broadened levels where y, and y,-> |E, — E;-| (¢) For a
system of a small number of levels undergoing paralled decay it may be
possible to vary continuously the y, widths via external perturbations and
consequently modify the decay into the non-radiative relaxation channel,
Then interference effects may be exhibited for a narrow range of y, values.
No experimental evidence for this effect is yet available.

Consider the simplest situation where a single level |s,vac; exhibits parallel
decay into radiative and non-radiative continua. Now P .= |s,vac) (s,vac|
while @ is given by equation (10.82). There is a single state in the |/,vac)
manifold, i.e. |/,vac, == |s,vac). The time evolution of the excited state under
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the general conditions of wave packet excitation is obtained from equation
f
(10.70): P.(r) i\i|J‘ drexp[ ik{r Dt - 0C (D) Cu(r) is the
V]

Fourier transform of G, (E) == (E —- E, - (,2)[)7 ", where the total width
of the |s,vac. state is the sum of the radiative and non-radiative widths
=17+ T and Iy - 2m|(svac|Hyllevac)p,.  so  that  Cu(r) =
exp [—iE,T — (y.J/2) t]. Thus we obtain

exp (—p,t) = exp (—y,0) — 2exp [—(;, = y,)1/2) cos(E, — k)t
(E, — k) + [(y, + y)/2)?

Pr) = |yal?
(10.89)

From this result we conclude the following. (i) The only molecular informa-
tion originating from the time evolution of this system is the resonance width
I',. Excitation characterised by ditferent wave packet widths (i.e. different
excitation times) would not result in a new information. (ii) The trigonometric
factor cos (£, — k)r in (10.89) represents a “ringing effect’ between the field
and the molecular system. (iii) When y, 5. 7, we encounter the “short excita-
tion" condition (Section 10.9) whereupon P,(r) =« exp (—y,7). When both
conditions (10.71) and (10.74) are obeyed the photon counting rate contains
a single exponential decay P,(r) = I\ exp(—yt). Finally, the emission
quantum yield is just the branching ratio between the radiative and the total
widths ¥ = Ify, = I f(Js + T5)

10.11 CONSECUTIVE DECAY PROCESSES
Ll

Up to this point we have been concerned with simple coupling schemes
where the intramolecular {|/;} manifold is not coupled to any additional
decay channels. We have now to consider sequential decay processes where
the doorway state (coupled to the radiative continuum) is also coupled to the
(sparse or dense) {|/} manifold which in turn is coupled to a final dissipative
continuum. We consider first the physical situation where each of the inter-
mediate {|/>} levels is coupled to a different final continuum, and thus exhibits
non-interfering sequential decay (see Figure 10.6). Physical processes in this
category are: (a) Sequential decay of the {|/>} quasi-continuum in an iso-
lated statistical molecule owing to i.r. emission®-™.'2 Thus each of the
[f.vacy levels is coupled to a separate radiative continuum 'k, .e> where
|ki.e> corresponds to an i.r. photon. () Internal conversion in large mole-
cules®. In the case of internal conversion from a highly excited singlet state
the {|/,vac)} levels are electronically excited singlets, which are in turn
radiatively coupled to highly excited (non totally symmetric) vibrational
levels [gw,k'e’) of the ground electronic state. (¢) Vibrational relaxation of the
{I/>} manifold of a statistical molecule embedded in a medium®®. In this case
each [/,vac) level is separately coupled to a [/',,vac) continuum containing
a collection of medium phonon modes, characterised by the frequencies
{w,}. (d) Sequential electronic-vibrational relaxation of a small molecule®.
As we have already pointed out, an isolated small molecule does not exhibit
intramolecular electronic relaxation. However, when such a molecule is
embedded in a dense medium, each individual level in the sparse manifold
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Figure 10.6 Sequential decay schemes. (a) Sequential decay of imrar_nolgcular
continuum by i.r. emission. (b) Internal conversion. (c) Vibrational relaxation in the
intramolecular manifold due¢ to medium perturbation
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|I',vac™ can subsequently decay via medium-induced ~ibor sional relaxation toa

fower level |/, ..vac . thus providing a pathway for th- « ctronic-vibrational
radiationless process. This process can be envisionced in terms of vibrational
relaxation of the molecular eigenstates. (¢) Sequential decay via a single

level**. This is 2 model system where strong coupling 1, cxhibited between the
doorway state |s,vac  and one of the |/vac, level, The special |f, level
is subsequently coupled to an internal continuum. Such a physical situation
is encountered for S, — T, intersystem crossing with the participation of the
T, levels®.

We now proceed to outline the theory of non.nterfering sequential
decay. The energy levels of the system consist of a -ungle resonance |s,vac),
coupled in parallel to a radiative continuum lgke, und toa quasi-continuum
{l/,vac)}. Each of the states in the {|/,vac;} manifuld 15 in turn coupled to
a separate continuum {|P,;}. Provided that the doorway state is ‘initially
excited' (see Section 10.9), the probability of finding the system in this state
at time ¢ is

P1) = (4n)~?| I exp (—iE)G, (E)E]? (10.90)
while the probability the system be in any of the {|/,vac,} states is
P(t) =(4n)~? 2 | J. exp (—iENG (E)E]? (10.91)

The diagonal matrix element of the Green function is
G E)=[E—E — 47 — 4, + (/D{T(E) « IT(EN]"" (10.92)

where 4, and 7 are the radiative level shift and width respectively, while
the modified energy levels and the non-radiative contributions to the level
shift operator are:

E,=E +4,+ 4

4y = ; (E = ENWVuPIE — ED) + (1127
_ v Lilkbvac|Vlsvac, |?
I &) =3 G = Ey + (ry
el 22
E-E,
Iy = 2n[Khvac|VIP,> 2 e (E) (10.93)

T, represents the width of each {|/,vac)} level owing to its coupling with the
{|P,>} continuum.

In general, the time evolution of the system may be very complex as the
Green function (10.92) may be characterised by a lurge number of poles.
However, under the extreme circumstances when the {|/ .} manifold is
sufficiently dense so that the widths [, of these levels exceed their spacings,

N>»|E—Egl~p™ (10.94)

E=&+WZ&
Py
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the function [7(E) [equation (10.93)] is weakly varying with energy and
may be considered o be constant around £ £, Under these circumstances
G, has asingle pole at £ E, — (u2)([F - I'Y). Thus the time evolution,
equation (10.90), becomes

P(r) = exp (1) (10.95)
being characterised by the total width
=[5+ I (10.96)

We can now inquire what is the probability for the population of the {|/,vac)}
manifold. Utilising the Dyson equation, one obtains

¢l vac|V|s,vac -
E—E +(i/)l,
Now, provided the widths of the |/, states exceed their spacings according to
(10.94), (10.97) together with (10.90) yield™

nr

P(t) = o [exp (= 11) — exp (—y,t)] (10.98)

G (E) = G (E) (10.97)

This treatment results in the following conclusions:

(1) Equation (10.94) provides a necessary condition for treating an intra
molecular quasi-continuum as a legitimate dissipative continuum.

(2) Equations (10.95) and (10.98) provide the time evolution for non-
interfering sequential decay which involves an intermediate effective conti-
nuum {|{,vac,}. The physical situation is adequately described by conventional
kinetic expressions. This is the case for sequential decay of radioactive
nuclei and of elementary particles’™,

(3) The decay of the doorway state is exponential and the decay rate
(10.96) corresponds to parallel decay into a radiative and a non-radiative
channel.

(4) The time evolution of the intermediate continuum represents a classical
consecutive decay scheme, where the states in the |/,vac> manifold are popu-
lated by the decay of the doorway state and then exhibit subsequent decay.

These general results are of central importande for establishing the physical
basis for the definition of the statistical limit (see Section 10.12). This forma-
lism can be readily utilised for internal conversion®, i.r. emission from
large isolated molecules preceded by electronic relaxation®: '® and medium-
induced electronic-vibrational relaxation in a small molecule®®. The physical
situation is drastically different from the interesting case of sequential
decay with interference, when all the states in the {|/>} manifold are coupled
to a common continuum™-'#4.'2* when conventional kinetic schemes are no
longer applicable. The latter case is applicable to Raman scattering from a
dissociative molecular continuum’ and to the interesting problems of photo-
dissociation and predissociation of polyatomics™

10.12 THE STATISTICAL LIMIT

From the point of view of the working chemist, the formal theory of mole-
cular relaxation phenomena is incomplete. To make the theoretical results
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useful, real situations have to be treated. We now proceed to consider the
details of the general theory of intramolecular clectronic relavation in
large molecules and outhine the analysis of some specific cases and examples.

10.12.1 Methodology

When the background density of vibronic levels in a large molecule is
exceedingly high (see Figures 10.2 and 10.3 and Table 10.2) the intramolecular
quasi-continuum does act as a practical decay channel. We have demon-
strated that for a discrete spectrum P,oc) = 0. Only when the system
contains a real continuum is the emission quantum yield at the distant future
lower than unity. These results do not contradict the idea of electronic
relaxation (internal conversion or intersystem crossing) in an ‘isolated’
large molecule. The distinction between a ‘real’ (dissociative or ionisation)
continuum and an intramolecular dense quasi-continuum is merely semantic,
as one can always convert a ‘real” continuum into a ‘quasi-continuum’ by
imposing proper box normalisation boundary conditions which will not affect
the experimental observables*'. The concept of the statistical limit>-*' rests
on two ideas. First, practical irreversibility of the intramolecular relaxation
process on a timescale short relative to the (exceedingly long) Poincaré recur-
rence time for the system; and second, the occurrence of sequential decay
processes in a dense intramolecular manifold. Bixon and Jortner® have intro-
duced the notion of practical irreversibility in a simple model system where
a single doorway state is coupled to an intramolecular quasi-continuum. As
expected, the time evolution of the doorway state is given in terms of a Fourier
sum which exhibits oscillatory behaviour. For the simple model system charac-
terised by equal spacings, p, ', between the states and by constant V,, coupling
terms, an exponential decay of the |s) state is exhibited, characterised by
the decay rate %" == 2nt|V,,|?p,, on the timescale: ¢ < 1, — Ap, [condition
(a)). This simple result establishes the timescale for the occurrence of effective
relaxation into a quasi-continuum, introducing the notion of a Poincaré
recurrence cycle for the decay process. For excited states of many large
molecules, fip, is exceedingly long compared with all relevant decay times.
When the background level density is low, oscillatory decay resulting
in quantum beats may be exhibited and no intramolecular relaxation due to
this coupling occurs. A recent suggestion'® concerning the possibility of
observation of the first half-cycle of the Poincaré oscillation in the radiative
decay of some excited molecular states corresponding to intermediate level
structure (see Section 10.13.2) is fraught with conceptual difficulties, while
tentative experimental observations may originate from time-resolved
photon scattering by this complex multilevel molecular system which monitors
the photon pulse shape, as is the case for the two-level system discussed in
Section 10.6. Finally coherent (short time) excitation of a manifold corres-
ponding to intermediate level structure may explain the experimental data.
In real life an ‘isolated’ molecule cannot wait long enough to pass a
Poincaré cycle. Under any realistic experimental conditions the population
of the {|/»} manifold is relaxed owing to “trivial’ quenching processes such as
wall collisions or gas kinetic collisions. Finally, it is important to realise that
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even anisoluted large molecule under "astrophysical” conditions in the absence
of “trivial’ quenching mechanisms would not exhibit a Pomncaré cycle. In a
real molecule the [}/ mamifold exhibits subsequent decay mechanisms, such
as i.r. emission to lower vibrational levels®-7®, or radiative decay to the
highly vibrationally-excited ground state levels in the case of internal conver-
sion®- 735 between highly excited states. Thus, strictly speaking, all electronic
relaxation processes in a large molecule involve non-interfering sequential
decay. Following the treatment of Section 10.11 it is immediately apparent
that provided the widths /7 exceed their spacings, i.e. /; > p, ' [condition
(b)], the intramolecular quasi-continuum acts as a dissipation channel. The
decay rate of the doorway state 3, = [T + 7 consists of a sum of radiative
and non-radiative contributions.

Conditions (a) and (b) provide the physical basis for the definition of the
statistical limit in a large molecule. Each of these relations yields an inde-
pendent necessary and sufficient condition for treating the intramolecular
quasi-continuum as a legitimate dissipative continuum. When condition
(a) is satisfied and the widths [, are very small (originating from i.r. decay,
as will be the case for intersystem crossing) we can set /;, — 0 in (10.93)
whereupon

Iy =2y |V’ 6 (E— E) (10.99)
1

which is the conventional expression for the non-radiative decay probability
into a continuum?®- 474 the delta function entering as a book-keeping
device. When only condition (b) is satisfied, as may be the case for internal
conversion, or for electronic-vibrational relaxation, (10.93) has to be used.
The physical situation in the statistical limit is that of a parallel decay of a
single discrete level into two non-interacting channels. The photon counting
rate is f(t+) = [j exp (—y,r) while the quantum yield is ¥ = I'/(["t + ™).
These results constitute conventional kinetic rate expressions. The decay rate
¥s exceeds the radiative width 7§, which can be evaluated from the integrated
oscillator strength, the decay mode resulting from short-time excitation con-
sists of a single exponential, and the emissiom quantum yield is lower than
unity. These features of the radiative decay of many excited states of large
molecules in solution are well documented®'s. More interesting is the
theoretical argument for the occurrence of electronic relaxation in an isolated
large molecule'?-"*2. An inert medium (see Section 10.12.3) does not modify
the decay rate 7, in a statistical molecule. Medium-induced vibrational
relaxation just introduces an additional contribution to the width I, equation
(10.93). When I77(E) is already a slowly varying function of the energy in
the isolated molecule, this additional sequential decay process is of minor
importance. Experimental evidence regarding this cardinal point is rather
sparse and we have summarised in Table 10.4 the available information
regarding the decay characteristics of the first excited singlet states of anthra-
cene and of azulene which are practically invariant to inert solvent perturba-
tions, in accord with the theoretical predictions. In view of medium-induced
vibrational relaxation in the singlet manifold, such comparison between the
‘isolated’ and the medium-perturbed molecule should in fact be performed for
the zeroth vibronic level. Finally, we would like to point out that the only
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pertinent molecular information originating from the study of the decay of a
statistical molecule is the resonance width ;- und one cannot obtain any new
information regarding the decay charactenstics of the system by changing
the parameters of the exciting photon wave packet.

10.12.2 Energy dependence of non-radiative decay

The general approach to the statistical limit outlined above provides only
qualitative, general information, which may be viewed with some suspicion
by the experimentahist. Only a himited number of genuine theoretical calcula-
tions have been performed up to date®®:'94. 12138 We discuss first the analysis
of the non-radiatnve decay of individual vibronic levels of a large molecule
as a function of excess vibrational energy*®.52.58.39.134-47  .amparing these
results with some experimental data on optical selection studies. We focus
attention on electronic relaxation in a two-electronic-level system, |s, and
|, bearing in mind that the optically accessible zero order states do not
involve just a single doorway state but rather a manifold s/ of vibronic
levels corresponding to the |s, type excited electronic configuration, each
of which may be considered to decay independently. Here |/ refers to the
collective vibrational state. The non-radiative decay rate |s/ -~ {|{-} of a
single vibronic level may be expressed®®-** in terms of the Franck-Condon
vibrational overlap integrals, or alternatively, by utilising the Feynman
operator techniques. Adopting the latter elegant approach, (10.99) can be
recast in terms of the Fourier integral of a generating function,

o =Q@m)~'| drexp(—iAEr)L(t)

L(t) = IV, exp (iht)Vexp (— i) (10.100)

where AE = E,, — E,ois the electronic energy gap and A, and A, correspond
to the adiabatic Hamiltonians for the nuclear motion in the two electronic
states. For a harmonic molecule, |/> = Pfju.. Consider two potential

H
surfaces, Figure 10.7, of such a harmonic molecule, characterised by the
normal coordinates | Q'3’}, equilibrium configuration { Q'%}, reduced masses
{M*'2} and frequencies {'}’}, where the subscript (a) == 5,/ labels the elec-
tronic states. The configurational changes are due to the different equilibrium
configurations in the two states, i.e. Q'3 = QU3 for some u. The (dimension-
less) configurational distortion parameters which specify the relative dis-
placements of origins are Au = (M, @, /MNOE — QU)). The excess vibra-
tional energy in this inodel is £, = Z (v, -+ Phw,, v, being the vibrational

o
quantum number in the uth mode. Now, in the weak-coupling situation the
generating function, equation (10.100) can be separated into a sum of
contributions from different promoting modes. We believe that this physical
situation applies for most electronic relaxation processes,
Numerical calculations based on the harmonic models for a large molecule
lead to several general trends®’. First, for a large electronic energy gap,
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(a) (b)

Figure 10.7 Schematic representation of the two adiabatic potential
surfaces in two-dimensional vibrational space. (a) The weak coupling
limit. (b) The strong electron-phonon coupling case
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Excess vibrational energy / \
units of the excited frequency = 1500 ¢cm”

Figure 10.8 Non-radiative decay rate as a func-
tion of the excess vibrational energy for a large
electronic energy gap. The model molecule is
characterised by the accepting modes: w, =
3000cm=', w,; = 1500cm~', 4, =08, 4, =
1.0; AE,s = 30000cm™". @, is taken to be the
optically excited lrequency
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I'ED) exhibits a fast, close to exponential, increase with £ (s2e Figure
10.8). Such a sitwation was obsenved for “opuical selecuion” studies in -
naphthylamine'*? Second. for moderate AE ~ 6000-7000 cm ™' energy
gaps, [(E) exhibits 2 slow (close to hinear) increase with £ (see Figure
10.9). The most extensinely studied case involves the 'B,, - *B,, inter-
system crossing in benzene'?-142. "4 (see Table 10.5). Adopting a brute-force
method of calculaning Franck Condon factors, Heller er al.'® obtained
qualitative agreement between experiment and theory, accounting not only
for the general trend but also for the more detailed effects regarding the
nature of the parucular vibronic levels. Third, for small electronic energy
gaps AE -2 5000 cm ™', a new effect is expected and [Mj(E,) should decrease
with increasing E.. This reversal effect exhibited in Figure 10.9 originates
from the contribution of Franck-Condon overlaps at low AE. It should be

25

23

21

Non-radiative decoy rate

Excess vibrationol enerqy/
units of the excied frequency = 1000 cm’™

Figure 10.9 Non-radiative decay rate as a function of the
excess vibrational energy for moderate electronic energy
gaps. The model molecule is characterised by the accept-
ing modes: @, = 1000cm™', @; = 3000 cm~', @, is
taken to be the optically excited frequency. - — —,
AE = 6000cm~"; — ——  AE=T7000cm~'; —
AE = 7000cm™~"'; O, 4, = 0.24, 4, = 0.071: .., 4, =
024, 4, =06; @, 4, 0.1, 4; = 0071; x, 4, =
0.9, 4; = 0.071
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Tahle 10.5 Optical selection studies in benzeae. Data correspond to the relative non-
radiative rates for the 6717 progression in the "B, state

CoH, C.D,
fff::_f::'mm r.‘fr‘:' e Experimentt Calculated LmFI' o Experimentt Calculated
6%1° 0 1.00 § 1.00 ] 1.00 § 1.00
6'1° 521 1.19 1.14 498 1.24 1.22
6°1! 923 1.22 1.27 879 1.55 1.59
6%1° 1040 1,27 1.32 396 1.36 1.52
6l 1444 [.42 1.45 1377 1.92 1.93
%11 1846 1.73 1.62 1758 2.69 2.49
671" 1965 1.64 1.67 1875 2.89 2.39
6'1% 2367 1.94 1.84 2256 jed 3.00
6°1° 2769 242 205 2637 364 3.82
6212 2882 2.67 2.12 2754 5.15 3.7

* Excess vibrational energy above 'B,, (v 0) state

t Spears and Rice***~

t Abramson, Spears and Rice'***

§radr < 0) o 128 ns for CuHL'"** and r (v 0) . 309 ns for C,D,'*"

i Calculated by Heller, Freed and Gelbart*** from the harmonic model with the following input data: C, H,:
AE = 8100, w. - 1500, w, = 92}, we -~ 521, ang M0 47,72 0025 4, - 0: 4,%2 - 0.0020; Aw,
- 25: Aw, - 0. CyDy: AE - B200, tw. = 1440, w, 879, ws 499 wi - 2340, g,42 0.0028. All
other data same as those for C H,. Frequencies ¢, and frequency changes given inem- !

stressed, however, that this reversal effect is difficult to observe experimentally,
as for small AE values the excited state does not correspond any more to the
statistical limit. When a large molecule with an excited state which corres-
ponds to such an intermediate situation (see Section 10.13.2) is embedded in
a dense medium it exhibits electronic relaxation due to consecutive interstate
coupling, followed by medium-induced vibrational relaxation. We have to
find a rather extreme case where the medium-enhanced electronic relaxation
is faster than the vibrational relaxation rate. Such a case is provided by the
S, — T, intersystem crossing of benzophenone (AE ~ 3000 cm™~"') in solution
where (see Figure 10.10) Rentzepis®-'** has observed w,./w,e = 0.4, in
accord with theoretical predictions.

In the foregoing discussion we have endorsed the point of view that
anharmonic intrastate vibrational-energy relaxation in an isolated large
molecule is of minor importance. Fischer’s claim'3-'4?-'5° that an isolated
large molecule can act as its own heat bath is not supported by experimental
or theoretical evidence for optical selection studies in the S, state of ben-
zene'@-"“%.' and naphthalene'® at moderate E, =~ (3-5) x 10°cm™!
excess vibrational energies. It is important to notice that the erosion of the
structure in the [, versus E, curve for different molecules larger than
naphthalene does not necessarily imply intrastate vibrational energy re-
distribution, as sequence congestion effects®® may contribute to this phenom-
enon.

The optical selection studies discussed above involve electronic relaxation
between excited states. Electronic relaxation to the ground state may be of
considerable importance in photochemical processes. In this case a highly
vibrationally excited ground state is produced which may undergo (i)
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isomerisation to a vibrationally hot ground state. as in some trienes's', or
(it) may exhibit vibrational predissociation as in the case of formaldehyde's2.
The preparation of the reactive state is drastically different in thermal reac-
tions. The case of the benzene molecule' is of great interest, as it exhibits
asharpdropinthe Yand in [ (£, for E, > 3000 cm ™' above the 'B,, state,
which was attributed to case (i1), but a careful negamc search for photo-
fragments's? indicates that case (i) applies here. Internal conversion to the
ground state should be a sharply increasing exponential function of E,.

|

20

2
2

5

£ Figure 10.10 Reversal effect of the non-
315 radiative decay rate as a function of excess
5y . vibrational energy. Model calculations
] O£ =2800 cm performed for a model molecule with 4, =
> 4; =07, @, = 1000cm™", w; = 3000
g  AE=3800cm' M3t —— AE =2800cm”', —— —,
. 10 . AE = 3800cm~"' and —.—, AE = 48m
2 Y em~'. The two dots represent the experi-
B // i’ mental data of Rentzepis'* for S, — T,
T L/ s non-radiative decay of benzophenone in

soluti
g sl ../-/ ution
RN
v “AE=4a800 on?
W4
/
1 | ! i J
0 1 2 3 4 5 6 T
E!
1000

The role of electronic relaxations as precursor processes for photochemical
reactions is crucial and not yet well understood. Vibronic photochemistry
from optically selected levels in the gas phase should provide basic informa-
tion on primary photochemical paths. In the study of the photochemistry
of the 'A, (I1) state of cyclobutanone'® as a function of £, at moderately low
pressures, it was found that the fluorescence lifetimes decrease exponentially
together with ¥ for up to £, = 1900 cm~"'. This is interpreted as process (ii)
although the benzene situation calls for some caution. The photochemistry
in this energy range exhibits two channels:

5 — CH;=CH, + CH,=C=0 [Ca]

— N L0 (Cs)
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The [C,)/[C,] ratio decreases with increasing £ We conjecture that the
increase in w,, and the increase in the [C,] product with increasing £,
originates from the dramatic enhancement of intersystem crossing to the
(vibrationally hot) ground state, which subsequently predissociates by
vibration. This is consistent with our model calculations®® for optical selec- .
tion for large AE (~30000cm~"') values. On the other hand, the [C,]
product may originate via intersystem crossing to the triplet state. In view of
the lower AE value the rate for this process should increase relatively slowly
with increasing E,.

10.12.3 The energy gap law and related phenomena

To make the theory of clectronic relaxation in the statistical limit really
useful, algorithms have to be devised to specify general characteristics of
the decay problem. Several authors*?. 4. **. 132.13% have developed the forma-
lism of multiphonon molecular processes for the study of non-radiative
widths, thus expressing the decay probability in terms of a generalised line-
shape function® in the limit of zero frequency. The molecule is embedded in
an inert medium®-* which does not modify the molecular energy levels,
does not enhance the intramolecular coupling (by affecting spin—orbit
coupling) and does not contribute new states, such as charge transfer states.
This inert medium just provides a heat bath for (fast) vibrational excitation
and relaxation within the |s/) states. The thermally-averaged non-radiative
decay rate is

Y exp (—E kT 5

0 S
SR );cxp(-s,,fkr) (10.101)

where 5 is given by (10.99). General methods for handling weighted
densities of states of this form have been provided in solid state physics®.
These techniques are limited for the case of a harmonic molecule, or for the
case when only a single mode is strongly anharmonic (i.e. cis—trans isomer-
isation® or thermally induced photodissociation'”), where all the other modes
are taken to be harmonic. In the former case one can utilise (10.100) together
with (10.101) to express </ >r; the same result is obtained using the density
matrix for the harmonic oscillator. The electron-phonon coupling is specified

in terms of the coupling strength g = } " 4} (2 <n,> + 1), {n,> being the

"

thermal phonon occupation number. Two limiting situations®’-** can be
considered which are portrayed in Figure 10.6. The strong-coupling situation
is characterised by large relative displacements of the potential surfaces, i.e.
£> 1, and the weak coupling limit specified by small relative displacements,
whereupon g < 1.

The strong-coupling situation involves non-adiabatic curve-crossing not
far from the minimum of the potential curve U,(Q,) of this state. At high
temperatures (kT > Aw,) the quantum mechanical treatment results in an
activated rate expression {/"); o exp (— £,/kT) where the activation energy,
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E,, corresponds to the minimum on the hypersurface of intersection of
U Q") and U0Q'") relative to the energy U (Q,,"). Furthermore, a weak
deuterium sotope effect on /7 ;s expected. This state of atfairs is highly
relevant for photochemical rearrangement reactions and also for some solid-
state problems, such as thermal 1onisation of impurity centres in semicon-
ductors?®?, or for chemical electron transfer reactions in ionic solutions?’,
The harmonic model should be drastically modified to study photochemical
rearrangements involving large configurational changes®-?' in excited
electronic states of large molecules which usually occur along a single co-
ordinate, which cannot be taken to be harmonic.

In the weak-coupling situation, (10.101) for a harmonic molecule can be
approximated using the saddle point method, resulting in the form*

{)r o€ exp (—yAEl hey) (10.102)

for large values of AE, the electronic energy gap. Here fcw,, is the maximum
molecular frequency (i.e. Ay =~ 3000 cm ™! for C H, and Ay, =~ 2200cm™!
for C,D,, aromatic hydrocarbons). y is a weakly varying function of 4, wy
and AE, being ~ 1-2. More detailed calculations*® demonstrate that AE in
(10.102) has to be modified in two ways. First, AE has to be replaced by
(AE — hw,) = AE,, accounting for the excitation of a promoting mode.
Second, the energy gap has to incorporate the differences between the zero-
point energies in the two electronic states. These modifications do not affect
general relations and correlations within a class of similar systems. Equation
(10.102) exhibits two important characteristics; first, the energy-gap law for
electronic relaxation, and second, the deuterium isotope effect'®® on (/™,
both of which concur with the gross features of experimental observations,
The energy-gap law, originally invoked by Robinson and Frosch®, is well
documented for the internal conversion from the first triplet state of aromatic
hydrocarbons'*®. A recent demonstration for the S, -+ S, internal conversion
in a series of azulene derivatives'*® where y ~ 3 is portrayed in Figure 10.11.
Figure 10.12 exhibits a more interesting case, the energy-gap law for electronic
relaxation between electronic states of rare-earth ions in ionic crystals'so-'e?
where the impurity ion together with the cryilal phonon field constitutes a
*statistical’ supermolecule.

The temperature dependence of electronic relaxation in aromatic hydro-
carbons in an inert medium about and below room temperature origin-
ates*-"-"® from the thermal population of the promoting modes. High-
frequency accepting modes are not thermally excited. For the case of tran-
sition metal ions, thermal effects are much more pronounced in view of the
low value of the phonon frequencies and can be recast in the form's®-'43,

<r,\‘r e r1-=0(1 - (n”')r)dfflm.. x
exp (= Y Luimdr 42/2) (10.103)

where the index 71 specifies an effective mode of frequency w,, and degeneracy
L., which lies close to the maximum phonon (@, ~ 150cm™"'), {(n, ¢ is the
thermally averaged occupation number of this mode. The temperature effect
in (10.103) originates from two contributions, a spontaneous and stimulated
process involving the emission of p phonons resulting in the (1 + {a.>r)°
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Figure 10.11 The energy gap law for §; -+ S,
relaxation of azulene derjvatives. (Data from
Ref. 159, by courtesy of Verlag Chemie.)
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Figure 10.12 The energy-gap law for electronic
relaxation of excited rare earth ions in LaCl,,
(Adopted from Fong, Naberhuis and Miller'2,
by courtesy of the American Institute of Physics.)
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term and the evponenual term which corresponds to the Debve Waller
factor and which for the weak-coupling situation is close to unin

Equation (10.102) i» admuttedly approximate, but useful for qualitative
purposes. Detailed calculations using (10.101) together with all the detailed
spectroscopic information on the configurations and frequency changes
between the two lowest electronic states of the benzene molecule were
utilised, see Table 10.6, to calculate the rate of *B,, —'A,, intersystem

Table 10.6 Data for the rates of 'B,(v - 0) -~ 'A,, intersystem crossing m the benzene
and [*H,]benzene molecules®

CoH, C.Dg
Burland and Robinson'® 9.04 x 10-3 1.18 x 10-'°
Fischer and Schneider'® 74 < 10-* 31 < 10-*
Nitzan and Joriner*® 7.2 < 1077 66 < 10"
26 x 10-*+¢ 1.2 x 10-'° ¢t
Experiment'™ 24 x 1072 —

* Rates ins !
* Using Fischer and Schneider’s data*** for the displacement of the e;, deformation mode

crossing in benzene. These detailed results confirm the energy-gap law
Inw oc (AE/3000cm™') and the deuterium isotope effect; however, the
absolute value of «{C,H,) is lower by about 2-3 orders of magnitude
from the experimental result. This failure reflects the limitations of the
spectroscopic information which pertains to the low vibronic levels of the
two electronic states, when boldly extrapolated to higher energies. We have
to know in this particular case the characteristics of the ground-state potential
surface about 30 000 cm~"' above the origin, which cannot be extrapolated
from the low-energy region. At these high energies even first (or low) order
anharmonicity corrections as attempted by F&cher er al.'®*-'* are inapplicable
and a new approach is required. Nevertheless, the naive harmonic model in
the weak-coupling limit provides us with alogarithms for the description of
the general features of electronic relaxation rates in a given class of large
molecules. We have endorsed the view that the weak coupling situation
is adequate for most cases of electronic relaxation. Organic photochemical
processes involve large nuclear displacements, whereupon spectroscopic
information is in general very limited in providing the necessary input data
for the elucidation of such processes. A development of a proper description
of large amplitude nuclear motion together with an adequate description of
intramolecular and intermolecular energy exchange provides the next out-
standing goals of the theory.

We have focused attention on the case of thermally averaged decay which
in the low-temperature limit (when kT < A, for all u) reduces to [,
When a molecule is externally perturbed, coupling between electronic and
vibrational relaxation®*® should be considered. Such processes are of central
importance for the understanding of some experimental results of picosecond
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spectroscopy in solution'® and also for collision-induced vibrational relax-
ation'®* in the gas phase.

10.12.4 Internal conversion in the statistical limit

In the case of internal conversion®® between highly excited singlet states
Js,vac) in a statistical molecule, the {|/,vac} quasi-continuum states corres-
pond to electronically excited levels of the same spin multiplicity as the door-
way state. The {|/,vac-} states carry oscillator strength to highly vibrationally
excited |giw,ke> levels of the ground state (see Figure 10.5). In view of
symmetry restrictions on the vibrational part of |/,vac), which have to con-
tain a promoting mode, each of the final |g/w) levels has to be characterised
by the same vibrational symmetry as the {|/>} excited states. This physical
situation involves a sequential decay process and was discussed in Section
10.11. The total photon counting rate can be expressed as a sum of two
contributions

B(1) = P(1) + Py(t) = [|Crn)|? + Z CiC(O)F  (10.104)

where I'{ and [ correspond to the radiative width of the zero order |s,vac)
and )/,vac) states, respectively. The first term in (10.104) corresponds to the
Js,vac) — |g0,ke> emission (the s region) while the second term represents
the (|/,vac) —» |g/w,ke>) radiative decay (the / region). In the statistical limit
we can safely assume that the s and / regions are well separated in energy.
The decay rates are P(r) = I} exp (—¥,) in the s region, where y, is given by
(10.96), and

rry
Pyr) = = _i s {CXP (—1771) —exp ('—}'J)}

in the / region. These are conventional kinetic results for sequential decay.
The radiative decay in the s region is exponential, exhibiting the lifetime
(5 + 7" and the quantum yield Y, = I'J{(I; + I777), as in the conven-
tional case of the statistical limit. The radiative decay in the [ region originates
from the |/} — |giw,ke)> transition from highly excited vibrational states.
The decay pattern exhibits a short-time built up component P,(+ — 0) ~
™t and a long-time decay behaviour Py(f)— exp (—/ITt). The total
quantum yield in the / region is ¥, = [}"/y,. We note that the experimental
decay modes in the two regions are appreciably different, consisting of a
high-energy short lifetime range and a low-energy long lifetime region.
Finally, we emphasise that in this physically realistic example for the statistical
limit no interference effects in the radiative decay will be exhibited.

10.13 INTERSTATE COUPLING IN POLYATOMIC MOLECULES

It is of crucial importance to distinguish between the effect of interstate
coupling which occurs, in principle, in all polyatomic molecules irrespective
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of the density of background states, and the phenomenon of intramolecular
relaxation, which is exhibited only i the stausvcal imit. In this section some
of the implications of interstate scrambhing are discussed.

10.13.1  The small molecule case

In the small molecule Tumit®?-32.""2 (he interstate coupling matrix elements
V, between the Born -Oppenheimer states are large while the density of
states in the background manifold is low (see Table 10.2). As the |/, levels
are coarsely spaced relative to their radiative widths, the sparse {|/ -} manifold
cannet act as a dissipative channel in the isolated molecule and we have to
consider the problem of the radiative decay for a set of discrete, coupled
levels, i.e. |s,vac and |[/,vac . Now, the level distribution of the molecular
eigenstates is sufficiently sparse so that in the absence of accidental degenera-
cies we expect the off-diagonal matrix elements of the radiative decay matrix
to be negligible, compared with the level spacings, ie. I, << |E, — E,|. Thus,
H_qin the ME, |nvac , representation is diagonal. Under these circumstances
the molecular eigenstates are expected to provide a good description of the
independently decaying levels |jvac . The corresponding complex energies
are (H.q)pa = (E, — i, 2)d,,, where the radiative widths of the molecular
eigenstates are just

% = [%|{s,vac|n,vac | (10.105)

and /7] is the radiative width of the “*doorway state’. In view of the diagonal
sum rule, [} = Z Iy, thus I, <& I, for all n. The factors |{s,vac|n,vac)|~?2
n

are of the order of the number of effectively coupled levels in the {|/;} mani-
fold. These considerations provide a coherent explanation for the anomalous-
ly long radiative decay times compared with what is expected on the basis
of the integrated oscillator strength of small molecules'?® (see Table 10.7).
The occurrence of interstate coupling in small molecules results from the
distribution of the absorption intensity of the doorway state and the dilution
of its decay time among the molecular eigenstates, each of which is active
in absorption and in emission, We also note that in this case of a discrete

Table 10.7 Long radiative lifetimes of small molecules

Molecule Transition r(exp)/s r(integrated f)/sec

NO, 'B,-'A, 44 < 10-° 0.3 % 10-°
4300 A

SO, 'B,-'A, 42 < 10" 0.2 = 10-°
3000 A

CS, p 2 15 « 10-® 3o« 1078
m-'n
3200 A

* Experimental results for r{esp) from Douglas'™?
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spectrum we expect that ¥ 1'*% The photon counting rate under excitation

conditions corresponding to a Lorentzian pulse with =, - = for all nis
y o ;

1) < sexp (-5 10.106

AP sy TR L

whereupon the decay mode is in general a superposition of exponentials.
The constant coefficients in (10.106) just express the absorption strength
of the wave packet by the individual molecular cigenstates.

The isolated small-molecule case corresponds essentially 1o excitation
and decay from the molecular eigenstates and it is meaningless to consider
non-radiative relaxation from [s to |/ in the isolated small molecule.
Only when such a small molecule is embedded in a medium, sequential
electronic medium-induced vibrational relaxation may result in non-radiative
relaxation of the doorway state®. Adopting the theory of sequential decay,
the (initial) non-radiative decay rate of a doorway state of a small molecule
in an inert medium is*

. = Z KsilHv|lj -I* T,
LBy — E) o+ (1,,02)° (10.107)

where [, is the width of the /i background state owing to vibrational
relaxation. It is amusing to notice that in the case of degeneracy (where the
present theory has to be extended), w,, =~ |\ si|Hy|lj +|*/< [ .the non-radiative
decay rate is determined by the reciprocal of the average vibrational relaxa-
tion width ([, of the background states. We have just regenerated the
original Robinson-Frosch formula®, which is of limited utility.

10.13.2 Intermediate level structure

The statistical and the small-molecule limits represent well-defined, observ-
able cases. Another potentially interesting situation involves the intermediate
case when a small electronic energy gap exists between two electronic states
of a large molecule®-5'. It should be noted that now it is unjustified to use
‘coarse graining’ procedures employed in the statistical limit, which disregard
the details of the variation of the interstate coupling terms and the level
distribution in the background {|/>} manifold. These features have to be
considered in detail for the intermediate case. The physical situation is
closely related to the problem of intermediate structure in nuclear reac-
tions''-""2_ where the density of nuclear excitations is low and fine structure
is exhibited in the nuclear scattering process.

As in the statistical and the small-molecule limits, we can consider a
single resonance |s.vac- (see Figure 10.4). In view of simple symmetry
arguments, not all the states in the {|/>} manifold are coupled to |s - with the
same efficiency. When the total density of the former states is relatively low,
for small electronic energy gaps, say 10*~10* cm !, only few of these levels
are effectively coupled to |s.. We partition the {J/ -} manifold into a small
subset {|/,>} of effectively coupled levels, and another subset tlhs.} which
contains the majority of the levels which are weakly coupled to |s). The
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W 3 manifold may be considered as a statistical dissipative channel which
leads to irreversible mtramolecular decay on the relevant time seale.,

I

The state |sovac together with 1V vac constitute a sparse manifold of]

discrete levels. The Hilbert subspace £ spanned by the zero order states
bears a close unalogy to the small-molecule case. apart from the possibility
of accidentul degeneracies. It is convenient to find the molecular cigenstates
[nvac - which diagonalise PH,P while the effective Hamiltonian P(H,
R)B is

(Hedaw = E0nn = (i/2) (10.108)

while the decay matrix is given by
Yaat =2l gl = TE
I = 2rinyvaclH  lg.ke gke|lH  |n" vac p,
I = 2 nyvaclH |, vac -y vac|H |’ P, (10.109)

The physical situation corresponds to a parallel decay of a discrete manifold
[n.vac: into radiative and non-radiative continua.

Two cases of increasing complexity are considered :

(a) When the molecular eigenstates in P are well separated relative to their
total widths, i.e. y,, - |E, — E,| for all n and n’, the situation is equivalent
to that encountered in the small molecule case. The effective Hamiltonian
is diagonal in the |n.vac. representation and the characteristic decay widths

of the independently decaying levels are
Yan = [{svacnvac, |X(7F ~ ) (10.110)

where the radiative width /7§ and non-radiative widths ™ of the doorway
state are obtained from (10.109) by replacing both n and n’ by 5. The photon
counting rate resulting from an excitation by a Lorentzian pulse is given by

}'lln .
(1) =< Z (B =y = (5,3 exXp (— Ynal) (10.111)
which is analogous to (10.106) except that the rddiative widths are replaced
by the total widths ;,,. As |(s,vac|nvac |* <€ | for all n, then provided that
[y~ T, we expect that y,, < y,. The experimental decay width of the
excited states |n,vac now accessible by optical excitation is reduced relative
to the radiative width of the zero-order state obtained from the integrated
oscillator strength. We expect a lengthening of the radiative decay times of a
large molecule which corresponds to the intermediate case®',

(b) When some of the molecular eigenstates in P are closely spaced relative
to their total widths, interference effects are exhibited in the radiative decay®'.

Consider some features of the intermediate case. We notice that the
{If,>} manifold is non-dissipative, as the strong interstate coupling between
|s> and {]/,. does not provide a pathway for electronic relaxation in the
isolated molecule. One thus expects the lengthening of the radiative decay
times relative to those estimated from the integrated oscillator strength. Thus
a state of a large molecule which corresponds to thé intermediate level
structure exhibits the decay characteristics of the small-molecule case. This

n
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theoretical prediction was experimentally confirmed for the S, S, coupling
in 3,4benzpyrene'’-'°  naphthalene'™ and quinoxaline'™, and for the

S,-T, coupling in benzophenone'’? (see Table 10.8).

Table 10.8 Long radiative decay times of some excited electronic states of lurge molecules

Molecule Transition Energy gap/cm ™' t(exp)/sec r(integrated f)/
‘ s

3,4-Benzpyrene'™ S; --So 2800 7 x 10-* I x 10-%
(8:-5,)

Naphthalene'” S; =S, 3500 4 x 10-* 1 x 10-*
(8:-8))

Benzophenone'™ S, —So 3000 1 x 10-* 1 x 10-¢
(5.-T\)

Quinoxaline'™ S; =So 4100 " 4 x 10°% 2x10-®
Si(nn*)-S,(n*n)

The time-resolved decay mode in case (a) above may exhibit a super-
position of exponential decays according to equation (10.111) and vary with
the mean excitation energy (if the exciting pulse is sufficiently broad, i.e.
75 > Vaa)- In case (b), quantum beats should be exhibited following excitation
in a narrow energy range; however, this interesting effect may be smeared
out owing to sequence congestion effects. Regarding medium effects, we note
that when the molecule is perturbed by an external medium a new relaxation
channel is added to the |5 state: |s) — {|/,,} — {|/.,>}: consecutive relaxation
occurs as collisions or phonon coupling provide a vibrational relaxation
channel. To provide a verification of these conclusions we note that the S,
state of the benzophenone molecule, which is separated by 2800 cm~' from
T, and which does not exhibit fluorescence in solution'**, exhibits fluorescence
in the low-pressure gas phase'”,

10.14 PHOTON SCATTERING AND ABSORPTION CROSS
SECTIONS

After exploring the nature of ‘short excitation’ experiments, we now consider
the second extreme situation of a ‘long time’ excitation where one cannot
separate the excitation and decay processes but rather consider photon
scattering from large molecules as a single quantum mechanical process.
No restrictions are imposed on the energy resolution of the photon field and
we proceed to study the relevant cross sections (see Section 10.2) resulting
from scattering of photons having energy £ = Ack.

Scattering theory provides a powerful tool for understanding the inter-
action of a molecular system with the radiation field which is responsible
for the absorption lineshape and for photon scattering processes’:7¢- %,
‘Long excitation’ experimental observables pertaining to electronic relaxation
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n large molecules can be handled®® ™ by considering a “collision process’
between a monachromatic wane trin and the “isolated™ molecule within the
framework of the Lippmiann-Schwinger equation, expressed in terms of the
I matnin formalism. The 7" matriy (the transition operator) is defined by

-4 - VGE ) (10.112)

where E* lim(E - i) and V°  H, - H,,. In the distant past, the
n--0°

molecule was in the continuum state la - |g0ke characterised by the

energy £, The final (continuum) states resulting from photon scattering are

denoted by b 1gi Aeer churacterised by the energy E,.

The cross section aG(a — b) for the transition u — b 10 a group of final
states in the’ energy interval dE, is obtained by dividing the transition
probability by the photon flux £ - ¢ Q where ¢ is the velocity of light and Q
represents the volume. and we use box normalisation for the radiation field.
Thus the cross section is:

ola - b)  (2rnQ khc)|Th.) S E, - EJ) (10.113)

The second general result is the rate of disappearance, W, of the initial
state |a , which is given by

Wo = — (2iM) 1(T,.) (10.114)

while the absorption cross section g, (at zero temperature) is given again by
dividing by the flux
Op = — (2Q/hc) I, T, (10.115)

We can immediately apply these results by setting for the initial energy
E, = E(]g0ke ) - E, - Ewhere E,qis the energy of the ground vibration-
less level and £ - khc is the incident photon energy, whereupon the absorp-
tion cross section is obtained from (10.115) in the form

GAE) = — (2Q/hc) 1,,:g0.ke|VG(E *)V|g0 ke (10.116)
*

Consider now the cross section for the photon-scattering process |g0.ke - -
lgr.keec . which takes place between the initial state |g0.ke characterised by
the energy E,, - hhe and the final states |grke, characterised by the
energy £, - ke,

o(g0.ke — gr.kee) = 2nQ ficl gr.kee|T|g0ke |*pik,)  (10.117)

The photon scattering cross section ¢'(£) into the final molecular state
lgv - is obtained by summing (10.117) over all final spatial directions and
polarisation directions:

oHE) = Y fdf),,,rf(go.ke -+ grkeep) (10.118)

where . - denotes averaging over initiul molecular orientations with respect
to the photon polarisation. The total cross section for resonance fluorescence
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theoretical prediction was experimentally confirmed for the S, S, coupling
in 3,4benzpyrene'® -7 naphthalene'™ and qumoxaline'™, and for the
S,-T, coupling in benzophenone'™ (see Table 10.8).

Table 10.8 Long radiative decay times of some excited electronic states of lurge molecules

Molecule Transition Energy gup/cm ™! r(exp)/sec r(integrated f )/
s

3,4-Benzpyrene'™ S; =S, 2800 7x 10-% 1 x10-*
(8;-S))

Naphthalene'™ S, —+S, 3500 4 x 10-* 1 x 10-*
(5,-S))

Benzophenone'™ S, =S, 3000 1 x 10-? 1 x 10-¢
(5:.-T))

Quinoxaline'™ S; =S, 4100 5 4 x 10-° 2 x 10-°

Sy(rn*)-S,(n*n)

The time-resolved decay mode in case (a) above may exhibit a super-
position of exponential decays according to equation (10.111) and vary with
the mean excitation energy (if the exciting pulse is sufficiently broad, i.e.
¥s 2> Yan)- In case (b), quantum beats should be exhibited following excitation
in a narrow energy range; however, this interesting effect may be smeared
out owing to sequence congestion effects. Regarding medium effects, we note
that when the molecule is perturbed by an external medium a new relaxation
channel is added to the |s> state: |s) — {]/,,} — {|/>}: consecutive relaxation
occurs as collisions or phonon coupling provide a vibrational relaxation
channel. To provide a verification of these conclusions we note that the §,
state of the benzophenone molecule, which is separated by 2800 cm™! from
T, and which does not exhibit fluorescence in solution'*, exhibits fluorescence
in the low-pressure gas phase'™.

10.14 PHOTON SCATTERING AND ABSORPTION CROSS
SECTIONS

After exploring the nature of ‘short excitation’ experiments, we now consider
the second extreme situation of a ‘long time’ excitation where one cannot
separate the excitation and decay processes but rather consider photon
scattering from large molecules as a single quantum mechanical process.
No restrictions are imposed on the energy resolution of the photon field and
we proceed to study the relevant cross sections (see Section 10.2) resulting
from scattering of photons having energy £ = fick.

Scattering theory provides a powerful tool for understanding the inter-
action of a molecular system with the radiation field which is responsible
for the absorption lineshape and for photon scattering processes’: 7. %,
‘Long excitation’ experimental observables pertaining to electronic relaxation
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in large molecules can be handled®®- ™ by comsdermne a “collision process”
between a monechromaiic wave tram and the “isolated” molecule within the
framework of the Lippmann-Schwinger equation, expressed in terms of the
I matox formalism. The 7 matrin (the transition operator) is defined by

T— b - VGE™ )Y (10.112)
where £° hm(E - ig) and V©  H, - H,,,. In the distant past, the
P

molecule wias in the continuum state |a |€0.ke characterised by the
energy £, The final (continuum) states resulting from photon scattering are
denoted by b gi.ke, characterised by the energy F,.

The cross section G(a -= b) for the transition ¢ — b 1o a group of final
states in the energy interval d£, is obtained by dividing the transition
probability by the photon flux £ - ¢ Q where ¢ is the velocity of light and Q
represents the volume. and we use box normalisation for the radiation field.
Thus the cross section is:

ala —+b) - (2nQ/he)|T,u*SE, - E,) (10.113)

The second general result is the rate of disappearance, W,, of the initial
state |a , which is given by

W. . (2)’%) [M{Tld) (!0114)

while the absorption cross section g, (at zero temperature) is given again by
dividing by the flux
Ga = — (2Q/he) I,,T., (10.115)

We can immediately apply these results by setting for the initial energy
E, = E(|g0ke ) - E, - Ewhere E,qis the energy of the ground vibration-
less level and £ - khc is the incident photon energy, w hereupon the absorp-
tion cross section is obtained from (10.115) in the form

OAE) = — (20 hc) 1, g0.ke|VG(E*)V|g0 ke (10.116)

Consider now the cross section for the photon-scattering process |g0.ke - -+
lgv.kee, . which takes place between the initial state |g0.ke’ characterised by
the energy E£,, - khc and the final states |grke, characterised by the
energy £, - ke,

o(g0.ke —~ gr.ke) = 2nQ hel gu ke |T|g0ke |*pak,)  (10.117)

The photon scattering cross section ¢*(£) into the final molecular state
lgv is obtained by summing (10.117) over all final spatial directions and
polarisation directions:

oi(E) = - Z J‘d.Q‘,a(gO.kc -» gr.kee) (10.118)
r

where - denotes averaging over initial molecular orientations with respect
to the photon polarisation. The total cross section for resonance fluorescence
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is obtained by monitoring all the enutted photons resuliing from scattering
into all the final molecular states ly;

olE) Y GE) (10.119)
-

In a similar manner we can define a cross section ,(£) for effective scatter-
ing into the quasi-continuum j|/vac | .which we consider to be an operational
continuum. This is given by

0nE) = (2nQ:fic)|. gV.ke|T(ED|lvac |*plE) (10.120)

The unitarity relations for the scattering matrix result in the optical theorem
of scattering theory®

=R TaTo == Y |TWlPd(E, — E,) (10.121)

which leads to the conservation law
o(E) = Z OME) - . [E) (10.122)

The (energy dependent) quantum yield resulting from absorption of a
photon of energy £ leading to the molecular state |ge - is given by the ratio
of the resonance scattering cross section, equation (10.118), and the absorp-
tion cross section, equation (10.116), Y, (&) = ai(E)/a,(E). If the ground
state energy levels are well spaced, the different channels can be resolved.

Finally, the total quantum yield for emission is given by Y(E) = ) Y(E) =

L
o(E)oE). In a similar way the quantum yield for electronic relaxation
in a statistical molecule (or for predissociation) is Y (E) = a,(E)o,(E)
and (10.122) implies that Y(£) - Y, (E) = 1. The general expression for
the absorption cross sections, for the resonance fluorescence cross sections
and for the emission quantum yields in the ‘statistical’ molecular case will
involve as ‘open channels” not only the radiation continuum but also the
intramolecular quasi-continuum {|/ -}, which for all practical purposes can be
considered as an ‘open’ decay channel. In this case the unitarity relations
for the scattering matrix do not imply that Y(£) is equal to unity as intra-
molecular decay channels have to be considered.

Let us now establish the relation between the relevant cross sections and
the independently decaying discrete molecular states discussed in Section
10.10. As we are interested in parallel coupling of the discrete levels jm,vac to
radiative and non-radiative channels we shall consider the effective Hamil-
tonian H_q, equation (10.83), characterised by the eigenstates |/,vac . Apart
from irrelevant numerical factors, the cross sections are

{gvkec|H o/ vac -v_J.\-aclH.,,,IgO,ke .

a,E » . . - e 2 ,"
30 keIH,MU vae f vac]H,m[gO ke
0‘(8) « Z ! f. BEE EJ " "’1!2 ('0‘123)

where 3, represents the total (radiative plus non-radiative) widths of the
independently decaying states. These results exhibit some interesting features.
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The photon-scattermg cross section @ (£) defimtely involve nterference
etfects provided that £, £,1 0 This is the analogue of. the
quantum beuts expected under these circumstances for short-ume excitation
experiments The expression tor the absorpuion cross section resveals formally
asuperposition of Lorentzians, This feature should not mislead the uninitiated
reader. as one has to bear in mind that the states [J.vac  and their comple:
mentary states Jvac are characterised by complex expansion coefficients off
fmaac | whereupon the single sum (10.123) exhibits interference effects of the
absorption hneshuape for closely spaced (relative to ) levels.

Serveral illustratne cases should be now briefly considered. In the simplestt
physical situation of a single resonance, the manifold ([Jvac . [Jvac}
contains a single lesel jsovac | whereupon i and g, (£) x [(E — E,)* +
(3, 2)*17 ' all cross secuons exhibiting a Lorentzian energy dependence. For
the more interesting case of interference between a small number of closely
spaced discrete levels, interference effects in the cross section are exhibited.
From model calculations®® for interference between a pair of resonances
(see Figure 10.13) one concludes that (1) depending on the relative displace-
ment of potential surfaces (expressed in terms of the reduced displacement
) destructive interference is exhibited in g (£) and in gi(£) either outside
or inside the energy region between the two resonances, (ii) when radiative
interactions are incorporated to infinite order, a,(£) does not vanish but
assumes a very low value in the region of destructive interference, (iii) in the
vicinity of the interference dip in g,(£) both the partial and total quantum
yields for photon scattering exhibit a sharp maximum. The destructive
interference effect does not result in g, = 0 at the dip but rather implies the
vanishing of the cross section for scattering into the intramolecular non-
radiative channel. ‘

We have recently established™ the relation between the theoretical treat-
ment of the ume evolution of the molecular system resulting from wave
packet excitation in ‘short time’ excitation experiments and the study of
photon scattering cross sections involved in “long time’ excitation conditions.
This was accomplished by pursuing the general relations between the reaction
matrix T and the (photon) scattering matrix S. This formalism results in
general useful results for the quantum yield#expressed in terms of the pulse
amplitudes 4, == {(E), and the relevant cross sections 7'

y o AENTUENE

© T JAE)PoE)E (10.124)
y AE o EXE

" JAE) o EME (10.125)

These results are valid for all excitation conditions. We note that in general
the quantum yields are determined by the power spectrum of the source,
and the only relevant information required concerning the excitation source
involves its energetic spread and not the phases of the radiation field. In the
long time” excitation limit |A(E)}* is sharply peaked around £ and the quan-
tum yields are given in terms of the ratios of the cross sections at this particular
energy. In the extreme case of short excitation conditions [4(£)]? is a slowly
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varying function of the energy and the quantum yvields reduce to the ratio of
the integraly over the cross sections In these two limits the quantum vields
are solely determined by the molecular parameters and not by the character-
istics of the source. In general, the quanium yields are ditferent under ditferent
excitation conditions. Only when both cross sections aiF) and o,(E)
exhibit the same eneryy dependence ¥, will be independent on the pulse
characteristics under all excitaton conditions. This situation is encountered
only in the special, but useful, case of a single molecular resonance, when both
cross sections exhibit a Lorentzian energy dependence.

Finaily, we would like to point out that (10.125) bears a close formal
analogy to the theory of unimolecular reactions advanced by Levine and
Coulson'™, where the branching ratio between ditferent decay channels
are expressed n terms of similar integrals, except that the pulse power
system is replaced by the probability for thermal excitation.

10.15 CONCLUDING REMARKS

We have shown that at the present time a formal theoretical apparatus exists
for the adequate description of the diverse decay channels of electronically
excited bound states of polyatomic molecules. In our opinion the theory in
this field has demonstrated its utility as a laboratory tool for the correlation
and prediction of experimental results, elucidating the gross features of the
photophysics of low-lying excited states of small, intermediate and large
molecules. The theoretical techniques utilised for the study of electronic
relaxation are applicable for direct photofragmentation and predissociation
of polyatomics and also for the description of the corresponding inverse
processes, such as radiative recombination and inverse predissociation. Other
related areas such as the theory of unimolecular decomposition, energy
transfer and electron transfer in condensed phases draw on the concepts
discussed herein. The interesting and fast developing ficld of the theory of
photochemical reactions will undoubtedly rely heavily on the basic ideas of
the theory of non-reactive electronic relaxatio® phenomena.
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