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A decomposition of microprogramming automata is suggested on the basis of coding
complete output sets and communication signals transmitted between network com-

ponents. The method is intended for use in the design of automata on the basis

of PLA with internal memory.

The design of control devices on the basis of a PLA with internal memory (PLAM) is
usually reducible to the decomposition of a microprogramming automaton (MPA) that scribes
the operation of the device being constructed. The initial MPA, whose parameters (the
number of input and output varilables, the number of transitions, and the requisite number
of memory elements) do not meet the constraints specified (the number of inputs, outputs,
terms, and memory elements of PLAM), is realized as a network of component automata each
of which satisfies the constraints.

The need for the decomposition stems from the insufficlency of the available resource
in PLAM, particularly, the shortage of external terminals. The Interaction of the auto-
mata in the network is organized by introducing additional links between component auto-
mata, which further reduces the available PLAM resources. One of the possible ways for
minimizing the number of connections 1is by encoding the signals transmitted between the
component automata (communication signals). The exlstence of a memory in PLA provides
an additional capability for reducing the number of links.

We suggest two decomposition methods:

1. The method of decomposition of the initial MPA S into a network of two automata,
wnere one (V-automaton) has a small number of input variables, and the other (G-automaton)
nas a small number of output variables.

2. The method of decomposition of the G-automaton for a given partition of the set
states.
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When these methods are used to create MPA on the basis of PLAM, the number of vari-
ables transmitted between component automata 1s minimized, and the efficiency of the uti-
iization of the internal memory is increased.

DECOMPOSITION OF MPA S

In [1], a method of synthesls of MPA on PLA was suggested, based on encoding the rows
5f the structural table of the automata. The method of decompositional synthesis suggested
here is based on independently encoding complete output sets inside the fragments of the
tabie describing the transitions from a single state of MPA. The coding makes use of the
same wvariables in each of the fragments, reducing the number of code variables.

The input signals (conjunctions) of the initial MPA are converted into the encoded
output sets to create a G-automaton. The variables which encode the complete output sets
are output variables of G-automaton, and, at the same time, input variables of V-automaton,
which is responsible for decoding of the output sets.

The joint operation of G- and V-automata cccurs as follows. The G-automaton recelves
the input set, and, according to its output functions, sends to the input of the V-automa=-
ton the code of the output set. After receiving this code, V-automaton produces at 1ts
output the appropriate output set. The two automata go into the new state defined by the

transition function of the initilal automaton.
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Table 1

1 2 3 4 [ (1 T
N an a, X(dy. a,) Y{ay,.a,) Gla,.a,) Rta,.a,)
1 a Gy Eaky Y\Y29s0iss & -
2 - a2 Xike Yry2ysys & -
3 ay X Xpx4 YaysYeyre &2 rn
4 as XaXaX4 Yaysisihe I'4] n
5 a, Xty Y & 2
6 ag Xai3%y Yige 84 ran,
7 ay ae X153 Yol & -
8 ar z3 Yalrs &2 ry
9 ar 5 Yage &2 n
10 as a. 1 Yidin & -
11 a, as Feletr Yils & —
12 ae ZsXe Yiyadhs 43 n
13 ar Toks Yeyr» & ra
14 as Xsfe Y & A
15 as XeLeXr Yo etha & refy
18 ag as ZrZaky N¥du & —
17 ar XyXg © Yalw &2 n
18 ag X1%e Yeihia & re
19 o Frky el & rer)
2 are KoksZr Ystho¥m & rs
21 as ay X3Xoiy Yeiirthr I'{l -
22 ay 80 Yubhhs &2 n
33 as P ) Nydn & &)
24 ar B il Yo & rafy
25 ae Xeteke Yieyatis & rs
26 Qe Tekete Yrifrolim s nn
27 Gy Zokekr Yairolin & ryn
28 as ZeXeXeky Yetrthe & rry
29 as X3k Koy Yelirira & rys
30 as XyXeZ1xs Yalring I'44 rys
3l ae XsX aky Yaifrira & rys
32 ay ug 1 Yaihvelirs & -
33 ag Gs % - & -
4 ay X Yolallns & n
35 ay as X2 Yudrds & -
36 ae ) YsYalirs & n
a7 e as X el & -
38 as X Ysihe &2 g}

We can now give a formal definition of G- and V-automata.

The following notations are used for the description of the initial MPA S(A, X, Y,

8, A, al): A= {a

12 e

aM},X =

Xqsenrs xL},

Y = {yl,..., yN} are the sets of states

of the input and output variables, respectively; 8§, A are the functions of transitions and

outputs; and «a

1 is the initilial state.

positional synthesis of MPA S(A, X, Y, 6,

32 terms, 6 memory elements.

We will first define the G-automation (AC

We will describe the process in parallel to decom-

A, a ) defined by the transition table (columns
1, 2, 3, 4, Table 1), on the basis of PLAM with these parameters. 7 inputs, 8 outputs,

xC

Y

G

sC,

y

A

G

The sets of states,

G
ay ).

the input variables, and the initial state of the G-automaton are identical with the re-
spective sets of the initial automaton S:

AG

= A, X

G

= X, ay

G

= dl.

To define the output alphabet and the functions of G-automaton we form, on the set

H(a ) of the transitions from the state a,
cerXF,

partition Am= {11, ..

(m=1,..., M) of the initial automaton, the
™}, such that the transitions h, and h
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Table 2

N a, a, Rla . a,) Y(a . a,)

| a ay hi DiYaysayis

2 a riéy : Yarysine

3 a, Firg Y

4 as nre ) Yy

5 ay a # _ Yoo

Gy L4} Ysirs

7 ay a, ! Ndlis

8 a, as Py Uy

9 as Ny Yrtfaths
10 ar Pirs Yidhe
1t as nrs Y2¥oy13
12 as as Fiialy Yty
13 ar il Ysihe
14 ay #irafs Yatheyra
15 a, ryrefy Yro¥ns
16 G iy Yaif o420
17 ag ay 4 Ye¥1Ys
18 ay - . nihds Yudata
19 ae Firafy $idatns
20 ay rifafs Yslrs
21 3 iy Yadusds
22 a0 rifary Yarsy
23 ay Airory Y2
24 ar ag 1 Yadhols
25 as a . i -
26 dy e Y1y
27 ay as ) : NYrds
28 de n hildlu
29 Gre- ag # Yeihi/re
30 ay n i Yedrs

vartition block Xp (h, = hz(xm), 1f and cnly 1f 8(am, Xa) =8(am, X1}, A(Gm, Xi) = A (@m, X1), Xx, X  are
the output signals (conjunctions) on the transitions hk and hl’ respectively. The outpus

alphabet of G-automaton: Yo=({g,...,gs}, F= max_ |xm| . We put into correspondence to each
me=i M

output symbol gf of G-automaton a defining conjunction ﬁf of the set Rf of code variables
fi....re (@=intlog2 F). In the example: F=7, w=3, Y= {g, g2 &3, &1, &3 g, g1} RH{r1, 1o, 13} .
The transition and output functions of G-automaton are defined as follows:

(8(am, Xo) =a;)&(A(am, Xi)=Y)& (hcex_f"')»
= (3% (am, Xi) =) & (A5 (am, X0) = ;).

O

The transition table of the G-automaton is presented as Table 1 (columns 1, 2, 32,
and 7).

3

We will now define the V-automaton (a’, x', ¢V, &', a7, a, .

The set of states, the output alphabet, and the initial state of the V-automaton are
the same as those of the respective sets of the initial MPA S. The input alphabet cof V-
automaton coincides with the output alphabet of G-automaton. The functions of V-automaton
are defined as follows:

(6(am, Xi) =a;) & (A (am, Xr) - Yt)&(hlex.fm)»
=(8Y (am, g1) =8 (am, Xi) =a;) &(AY (Gm, &1) =A(am, X)=7,).

V-automaton for this =xample is given in Table 2.
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A Riay,.a,) Pla,,.a,)
ae 4 X3Xoiy — - P,
b hi, - n B T
:‘ pial J2 - r2 Py -
' ZoZgdy — re Pyt
by Zusuzy ~ I -
by Tekske - i Pyt -2
by KexeXy -— rry Pyt )
b, EZpraxy - ryry Pyl P
by X3XoZeXy -— r3ry Pyt IS
b, x.x‘.g,;. — ryra Py Pa
& XakeXeky -— ryry Pyt P2
b a¢ - [ bt Py -
by - & - Py -

For the V-automaton, only the constraint on the number of output variables is vio-
lated 1in the eXample. The realization or this automaton that ig minimal with respect to
the number of pram bodies is obtained by expanding PLA in terms of outputs [2]. G-automa-
ton, the constraint to <he number of input variables 1is violated.. a method of decompo-
sitional Synthesis of G-automaton is described below. '

DECOMPOSITION OF G-AUTOMATON

Suppose that on the set of states of G-automaton a partition # = {Al,..., AU} has
been adopted (where U 1is the number of partition blocks. The Principles of partition
choice are not considered.) Each partition block is assigned uniquely a component automa-
ton of the network, defined as follows:

1) the set of states of the component automaton 1is the set of states of the respec-
tlve partition block, plus an additional standby state, maintained by this automaton while
the other component automata are working;

3) each input signal of the component automaton consists of an externail input signai
and connection input signal;

4) each output signal consists of external output signal and connection output sig-
nal.

The decomposition method suggested here uses independent coding of input and output
connection signals. The possibility of independent coding, which minimizes the number of
external PLAM terminals occupied by connection variables, is achieved by introducing into
the automata network a connection automaton (C-automaton 5 1ts function is to convert the
output connection signals into input connection signals of component automata.

C-automaton is constructed as follows:

"1) the states of C-automaton are put into one-to-one correspondence to partition
blocks of the initial MPa;

2) the transitions of C-automaton are Put into ocne-to-one correspondence to the tran-
sitions of the initial MPA between the states belonging to different partition blocks (for
transition between the states of the Same partition block, C-automaton does not change
1ts state);

3) the cardinality of the input alphabet of C-automation is equal to that of the
largest alphabet of output connection signals of the component automata;




Table 4

ay ., X(ay. a,) Q. Rla,,. a,) P@,.a,)

a a Zoky - - P ;
ay x\ 2y - - 2, -
ay 2ikaxy - n Py -
Bl ) 2| RS

- rs Priy
by Zoioky — oy P:’ P

a by 0o - - Pg
a 2y g rn A 2
. 2 - n P, (] -

ag as 2 - - Py -
ay ] N Pa -

as by %2 - - L4 p
bs 2 -_— " Pb A

G as Xy - - Py -
[N & - n Py

o ay ! - - - —
b, 1 -— -_— P23 PiPe
& — 9299 - Ps -
ay — q29sde - Po -
as - gedsds - P =
g - Grirts - ;" -
Gre — W - o -
ay - Mn: - Py -
a - adde - Po -
by — Gt - Py -

4) each output set of C-automaton is a concatenation of the input connection signals
of all component automata.

The interaction of component automata in the network occurs as follows. At each point
in time, one component automaton is operational. The other component automata are on stand-
by. After passing into the standby state, a component automaton sends a signal to the
input of connection automaton. At the same point in the automaton time, the connection
automaton produces the signal initiating the operation of some of the component automata
of the network. The connection automaton then passes into the state corresponding to that
component automaton.

We will now describe the network in formal terms.
In our example, we set: nr=6,1.2.3.7.89.1045. .

We define the component automaton G‘(B',){‘, Y« 8% A%, a*) as follows.

| 1. The set of states of MPA G*:B%=A%{b.} , where bu is the standby state maintained
f by g4 during the operation of the other component automata. In the example:

B'= {ag, b1};
B {a,, 4y, Gs, G7, ds, as, Gro, D2};  B%= (a4, as, bs}.
2. The setof inputvariables X*={ U X(am)}UQ* where X(am)is theset of input variables
c @AY

of theinitial automatonsampled at transitions fromam; Qu isthe setof additionalvariables
received at the input of g% from the output of the connection automaton. In the example:

X' == {x3, X4, X5, Xg, X1, X8, 91}

X2m (x), %2, X3, X4, G2, 93, Ga}; XP= (X3, Xy, X5, Xs, X7, s, Gs}. . .
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Table 5

Gy a, X(ay.a,) Q! Ria,,.a,) Pla,,.a,)
a, ? AN - - Py -
3 Xoxy - n Pg

g; ﬁ-!( -_— ra P :’ p‘l’f‘
bs Xeks - ray P¢ ' ppe
3 Fadokr - ran P¢ Py
ay by ZrXaxy - - Pg
by Xr&s - Iy P, :’ p;:’
by Zrxs - ry Py PiPe
by Erky -_ ran by P
by F 58N - r Pt n
by a, - 9s9s - Po -
a - Gads = Bo -
s - (7] - Py -

3. The set of output variables Yv={ | R(am)}UP*, where R(a

c @AY

n) 1s the set of output

variables of G, generated at transitions from amgiPu is the sei-of additional variables
recelved from the output of GY at the input of C-automaton. In the example.

Yl - {rh ra, s, P, P2, p3};
Y2 (r(, ra, pr, Pa}; V3= {ri, r2, 01, Pai Ps}.
4, The transition and output functions:
a) (8(am, Xa) =2;)& (A (am. Xn) =R:) & (GmEA®, a ;S A )=
’(6' (ﬂn. X.) -G(Gm. X'.,) -aj)&(l' (am Xh) "'L(all- XA) -Rl):
6) (8(Gm. Xa) =3;) & (A (am. Xn) =R:) & (BmeEA", a;EAM) &
&(uvek) = (5% (am, Xn) = bu) & (A% (Qm, Xi) =Re U Pjo, Pinzm Po)&
& (8% (bx, Q%) =0 (am, Xa) ma;) &(A* (b, Q;*) =Yo),

where Q k is the conjunction of additional input varilables (elements of the set Qk) sent
to the input of MPA Gk from the output of the connection automaton; and
c)  B(b% Qo) =by, At(bu, Q%) =Ys, where Qg is the conjunction of the variables of the set

Qu, where all of the terms have been inverted.

5. The initial states of the component automata are:

(aEA%) = (a1 =a)); (a1 @A%)=(a,%=bq).
The transition tables of component automata Gl, 62 and G3 are presented as Tables 3,
4, and 5, respectively.

We can define the connection automaton C(D,P,Q,8. A%d°) in formal terms.

1. The elements of the set D of the states of C-automaton are in one-to-one corre-
spondence with the partition blocks of the set of states of the automaton G(|D|=U) being
decomposed. In the example:

D= (dh d:' ds}-
2. The input variables of C-automaton are the additional output variables of the

component automata P=p, |P|=max|P*|,u l=1,...,U. In the example:
umi

P= (pb P2 p!}'

3. The output variables of C-automaton are the additional input variables of the
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Table 6

dn q, pd,.d,)
d dy py Pipas 2
% & oo g
dy Pyt Fippy 3
dy Pyt P1PrPs o}
5: o Pt siﬁ Q..:
ay P B &
dy d P2 3
4 Py e §.’= Y
dy B¢ Pos ! «@
dy Pe P Q -
d, d Ped P t
) da Py s 3 o
c el B g %
9
4 g P Qu Py
dy ) Prbsihs * -
| atetntatnthaaiie ey e -
| C-automaton ] V-automaton !
! — P !
| z‘_l.._-_:‘ P p— | 1
| J,T'-—L__; e din [ 1% % i
 TTElEE | B
2 - ¢ |
! i =, S
! 11 % |
| 1
| FH 2 [T g !
v =" R N B e
| 2, | 14 —1‘* |
1 T m——
] i t44 I
! P = /7 1 |
! Q@M Ak,
] _ 12 ¥
! :L:.‘ 3: L3 ” :
! r—0 =B |
I ’ | |
| I I |
| ] 1
e e e e e e ———— -

v
component automata Q= |y Qs. In the example:

u=i

Q= {q1, 92, 93 94» 5. Gs}-.
4. The functions of the C-automaton:

W (886 Xn) =) & (A (3, Xa) = 1) & (@i, G A%) = (82 (du, Po) =du) & (3 (dw. Po) = Qo)
o (8(ae Xn) =) & (1 (30 Xn) =@7) & (GG AY) & (3@ AN) & (ke k) oo (82 (s, Pi%) = ) & (35 (du, P1%) = Q). *

where 5.% 1s the conjunction of additional output variables of MPA GY (the elements of the

set PY); ?O is the conjunction of additional output variables corresponding to the zero
set.
5. The initial state of the C-automaton: (ai=A%)=>d=dy, . In the example:
dic=d,.
The transition table of C-automaton for this example 1s given as Table 6.

Thils completes the construction of the network.




The initial MPA S has, thus, been partitioned into a network of five interacting

automata: Gl, G2, G3, C and V. The variables of the first four of these automata satisfy
the given constraints; therefore, each of these automata can be realized on the basis of

a single PLAM. The V-automaton is realized by expanding PLAM in respect of outputs. The
schematlic realization of the network on the basis of PLAM (7, 8, 32, and 6) is shown in

the figure.

The methods of decomposition described here have been realized in a software package
for US [Unified System] computers and included into the Universal Automated System for
Synthesis of Microprogramming Automata (UASSMA-US) [3] under the title "MPA Synthesis on
the PLA Basis."

The methods suggested in the paper make it possible to:

a) use PLA memoﬁy to reduce the number of terminals occupled by connection signals;
and .

b) expand the class of automata which can be realized on this basis for given PLAM
parameters.

In conclusion, it may be noted that these interaction models of automata could be
implemented in different circuit configurations. For example, one could use a different
method of coding output signals of connection automaton.
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