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Abstract

An important direction of improving security of computer systems is detection of Trojan horse hardware. A Trojan horse is a malicious altering of hardware specification or implementation in such a way that its functionality is altered under a set of conditions defined by the attacker. The paper presents a technique for designing secure systems that can detect an active Trojan that distorts or manipulates their proper operation. The technique is based on utilizing specific information about the system's behavior, which is known to the designer of the system and/or is hidden in the functional specification of the system. A case study of the proposed technique conducted on an arithmetic unit of a microprocessor is provided. The study indicated a high level of Trojan detection with a small hardware overhead.

Keywords: Trojan Hardware, Design for Security, On-line checking, Hidden Information

1. Introduction

The modern society is characterized by the most intensive use of information technologies. As a result, data and knowledge has higher value than material products, and informational infrastructures forming base to various services become the main target of cyber attackers (cyber space terrorists, criminals, espionage, state supported cyber attackers, etc.) For example, disabling or destruction of systems of communication, energy and water supply, or damaging databases of systems of medical institutions very often turns to be as critical as physical destruction of them.

Both the cyber attacks and cyber defense of infrastructure of the computerized services are twin-tasks of Information Technologies. The goal of cyber attackers is to destroy or damage information infrastructures. Today, when terrorism is becoming more and more sophisticated, when threats to security can be planned in advance and supported by significant monetary resources, it should be noted that informational infrastructures may be damaged not only "from outside", but also "from inside", by introducing erroneous or even some "controlled misbehavior" into their functions (so-called "Trojan hardware"). For example, instead of investing great efforts into breaking encryption algorithms which are used by a target device, intruders/terrorists may easily note, that the device hardware that performs the encryption, remains vulnerable to malicious modification of its circuitry (almost at any stage of its design, production, or usage) and to side-channel cryptographic attacks, as well as to modification of data stored in the memories of the hardware (HW). The hardware therefore becomes exposed to attacks on it.

The problem of protecting the hardware from malicious attacks becomes even more critical if the hardware is reconfigurable. In the reconfigurable systems, complex software and hardware are coupled and implemented on a single microchip which can be shared by both software and hardware engineers. Such systems can be accessed through the Internet and can be modified from outside. This makes them even more vulnerable because of the static and dynamic changes that can be introduced at any stage of the design. For example, as it was announced by leading companies, extensible processing platforms (e.g. Zynq-7000 of Xilinx, ARM A9 SoC FPGA of Altera) incorporate dual core ARM A9 Cortex and powerful field-programmable gate arrays (FPGA) achieving complexity of 6.8 billion transistors on a single chip. Software and hardware can be developed independently of each other and in parallel. Since nowadays the design starts of FPGA-based systems exceed the similar characteristics for ASICs and ASSPs-based systems by an order of magnitude and in accordance with forecasts this tendency will continue in future, we can expect eventually an unpredictable and uncontrolled use of very powerful hardware/software resources capable to interference with other systems through global networks.
Consequently, uncontrollable number malicious insider attackers will be able to access such systems with severe consequences to the systems. Thus, hardware has to be protected not only from outside but also from inside even within the same microchip.

Trojan horse hardware is a malicious modification of the circuitry of an integrated circuit. The Trojan hardware is created by an adversary that adds or deletes some transistors or gates to the original design and thus changes its functionality. The adversary may also change parameters of the original circuitry in a way that harms the reliability of a system. When the Trojan is active, the output of the system is erroneous. In this sense, an active Trojan can be modeled as arbitrary error vector that is added on top the correct output vector and distorts it. Since the system functions correctly when the Trojan is not activated, it is difficult to detect a Trojan by off-line testing. This motivates researchers to classify, model, and analyze Trojans and their effect on the behavior of the system, as well as to develop methods to detect a Trojan HW [4][5][6][7][9][15][16][17]. Trojan HWs can be classified into three major types: a) HW broadcasting to the attacker some internal signals, b) HW distorting the functionality of the system, and c) HW which destroying the chip. In this paper we deal with Trojans that distort the operation of the system (type b).

Various Trojan detection methods can be applied at different levels of chip design and fabrication. At the fabrication level a Trojan may be detected by performing parametric analysis at fabrication stage, this however is extremely time consuming and expensive. Another approach is based on side channel analysis; this method is effective for detecting functional Trojans only in small circuits since it requires isolating the tested area from other components. Automatic Test Pattern Generation (ATPG) is another method that can be used for Trojan detection. This method is efficient only if it activates the Trojan, otherwise the system functions correctly and the Trojan is undetected. In this paper, we present a different approach. Our approach is based on on-line testing. We suggest utilizing a Concurrent Error Detection (CED) [2][14] mechanism, which is normally used to cope with faults (permanent or transient) in the circuitry to detect active Trojans.

In general, there are three approaches to the design of CED schemes: the first is based on analyzing all the possible error events in a given circuit, the second is based on analyzing the possible combinations that may appear on the output lines of each logic block, and the third approach is based on analyzing the functionality of the whole system. Clearly, the first two methods are more suitable for trapping errors that are caused by faults, since a) they heavily relay on the actual implementation of the combinatorial circuit and b) they check the correctness of the current output. The third approach, which considers the functionality of the system, can detect an incorrect sequence of outputs, even if each output by itself is legal. The CED mechanism presented in this paper belongs to the third class of CEDs.

In [13], the idea of utilizing hidden information about the system functioning for detecting Trojan HW was proposed. Such implicit information about the correct functionality of the system is not necessary included in an initial specification of the system. This information is known to the designer, and in some cases can be retrieved from the functional specification of the system. However, this information disappears or become inaccessible when the system is represented in HDL and synthesized by conventional CAD tools.

In the present paper, we develop the above approach. We show how the hidden information can be used to provide an additional layer of security. We present a case study – a CPU and show that one can increase the level of security by adding a negligible amount of logic.

The paper is organized as follows. The next section formulates the problem and reviews related work. Section 3 describes the suggested design for security methodology. Section 4 presents a motivation example and Section 6 concludes the paper.

2. Problem Formulation and Related Work

In general, any system has components that can be classified either as parts of the datapath (DP) or as control unites (CUs). A Trojan can distort or manipulate the correct operation of the system by distorting the inputs and/or the outputs of the control unit as well as its internal states. In other words, the operation of the system in the presence of an active Trojan can be modeled as unknown logic blocks that are placed in between the CU and DP. Figure 1 shows the conventional partition of the system into DP and CU. The control unit that is a finite state machine (FSM) consists of two blocks, combinatorial logic and memory elements that store the state of the system. In the figure, PS represents the present state and NS represents the next state. The inputs to the control unit are external (Xe) signals.
and internal signals ($X_i$) that are generated by the datapath. The control unit generates microinstructions, denoted by $Y_i$, which control the datapath operation.

![Figure 1. Original system](image)

An active Trojan can interfere or manipulate the correct operation of the system in two ways. It may directly distort the outputs of the control unit (that is, modify the microinstructions or the next state variables), or/and it may cause the control unit to generate different outputs by changing the inputs of the control unit.

We assume that the Trojan HW designer is not familiar with the specification of the system. That is, the Trojan HW does not generate (for at least a period of time) a legal sequence of input/outputs vectors. Therefore, its effect can be modeled as an arbitrary error that is added to the correct signals. This assumption is essential since if the Trojan generates only legal sequences inputs or outputs it cannot be detected at all. This allows modeling the effect of the active Trojan on the inputs and outputs as appearance an additive error in the correct information (see Figure 2).

We assume that there is no mandatory requirement to detect the Trojan immediately at the first cycle it was activated. Therefore, the goal is to design a low-cost CED mechanism that is capable of detecting a Trojan with high probability over a predefined time interval. This goal can be achieved by protecting only a sub-set of the possible legal input and output words.

![Figure 2. System with Trojan blocks. The red blocks show Trojan effect](image)

We distinguish between two cases: a) the ability of a block to verify that it receives a correct (external) input or a correct sequence of inputs, and b) the ability of a block to verify its own correct operation.

The problem of detecting an erroneous input (case a) requires a redundant representation (coding) of the information that the input carries. The encoding is done by the block that generates the information and the decoding, i.e. the check of correctness, is done by the receiving block. Concurrent Error Detecting (CED) codes are usually systematic codes that add a number of redundant bits to the original information bits. The codes are designed to cope with a specific error model. Extensive study has been done on codes that can detect errors that are caused faults or transient errors in the circuit \cite{1,11,12,18}. In \cite{10}, a family of robust codes and partially robust codes that can detect arbitrary errors from non-stationary source with a minimal undetected error probability has been introduced. In this paper we deal with the second problem – the ability of a block to detect its incorrect operation. Namely, on top of the layer that detects erroneous external inputs that enter the control unit or the datapath, we add another layer of security that detects an erroneous operation of the block itself. While
the robust codes (e.g. [10]) can detect an active Trojan modeled by blocks A and E in Figure 2, our mechanism is designed to detect a Trojan whose effect is modeled by blocks B-D in the figure. To illustrate the necessity of such mechanism, consider a Trojan whose effect can be modeled by block C. Such a Trojan may change the state of the system. This however will not produce an illegal microinstructions and it will not move the system to a wrong state. In other words, such a Trojan cannot be detected outside the control unit by using a conventional CED mechanism. Indeed the only way to detect it is by using information that is available in the functional description of the system or is known to the developer of the system.

3. Design for Security Methodology

To introduce our approach, we use the representation of the given CU in a form of Algorithmic State Machine (ASM) chart. Using ASMs for specification was not so common in last decades. This can be explained by two main reasons: a) wide use of high-level description languages; b) domination of the architectural-approach in chip design, in which a system is described in a form of interacting elements and connections between them. An alternative approach to the architectural-approach is the algorithmic-approach. This uses a set of ASMs, each represents a different algorithm that is performed by the system. For example, designing a CPU can be done by dividing the system for two interacting subsystems CU and Operational Unit (OU), i.e. a DP, and constructing an algorithmic description of this interaction for each instruction (or subset of instructions) supported by this CPU.

An Algorithmic State Machine (ASM) chart is a directed connected graph containing an initial vertex (initial operator \( Y_i \)), a final vertex (end operator \( Y_e \)), a finite set of operator vertices and conditional vertices. One of the input variables is written in each conditional vertex. Each operator (microinstruction) \( Y_i \) corresponds to an output vector. The operator is defined a subsets of the set of micro-operations \( Y = \{ y_1, \ldots, y_N \} \). Any ASM can be transformed to the FSM form \([3]\). The FSM specification is the list of transactions, which are paths of the initial ASM. An example of an ASM is given in Figure 3. This ASM describes a microcontroller. There are 5 input variables, \( X = \{ x_1, \ldots, x_5 \} \), 6 microinstructions \( Y_1, \ldots, Y_6 \) and 8 micro-operations \( Y = \{ y_1, \ldots, y_8 \} \). This ASM can be transformed into an FSM with 6 states.

Each ASM operator vertex is performed during a single clock. In general, all input variables of the CU can change their values during a clock. Nevertheless, in real designs, usually it is not true - very often, a large subset of input variables cannot change their values. ASMs do not contain this information explicitly. Nevertheless, this hidden information is known to the developer.
The initial point of our study is the idea that this additional information can indicate the presence of Trojan. Such additional information is, actually, a set of variables, which don’t change values as a result of performing of certain operators of ASM.

Let the following conditions are met: a) before performing an operator, values of some variables are known in advance, and b) these variables belong to the set of variables that don’t change values as a result of performing this operator. Then, checking variables immediately after performing the operator, gives valuable information about correctness of the system’s operation.

In this paper, we propose to add a number of conditional vertices into the given ASM; these vertices check values of such input variables that don’t change values when the system functions properly.

We describe our idea on the example of ASM shown on Figure 3.

First of all, we construct a matrix of the given ASM [3]. Both columns and rows of the matrix correspond to operators of the ASM. (The rows include the initial operator $Y_b$, the columns – the end operator $Y_e$. Each specific cell $a_{ij}$ comprises a transition function, equal to 1 when the operator $Y_j$ is performed immediately after the operator $Y_i$.)

Figure 3. An example of Algorithmic State Machine
Let the list of operators $Y_i$ with the corresponding sets of variables that don’t change their values when the operator performs, is as follows:

$Y_1 \Rightarrow \{x_1\}$; $Y_2 \Rightarrow \{x_4, x_5\}$; $Y_3 \Rightarrow \{x_4, x_5\}$; $Y_4 \Rightarrow \{x_1\}$; $Y_5 \Rightarrow \{x_2\}$; $Y_6 \Rightarrow \{x_3, x_4\}$.

Observing the matrix, we arrived to a conclusion that there are operators that can be potentially used for utilizing the above information for a Trojan detection. These operators are: $Y_1, Y_3, Y_4, Y_5$. The corresponding columns include variables having the constant value. More specifically: transitions to $Y_1$ are carried out if $x_1 = 1$; to $Y_3$ if $x_4 = 1$; to $Y_4$ if $x_1 = 0$, $x_2 = 1$; to $Y_5$ if $x_1 = 0$, $x_2 = 0$.

Since the operator $Y_1$ doesn’t change the value of $x_1$, after performing the operator $Y_1$, $x_1$ keeps the value 1. To detect a possible Trojan, we insert an additional conditional vertex containing $x_1$ into the initial ASM immediately after the operator $Y_1$. That will keep the normal order of the ASM if $x_1 = 1$ and indicate the presence of a Trojan if $x_1 = 0$. Similarly, we insert another three additional conditional vertices: $x_4$ - immediately after $Y_3$, $x_1$ - immediately after $Y_4$ and $x_2$ - immediately after $Y_5$.

It is important to note that despite the fact that two variables have a constant value on each of transitions to $Y_4$ and $Y_5$ only one of the variables does not change the value. Thus only one additional conditional vertex is included after each of the operators in the transformed ASM.

The ASM transformed for Trojan detection is shown in Figure 4.
Figure 4. ASM from Figure 3 with Trojan detection property

Note that in Figure 4, the additional vertices are highlighted in the gray color.

In the next section, we present the implementation of the above ideas using the example of a certain CPU.

4. Case Study – CPU Design

A functional description of a system by ASM allows representing the system as a set of component ASMs. Each component represents a single aspect of functionality. This allows the Trojan detection mechanism for each component. This simplifies the design since opens a way to handle each of the components separately. We demonstrate the design of the Trojan detection mechanism for a CPU having 16 8-bit registers and two embedded 16-bit memories for data and instructions. The CPU supports short and long formats and the addressing modes: direct, indirect, immediate, direct indexed and indirect indexed.

The ASM shown in Figure 5 is one of ASMs that specify the processor [3].
The ASM describes the algorithm for the execution of the \textit{add}, \textit{subtract} and \textit{shift} arithmetic instructions. To simplify the presentation we have circled sets of vertices that correspond to DMA-cycle, Interrupt, Fetch of short and long instructions from the memory, reading and writing data to/from the registers and the algorithm for calculating the address of an operand. The ASM in Figure 5 defines and uses:

- 13 inputs (4 internal and 9 external) inputs out of 18 inputs to the whole CU that supports the complete set of instructions.
- 27 microinstructions, each consists of 45 micro-operations.

Figure 5. ASM of microprocessor
27 states coded as 1-hot.

Recall that the processor’s functioning is described as a system of a number of ASMs each corresponds to a subset of instructions. Thus, when add/subtract or shift is performed the execution will be performed according to the algorithm in Figure 5. That is, the values of the variables (input, microinstructions and states) will be determined solely by this ASM. In other words, in a fault free circuit, only an active Trojan may change the expected value of these variables.

In our example, we have added 10 check vertices and two operator vertices to the ASM to verify the correct behavior of the system at each step. These vertices, which form the Trojan detection mechanism, check (on average) 31 out of the 40 inputs (state variables and internal inputs). This results a detection of 85% of possible unwanted changes in the states of the system, and detecting of 22% of possible (unwanted) changes in the inputs to the CU (refer to blocks B-D in Figure 2).

The implementation cost of the Trojan detection mechanism is shown in Table 2 and measured in terms of the number of slices, LUTs and Flip-Flops in a Xilinx Spartan3a, XC3S1400An. In the table, we present the original size of the whole system (DP and CU), the size of the original CU, the CU additional logic to be included to allow CED of the microinstructions sent to the DP. Columns 5 and 6 show the additional logic that supports the check of validity of the inputs (denoted as XCh), and the state variables (denoted as state Ch). The last column shows the cost of the CED checker located right in front of the DP. The additional logic required to protect the states and the inputs of the CU, which may be distorted by a Trojan modeled by blocks B-D in Figure 2 is 24% of the cost of the CU (when measured in slices) and is 0.1% of the cost of the whole system. The additional logic required to protect the whole system against a Trojan modeled by blocks B-E in Figure 2, is 3% of the cost of the whole system.

| Table 2. Overhead in CU design
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DP + CU</td>
</tr>
<tr>
<td>Slices</td>
</tr>
<tr>
<td>FF</td>
</tr>
<tr>
<td>LUTs</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper presents a novel approach for design for security. Our approach is based on utilizing some information about the system’s functioning that is absent in the initial specification. We use an ASM description of a system to present our idea. The additional information actually is a data about input and variables states of the system that keep there values during a normal functioning of the system and are able to change their values only in a case of presence of Trojan hardware in the system.

We developed an approach for inserting some redundancy to the system allowing indicating changes of values of specific known in advance variables. A case study presented in the paper shows a high Trojan coverage with relatively small hardware overhead.

Our future research in the described direction includes development of methods and algorithms for automation of the process the hidden information and methods for synthesis of systems with Trojan detection capability.
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