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model of interaction of microprogrammed automata at the nodes of a hierarchical
‘ructure 1s suggested. The model allows minimizing in the constituent automata
ne number of inputs and outputs for communication signals; it is designed for
itcompositional synthesis of automata based on PLA with internal memory.

In the synthesis of control devices based on PLA with a memory (PLAM), methods for

} —2sition of microprogrammed automata (MPA) are needed that are adjusted to the speci-
-i 17 the system base, including the rigid constraints imposed by the external parameters
.+ [the number of inputs and cutputs) on the parameters of the constltuent automata.
“imposition methods that minimize the number of communication signals sent between
ieht automata may be useful in this respect. One such method [1], introduces in<o
© iirtuit a communication automaton which controls the constituent automata. This method
:: Into account the specifies of PLAM as the core unit, but does not help accommodate
*z22ifics of the automata. Each of :he onstituent automata in a network 1s much more
“T.:X than a communication automaton as measured by the number of input terminals, tran=

#.:75, and states; using a single board PLA for each communication automaton is there-
) ]
B> sjustified.

i

¥ In this paper we propose a hierarchical model of interaction of constituent automata
?ﬁ:f:hese shortcomings.

H it constituent automata in the model are the nodes of a hierarchical structure. A
gf:: with communication automata [1] is a two-layer hierarchical structure. In addi-
it 2 Zreater number of control levels, 1t differs from the model of [1] in that it
% =i the possibility for sach constituent automaton of the network to realize the
gililon and output functions of the initial autcomaton as well as the functions of the
#ml of the constituent automaton of the next hierarchical layer.

§

£ 4z will introduce definitions for the description of the hierarchical model of the
$:m22:ion of automata.

; 12 w1l say that the root automaton is the "boss" of the roots of its subtrees; the

3°:r zre called "subordinates" of their "boss."

]/ Tmz relation of subordination on the set of constituent automata 1s a partial order
il 1

#iim. The fact that an automaton S* is the "boss" of the automaton §9 - not necessar-

§ 112 lrmedlate boss - is written as S, > Sj.
, = zzsomaton 3™ of the hlerarchical circuit is called the "immediate boss" (IB) of
ﬁ .:-a:mzsi, dencted ST = I3 (Si), ir Sm>81, 87>8! implies that either s = g™ ap
? . The automaton Si in that case 1is called the "immediate subordinate" (IS) of 3™,
E utomata siiat are Immedizts subordinates of 3T will e denot=d ty I8 (3%).
T f=s(Sm) es ot 48 3B g om o
: B
; 7 lzzst upper bound [2] 3% for -he automata 3° and Y wilil be called the "nearess
§ = 23" (NCB) of 5% oand s9: 5% = weacst,sd)

-:iirding to this terminology, each automaton of the hierarchical network is a boss
1% m Allerton Press, Inc.
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Table 1
No. | &, a X(a,, a;) Yiag. ag)

1 a ay faZ, N

2 ay i iy

3 o X\ Xary Yale

4 ay X; Yals

5 a, Xaxs N

[ ag X3 Esiy e

7 ay ag )Xy Ll

8 ar I pan
9 ay 5 Hids
10 a ay 1 Ya
11 ay a TeToxy Vs
12 as Toly 0
13 ar Tete Yitfe
14 ag _x!:: Yilietn
5 % Tek1xy ifn
16 ag 2 ErEaxy Yelria
17 ar XXy A
18 as Zrry Yrts
19 ay X:%g i
20 ayp Talsiy w
21 ag a X3X4Zy ™
22 ay Iyxy Siys
3 as T3XaXsTeXry Yaliy
24 ar Tolaiy 0
b s Texsty St
. die Eirels Y1ds
27 e Eolely Yl
2 ay Zisxety Yiyays
29 ap TX oLy Yiyaly
30 ay X345y N1¥29a
31 day L3X o Laly Hiyays
32 ar ag 1 ™
B g | a £ -
H ayy ) Ue
35 ay ayy Iy W
36 LI X3 Ys
a7 Qo s X Ys
a3 dig I Ysifs
39 an a 2} Ys
40 ay Zyiy iy
4 ay Iy Yaliy
42 aiz ay Z3XyXy Yy
43 ay xﬂg-i? i
44 ay Xy ¥r
45 a I Y
46 iy ar Iylery Yathe
47 ar x.zg Ystho
48 ag ] e
49 ay ] Yalfstho
50 e TyXsTe Yalfuthra
51 a4 s 1 Yr
52 a5 ay XXy Haln
53 ay Xriy Yy
54 b 5 s
33 g ay 1 Us
6 | an | ap l Yaalis




Fig. 1. Network structure in the
decomposition of MPA S.

y Table 2
Constituent Automaton Sl
8¢ ay Xla; ag) G s Y{ag.ay) Byisn

a | b x3Xike - H P3(S") =ga1qnqu
bs Eaxy - $ils Py(S ‘g =q3.qnds
a XyXyXsTek1Xs = Yals Po(S') =qududn
by Eakstr - 0 P7(S") =quindn
by Toxsts - Yl Py(SY) =quinds
by Zaxels s Yals Po(S') =dng=ds
by Tafelr == Y3l Pio(S') =Gngnls
by EoTa ket = ity P11 (S!) =ngads
by XyTXeln = Y1yads Py (S') =gadndn
by ) - Yiyabts Py (SY) =qngudn
by XyxolsXs - Y14aYs Py (S") =Gndxndn

by a4 - Qs(S') =an - -
by = Qol(S") =qu o -—

s.zopdinate 23 W4T same time. The exceptions are the automata of the last level,
.re all subordinates, and the automaton of the first level, which 1is only a toss.

rial=]

.2 nierarchical network operates 23 follows.

scion of 2 particular constituent automaton, all tne automata in the
state of "yaiting for & response” from particular subordinate
smata of the network are in the state of nyaicing for 2 rasponse”

+ zutomaton except for the root automaton and the leaf automata, 1S
oss and 1its supordinates. When transferring control to 2 subordinate,
+on zgoes into the state of waiting for 1ts response. When transfer-
=5 =the automaton goes into the state of response walting.

the constituent automata of a nierarchical network in formal terms.

pe 1llustrated by the decomposition of MPA S(A.X.Y.G.l.a-.) (o - 1s the

are she sets of input and output signals, & » - are the transition
respectively, and a| - 1s the initial state); it IS de fined by Table

on <ne set A of the states of MPA S & partition a={A...,AY) is given
mper of partition plocks). In the example = (A" A% A3, A4} =6, 1.2.3.7.8.9.10,

4111 perform the decompositl £ spis MPa according ©o 3he sEpHesune

~e scates ol = ponstizuent AT A ::"l ~ansists 27
ng partition nlock, she state oL of reguest
-7 »esgonse waicing: Bu=A*|{bu}UCY, WheTrs C“=‘ U cu(SH, cul(SH iz the state
P L " ) . _‘ﬁ ’SIIS‘lS_']
..~ during +ne operation of its subordinate MPA S°. In tnls example: Bl={as, b1};
133, y, Og, dg, D10 b;,Cg[S"}}; B3={as, @i, Gz, G14: 15 dQy6 17s ca(SY, (S} Bi= {ahai:.bt} =
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Table 3
Constituent MPA 32
a, a; Xla;. a)) ,}}(37} Yia;.ap) :,t-s"l
a ag ¥, = hys -
dy x5z e hiys —
a, FEIN - UsYe —
ok, - Ysle -_—
f:;?;" 253 ’ - N Pi(S?) mquge
by | maisfs == Uiy 9:(57) =g31g329x
ay | b X%y . % Py(S?) =q31qudn
ar Xy - UiYs -—
ar X = Hide —
aw | |, - - -
“ by = - W P1i(5%) =95dxdn
(SY) x: == % P13(S?) =qudua :
* ’bg 3: = ys Pr(S?) -q:sqnﬁn H
]
a b x B Ys Py5(S?) =F39ndn i
* b: .i: - Ysys P1s(S?) =Guqxndn I
a a, 1 —— 0 — l
P P ) 1 = Y Py(S) =ququ !
|
O - @ (57) =gnqn9ndn - - \
ay - Q2(S5?) = qngzagnds - — i
as p— QI{S’}-'}'UQHQ_‘n@l —_ _
ay - Q5(5?) =qng=dnds — — |
e —_ Q10(S?) =gnf=dng — - !
ar - Q1(S?) =9nq2qndn A =
ay — Q3(S?) =gndndngs — -
c2(SY) - 13(5%) = g0 dmdnda -_ P1o(S%) =quda
c2(SY) - Qu(S?) = Gngnqndn -— P(5) =quga
by - Q0 (5?) = dndainds - -
a(SY)| ar = 9n9n9n - -
ag - Indmdn - - I
= Inqnd: o, e
o Ininia — | Py = gnasmin
by - nqzn = Py(5?) = quqa2dn
&(SY) - Juindn - =

2. Put into correspondence to each block AY of the partition 7 a set of input vz !
ables x4 interrogated at the transitions from the states of this block: Xv= | X(ai).

The input variables of the constituent MPA SY are the elements of the set XY and -a
glements of the set Q{S")a{quj,...,q..‘} of the additional variables sent =o the input
Sus X“=.Y"UQ[S"). In the example: X‘=X‘UQ(S‘}={xs,.n,xs,xs..n,.rg.q“}. X’=X2UQ(S=]={.rq,.\:g,x;.,r4.qg|.qn.q::-'-_f:<}-
Xo={x2, X3, X7, X8, G31, G2, Gaa}, X*= {23, X4, X5, Xs, X7, Guts Guz) -

3. For each block A" of the partition m, we form a set Y% of the output variables l
generated at the transitions from the states of this block: fu= U -Y(a:). The output var--

~ a, @A .
ables of the constituent Mpa g4 are the elements of the set YY and the elements of the 3¢

?(Su) of the additional variables sent to the inputs of the automaton I3 (Su) and each 27
Is (8%):

remgeypse); Ps9= U asyuaqms (sv)).

S ais (9 )

V'=71yQ(S):; 1=ryQ(s*)yuQ(sY;
P=PUQ(s)uQ(s?); r=ryQ(s?.

4. We define the functions of the transitions 3% and the outputs A* of the consti-
tuent automaton sY. Suppose that in the initial MPA S there is a transition from a, £o %

—
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Table 4
Constituent MPA 33

ay a Xlay.a;) Qs ¥lai.ap) By(sm
axs (S ] - Yelds 9uq=dngn
(S X1is - Yiys u
€3(8?) Iz - I’
ag €3 (S1) 25391 - Yebls qu _
€3(S57) XXy — i Indndndn
€3(S?) I1xy = s qudrdngs
a(s?) Xk — s 9u9=dngd:
€3(S5?) ZrZaly - ur qudndndan
a3 €3(S%) e rid — Ui #ﬂiﬂiﬂu
€(S?) Eamsir - s Iudndnds
as X3k3 - L -
x al(S") 2 - ¥t n
ay (S =1 — Ys Ingadndn
€3(S5?) £ —_— Y1is Indedndan
agy Xaly = Yeyr o
s
e an (5% 1 - yr Indmdnga
ais an 1 — s e
ayr -] 1 — Yslyrls e
c(S!) ay == ga92292 == i
€(S?) — Juqnin - qudrdndn
€3(S?) - gs13x9n - G2dndndn
€3(S7) — Induds — 921929091
€(S?) et nqudn - Qua9adnqu
€3(S?) -— Indudn -— Ingodndn
— C;(-S’) it —— §3dumdn == =
cs(S?) ayg . qudadn - -
ag i Indudin s -
diy — Fndidn - -
an - Gndand —— i
Q4 = Fudadn -_ 5
d - 191290 = o
€ =— 191245 _ qu
=] s Fndazgn = -

1put signal X that resulss

tout signal Yo 8(anXa)=a; A(ai, Xa) =Y.,

u
w -To3se that g;=Ax. our alternatives are possible:

. g;=4%, then &%(ai, Xa) =6(a;, Xa) =aj; A%(aq, Xa) =A(an Xp) =V}

: oA (ks=u), S*>S¥ then in the automaton S% 8%(ai, Xa) =du: A%(a:, Xa) = Y,UP;(S¥), where _
~7PISU; in the automaton S™ 8%(ca(S¥), Qi(S*)) =8(an Xa) =a; M(ca(S¥), Q;(S*)) =Y,, where Q;(SY) is

; i k
5 *_Sh.;‘mction of additional input variables causing S™ to go to the state aj. In all

i T>S1): 6™ (em(S¥), Q(S™)) =bm, AT (Cm(S¥), Q(S™)) =P;(S™);

aEA* (ks%u), SA<S¥. Then In the automaton Sk 8%(a Xa) =cu(S*), A% (ai, Xa) =YUP;(S¥). In the
) S» SR 8% (b, Q5(S*) =6(ai, X)) =a;, MM (by, Q5(S*)) =Y. In all Sm(SAKSM<SHE): §M (b Q(S™)) =Cm(SH),
= %(Sm) = Pj(Sm).

© 4EA* (ksku), S* and SY do not lie on a common path to the root of the hierarchical
“i. Let ST = NIB(Sk,SY). Then, in the automaton Sw: 8% (ai, Xa) =bu, A* (@i, Xa) =VUP;(S*). In
D mason Sk §h (b, G5(SH)) =a;, M (6, Qj(S*)) =Y, In the au-cmaton S¢ 8(ce(S®), Q;(ST)) =e-(SH),
CLRS))=Pi(SH). Tn all S™(ST>SmSSR): 6m(bm, Q5(S™)) =Cm(SE), AP (bm, @;(SM)) =P;(SM) . In =11
TS 89(0y(5).05(87)) = b, 49(c4(S¥), Q;(S9)) =P, (S4).

1925 6 (bu, Qo¥) =buy §%(CulSY), Qo*)=Cu(SH), A (bu, Qo*) =AY (cu(SH), Qo¥) =V , where 3

O 0

tne variables of the set U~, all of whose terms are inverted.

: 7 “umber of additiocnal input variables of the MPA S* is defined as follows:

T, ——
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b

ro the nuuber of outputs due to an increased number of communication signals.
s ;

me interaction model always produces im
isv not greater than model of [1], which

i3 ?aper.

-ne use of a hierarchical interaction mode

. rollowing compared with model
. network; 2) take into account

. the number of communication variables b
"..ork automata; and 3) expand the class o

. pasis.
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