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MAN Package for pedigree analysis. 
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Introduction. 
 

The Program Package MAN, written in Visual C++, is intended to perform pedigree 
analysis of quantitative traits and genetic markers on human (!) pedigrees of practically any 
structure having no consanguinity loops. 

Besides direct procedures of the analysis, the package contains a number of tools, 
which allow to edit in various ways the initial data, including adjustment and construction of 
new derived traits. 

There are also several graphical options to present pedigree structures, trait scatter plots 
and results of analysis. 

The simulation options enable to estimate the power of the analyses for samples of any 
definite structure and size and construct the null-distributions for cases, when the appropriate 
distribution is not known or sufficiently deviates from asymptotic one. 

 
1. Operations with pedigree data 

1.1 Data input options 

1.1.1 Import from file. 
 It is possible to import the pedigree data from various formats of the data file, including 
the text file (Tab-delimited and formatted Space-delimited), Dbase (.dbf), EXCEL (.xls). Each 
imported file should be organized as a table. 
 There are six obligatory fields(columns), defining the pedigree structure: 
 1) Code of pedigree; 
 2) Code of individual; 
 3) Code of his/her father; 
 4) Code of his/her mother; 
 5) Sex (1-for male, 2-for female); 
 6) Proband status (0-proband, 1-potential proband, 2 -for others); 

These fields can be arranged in any order. Traits have to be presented in the table as 
separate columns, individual data as rows. Data can be numerical or textural. 

The table should be sorted according to “Code of pedigree”. If you want to include 
some unrelated individuals in the table, they should have the empty “Code of pedigree”-field 
and should be placed before all other individuals. At least one pedigree should be presented in 
the table. If your data contain only unrelated individuals, add after the end of data two rows for 
dummy father and mother of the last individual and fill correspondingly the obligatory fields 
for the three last rows of the table. 

 



 6
By default the "Marker" data are strings, consisting of two allele names divided with 

"/"- sign, for example "A1/A2" or "258/272". This format will be recognized automatically. 
For dialelic markers with allele names being one symbol text values (for example “A” and 
“G”) the following denotations are possible: “AA”,”GG” or “A”,”G” for homozygous 
individuals, “AG” or “Both” for heterozygous and empty string for missing data. 

There are two options concerning to Mendelian error processing on the import stage: 1) 
delete genotypes of the whole nuclear family having Mendelian conflicts, 2) delete only 
conflicting individuals. If desirable, you can create the error log file in Excel format. 
 If a not-empty document window is active, click on the "New" option in the "Sample" 
menu. Then click on the "Import" option in the "Sample" menu. The “Sample Import” dialog 
appears. If a part of your data contains marker genotypes, you can check the “Process Marker 
Error” option and choose, how to process marker errors (options 1 or 2). If you want to see 
the error log, check the “Save Error Log” checkbox. If you do not want to process marker 
errors on the stage of import, all genotypes will 
be included in the sample. 
After selecting options, click “Import”.  In the 
"Open file" dialog chose the file for import.  
  If the imported file is the fixed width 
field formatted Space-delimited text, the 
"Column Adjustment" dialog appears. You must 
test and adjust the width of columns stated by 
the program. Put the mouse pointer to the 
header of the column. Near the column 
delimiter the form of the mouse pointer will 
change, now move the boundary of the column 
by dragging. The additional column boundary 
can be dragged from the right boundary of the 
most right column. 
When all columns have the correct width, click 
OK. 
 After the contents of the opened file appears in the table in the right side of the 
document window, you must specify the column assignment by selecting the appropriate item 

in the "Assigned for" combo box. Each column should be one of the obligatory fields or be a 
trait. 
 If the column is assigned for the "Trait", the column name can be changed in the 
"Column name" text box. If some special string code denotes the missing value, it should be 
specified in the "Missing Value" text box (the initial and ending spaces of the string are 
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ignored, by default the empty string denotes the missing value). Choose the correct item in 
the "Trait Type" combo box.  
 Some columns can be missed during the input. If you don't need them, check the "Miss 
Column" check box. The "Miss Column" option can be also applied to multiple columns.  The 
column, which properties are specified, is chosen by "Column number" field or by click on the 
header of the desirable column in the table. To select multiple columns click on the header of 
the first column, then pressing the <Shift> key click on the header of the last column. 
 Some strings on the beginning of the file can be ignored (if them contain some 
additional service information), to do this specify "First String for Import".  
 If some string of your file contains the names of the trait columns, specify the "Take 
Names from the String" field. All columns will be renamed together. 
 Click OK to transform data to the document form. If there are some errors or 
uncertainties in the data, you will get an error message. If the data are OK and you have 
chosen error-log, the Excel Error-log file will be opened and can be saved, if desirable. 
 
1.1.2 Manual input. 
 You can construct pedigrees visually and add them sequentially to the sample. 
 If the not empty document is opened, click on the "New" option in the "Sample" menu. 
Click the menu option "Serial" - "Pedigrees" - "Construct". The "Pedigree structure" dialog 
appears with the minimal pedigree consisting of two parents and one offspring. Males are 
showed as squares and females as 
circles. The "marriage" is shown as small 
circle. Each pedigree member or 
"marriage" (center of nuclear pedigree) 
can be selected by clicking on it with left 
mouse button. The selected item appears 
on the background of white rectangular 
with dashed boundaries.  
 If the "marriage" is selected the 
"Add Offspring" button can be used to 
add offspring for nuclear family, you can 
do the same by double clicking on the 
"marriage" with left mouse button. The 
"Rotate Spouse" button can be used for 
better pedigree arrangement, the same 
can be done by right click on the 
"marriage". The "marriage" can be 
deleted if there is only one not married 
offspring and one of the spouses is the 
founder (has no parents in the pedigree) or if offspring is married, but two spouses are 
founders. 
 If the pedigree member is chosen, and he/she is a founder (has not parents in the 
pedigree), the "Add Parents" button can be used, the same can be done by right click on the 
founder. If the pedigree member has no spouse in the pedigree (is child and not a parent) the 
"Change Sex" button can be used, the same can be done by right click on the child. The "Add 
Spouse" button can also be used. The selected member gets the new spouse and one offspring 
(the new "marriage"); double clicking on he/she with left mouse button can do the same. 
 The pedigree member can be deleted if he/she has no spouse and is not the single 
offspring in the pedigree.  
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 The "Erase all" button return the drown pedigree to the initial three-member form. 
The "Adopt size" button changes the picture size corresponding to window size.  
 When the pedigree structure is ready, the multiplication coefficient is to be specified in 
the "Repeat" field. The click on the "Add" button appends the specified number of equal 
structure pedigrees to the sample. When all pedigrees are appended, click OK to finish the 
work and to see the result in the document window. 

 Having the pedigree structure, you can add some traits columns. 
 Click on the "Edit"-"Add Trait"-
"Formula" menu item. The "Column 
from expression" dialog appears. 
Specify the "Name of trait" field. In the 
expression field specify the most 
frequent trait value. Click OK to add the 
new trait column. The new trait column 
appears in the document window. 
Trait value for each individual can be edited manually. 
 All individuals have 
initially equal trait values. To 
change the trait value for the 
desired individual, click on the 
appropriate cell of the trait 
column and edit the value as in 
the common textbox (to specify 
missing value clear the content of 
the cell). Then click the <Enter> 
key to save changes. Living the cell without saving (clicking the <Enter> key) cancels all 
changes. To see trait values in the pedigree structure scheme, click on the header of the trait 
column.  

1.2 Drawing of the pedigree structure. 

1.2.1 The scheme of each pedigree. 
 Drawing of each included pedigree structure is performed by default in the "Pedigree" 
column of document window table. By default the individual code is shown in the scheme. 
When some trait is selected, its values are shown for individuals. The scheme of selected 
pedigree can be introduced into MS Office documents using clipboard.  
 When the pedigree is selected the text color of all it's strings (individuals) changes. To 
select the pedigree double click on any of its strings. To put the scheme of the pedigree into the 
clipboard click "Edit"-"Copy" menu item. 
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1.2.2 Sorting pedigrees by their structure. 

 The pedigree structure of the whole sample can be drawn on the single figure. Pedigrees are 
sorted according to number of generations and pedigree size. 
 To draw the figure, click on the "Pedigree structure" item in the left side of the document 
window. Then click "Sample"-"Print preview" menu item to view or print the figure or "Edit"-
"Copy" to put the figure into the clipboard.  

1.3 Checking untypical observations 

 To check untypical (probably erroneous) measurements the limitation rule must be 
formulated. For this purpose some integral data (trait statistics) or trait transformations can be 
used. These options are available in the trait pop-up menu for quantitative trait columns. 
"Properties" item shows the dialog containing trait statistics, means and variances can be used 
to formulate the limitation rule. Some other options build auxiliary trait columns: 

"Standardize" item - the column containing the standardized version of the original trait; 
"Pedigree Mean" - the column containing mean trait value in the pedigree; "Pedigree Min" - 
the column containing minimal trait value in the pedigree; "Pedigree Max" - the column 
containing maximal trait value in the pedigree; "Pedigree Diff" - the column containing the 
mean modulus of the trait value difference between the individual and all his/she's first order 
relatives; "Pedigree DMax" - the column containing the maximal modulus of the trait value 
difference between individual and all his/she's first order relatives. 

 EXAMPLE. 
Marking pedigree members, which cause trait differences in first order relatives greater than 
3.5 standard deviations for the quantitative trait "Tr_1".  
1) Right click on the trait column, choose "Standardize" from the pop-up menu and create 

new trait "Tr1_S" containing standardized version of "Tr_1". 
2) Right click on the column "Tr1_S", choose the "Pedigree Diff" option. The new trait 

column "Tr1_S_D" will be created. 
3) Right click on the column "Tr1_S", choose the "Pedigree DMax" option. The new trait 

column "Tr1_S_DM" will appear. 
4) Right click on the column "Tr1_S_D" and choose the "Pedigree Max" option. The new 

trait column "Tr1_S_D_M" will appear. 
5) Create a new trait column using the formula (menu “Edit”-“Add trait”-“Formula”): 

 " if((Tr1_S_DM > 3.5) & (Tr1_S_D_M - Tr1_S_D<1.E-6), 1, 0) ". 
In this new column all desirable individuals will be marked with “1”. 

6) To find the marked individuals click on the new trait column by right mouse button and 
chose “Adjustment” in the pop-up menu. In the dialog in the Covariate-combobox 
choose "Tr_1" and click OK. The scatter plot window will be opened. The points, 
corresponding to marked individuals, are in the upper part of the plot. Click on one of 
these points. The square cursor appears and surrounds the selected point. Now click 
on the “Edit”-“Find” menu item. In the document window the pedigree, which 
includes the selected individual, will be shown highlighted with red font and the string, 
corresponding to the individual appears sunken. Now you can see and edit all 
individual traits.  

7) To see in the scatter-plot the pedigree, to which the individual (selected by square 
cursor) belong, click “Edit”-“Mark pedigree” menu item. All members of the pedigree 
will be surrounded with black circles. 

1.4 Checking violation from Mendelian rules for DNA marker data. 

 The option "Test Errors" is available in the column pop-up menu of marker trait.   
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 Right click on the marker trait column and choose the "Test Errors" option. If some 
pedigrees contain violation from Mendelian rules, you will see the count of conflicting nuclear 
families. You can see the conflicting data in two ways: as a table (tab-delimited text) and/or 
graphically. If you use the first option the error table is to be seen in “Marker errors” dialog.. 
To copy the table into clipboard, select it in the editbox and press <Ctrl-C>. For the second 
option in the print preview window only pedigrees having conflicts will be drawn. The nuclear 
pedigrees, which have caused the contradiction, will be marked with black circle. 
  

 

1.5 Finding optimal adjustment function for quantitative trait. 

 As a rule quantitative traits are influenced by a great number of factors (covariates). 
The best fitting technique (maximum likelihood parameter estimation) enables to build the 
population model of the trait including the covariate dependence as a function of certain type, 
for which only a set of coefficients is to be determined. The available function types are as 
follows. 
 For polynomial functions the whole interval of available covariate data can be divided 
into a number k (up to 10) of subintervals. For each subinterval its boundaries {L0, L1, …, Lk} 
and the power of polynomial function{N1, N2,…, Nk} can be determined arbitrary. For each 

interval 



iN

n

n
iini LXaXYXY

0
1)()()( , when Li-1<X<Li. The function values on the 

interval boundaries (X=Li) hold equal for the left and right intervals: Yi(Li) = Yi+1(Li). So the 
piece-wise polynomial continuous function occurs. The matrix of polynomial coefficients 
{ain}(for each interval and each power) is computed using least mean square method (the 
maximum likelihood estimation, which suppose the normal distribution of trait around its 
mean, which depends on covariate). 
 There is also a possibility to include the boundaries of one interval (Li-1, Li) as 
parameters in the maximum likelihood estimation procedure. The variants of this option are 
two and three interval functions referred in the Approximation-Empirical submenu. They 
are: constant-linear, linear- constant and linear-constant-linear piece-wise polynomial 
functions. Often they are suitable as simple aging models for example for traits characterizing 
bone development (as fully described in [Malkin et al., 2002]).  The biological rationale of 
these models concurs with the three recognized stages of bone ontogenesis, namely, bone 
acquisition in youth, stabilization at maturity and loss of bone tissue at senescence. 
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 For one interval including the whole range of covariate additional special functions 
are available (denotation corresponds to Approximation menu items): 

exponential: 
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growth curve )1ln()(  XCBXAXY , children growth curve for height and weight. 
To compare various adjustment curves the analog of multiple regression coefficient R, is 
calculated for each curve (R2 is the proportion of trait variance explained by the model to the 
whole trait variance). The log-likelihood value is also available for each adjustment function. 
Let us define two different piece-wise polynomial functions in such a way, that the function 
with lesser number of estimated parameters coincides with the other, having some parameters 
constrained to constant values. Then two functions can be compared using likelihood ratio test 
in order to choose for the investigated trait the best fitting most parsimonious one. 
EXAMPLE 1. 

Choosing the best fitting most parsimonious polynomial 
function for the quantitative trait "Tr_1" and covariate 
“Covar_1”.  
1) Right click on the trait column and choose 

"Adjustment" from the pop-up menu. The “New 
curve” dialog appears. In the “Trait” combo box 
the trait "Tr_1" is already selected (You also can 
open the “New curve” dialog from “View”-
“Curve”-“New” menu item. In this case you 
should select the desirable trait "Tr_1" in the 
“Trait” combo box, where all quantitative traits, 
presented in the sample, are available). In the 

“Covariate” combo box select “Covar_1” from the list of quantitative traits. If you 
want to build the adjustment only for some specific group determined by separate 
group value in the integer or categorical (text) trait “Group_tr”, specify 
“Group_tr” in the “Group” combo box and the desired value in “Group value” 
combo box. By default the “Group” is sex. If the “Group value” is not defined, both 
possible group values 1(male) and 2(female) will be displayed in the scatterplot. 
The field “Title” is optional. Click on the OK button.  Now your active window is 
the scatter plot. The red circles correspond to sample members with group value 
1(by default males) and green circles to all others. 
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2) Select in the 

“Approximation” menu the 
desirable function type. For 
this example select 
“Approximation”-
“Polynomial” menu item. The 
linear function appears. In the 
lower part of the window R 
and log-likelihood   value (LH 
= ln[probability density]) ) are 
available. Upper to the graph 
appears the interval header 
with polynomial power (1) on 
it. 

3)  To change the power of 
polynomial click on the 

interval header, the Interval dialog appears. Change the polynomial power to 2 and 
click OK. The new power appears on the interval 
header. The form of the curve changes together 
with R and LH values.  The double difference in 
LH value should be distributed as 2distribution 
with 1 degree of freedom. We can see, that the 
quadratic polynomial function is significantly 
better than the linear one (LH[1]=573.1508, 
LH[2]=594.3272). Changing the polynomial 
power to 3 we find, that the likelihood ratio test 
for polynomials with power 3 (LH=594,7179) 
and 2 is not significant. So the second power 
polynomial is the best fitting most parsimonious 
model among the family of one-interval 
polynomial functions.  

NOTE:We have not done here comparison between 
polynomials with power 0 (constant) and power 1, 
but it should also be done if the quadratic 
polynomial is not significantly better than linear. 
EXAMPLE 2. 
 Choosing the best fitting most parsimonious 
piece-wise linear two interval function for the 
quantitative trait "Tr_1" and covariate 
“Covar_1”.  
Execute steps 1) and 2)of the previous example. 
3) Move the cursor to the right edge of the 

interval header. After the form of mouse 
cursor changes, drug from the right edge 
additional interval boundary. Now we have 
two interval headers and the curve is piece-
wise linear.  

4) Click on the left interval header. In the 
interval dialog change the polynomial power 
to 0 and check the “Optimize” check box. 
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Then click OK. The boundary between intervals moves to its optimal value for two 
interval constant-linear function. The read interval on the X-axis defines the error value of 
the optimal boundary position.  The initial linear function can be assumed to be also two-
interval with first interval having zero length. So the likelihood ratio test for linear (LH = 
573.1508) and constant-linear (LH = 
595.2082) models should be distributed as 
2 with 1 degree of freedom. And we see 
that the difference is significant. For the 
next comparison click on the left interval 
header, change the polynomial power to 1 
and click optimize. The likelihood of linear-
linear function (LH=595.4248) is not 
significantly better than of constant linear 
one. So the constant-linear function is best 
fitting most parsimonious one in the family 
of two-interval piece-wise linear functions. 

    
1.5.1 Expression of adjustment 
curve, parameter values and errors. 

When the scatter plot window contains 
adjustment curve and is the active window, the 
general expression of the curve and the parameter values can be displayed by clicking on the 
“View”-“Curve”-“Info” menu item. In the edit box the parameter values are presented as tab-
delimited text. To copy the parameters values into the clipboard, select the contents of the edit 
box by the mouse and click <Ctrl-C>. 

1.5.2 Saving the adjustment curve. 
When the scatter plot window contains adjustment curve and is the active window, click the 
“Edit”-“Add curve” menu item. The curve icon appears in the tree in the left side of the 
document window (root item “Curves”). You need to save curve, if you plane to create new 
trait, adjusted in accordance with the current curve. Only curves included in the “Curves” item 
of the tree can be used to create and edit adjusted traits. 

1.6 Creating new derived traits. 

1.6.1 Creating a trait by formula. 
The new trait can be created as mathematical functions on any combination of already existing 
traits, having discrete and continuous range. The interface support simple mathematical 
operators  +,-,*,/, comparison operators  =,<,<=,>,>=, logical operators & (AND), | (OR), 
NOT(<expression>), conditional function if(<logical expression>,<expression if 
TRUE(1)>,<expression if FALSE(0)>), information function  IsMis(<expression>), which 
return 1(TRUE) if the expression has missing value, and a few of mathematical functions 
int(<expression>), abs(<expression>), sqrt(<expression>), exp(<expression>), 
ln(<expression>). Additionally there are two function F(<expression>), M(<expression>), and 
S(<expression>), which return the expression 
value of individuals father, mother and sibling 
(nearest next) correspondingly. Expression can 
be any combination of operators, functions, 
digital values and trait names, which are 
presented in the sample. Constant string values 
should appear in the expression in quotation 
marks. The + operator is also used for 
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concatenation; if at least one of the operands is the string, the other is also converted to 
string. So to convert a numerical trait to the text trait you can use the following: <numerical 
trait>+””.  The “internal” variables [Pedigree], [Individual], [Father], [Mother] can also be 
used and are proceeded as text values. Variables [Proband] and [Sex] have integer values 
([Sex]=1 for males and 2 for females).  [MissVal] should be used when some of individuals 
don’t get values if some condition is not fulfilled. Don’t use [MissVal] in the comparison 
operation, use the IsMis(<expression>) function instead. Round brackets can be used to 
specify the order of operations. 
EXAMPLE. 
 Building the BMI (Body Mass Index) trait only for individuals, which were born from the 
mothers older than 35 years. 

1) Click the menu item “Edit”-“Add trait”-“Formula”. The Column-from-
expression dialog appears. In the Name-of-trait edit box type the name of new 
trait: BMI_Cond_35. The expression in the Expression edit box can be formed 
directly using keyboard or in the special expression wizard.  

2) Click the “Expression” button to open the expression wizard window. The upper 
edit box is assigned for the expression string. The 
left list box contains the list of all trait names of the 
sample and internal variables (enclosed in square 
brackets). The right list box contains the list of 
possible operators and functions. Double click on 
the list string place the appropriate variable, 
operator or function in the expression window to 
the cursor position.  

3) For our trait we should form the conditional 
expression. Double click on the if(,,) function. The 
string “if(,,)” appears in the upper edit box. The 
cursor position is placed before the first comma to 
get the condition expression. In this example the 
condition demands that the difference between the 
mother and offspring age should be greater than 
35, in functional form: AGE-M(AGE)>35. To build 
it, double click on the AGE trait in the left list box. 
Now the expression in the edit box should be 
“if(AGE,,)” with cursor position after “AGE”. 
Double click on the minus operator, then on the M() function, then once more on 
the “AGE”. Now the expression is “if(AGE-M(AGE),,)”. Move the cursor 
position after the first comma and form the TRUE-case expression: 
WEIGHT/(STATURE* STATURE), then move the cursor position after the 
second comma and form the FALSE-case expression: [MissVal]. The final 
expression should be as follows: 
 “if(AGE-M(AGE)>35, WEIGHT/(STATURE* STATURE), [MissVal])” 

4) Click OK. If there are some errors in the expression, you will get an error 
message, otherwise the wizard dialog closes and the expression appears in the 
edit box of the Column-from-expression dialog.  

5) Click OK. If there are no errors in the expression, the dialog closes and the new 
trait appears as the last column in the data table (right part of the sample 
window.) 
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1.6.2 Creating a trait adjusted for the covariate. 
You can create a new adjusted trait as a difference between the initial trait value of 

each individual and its predicted value, based on the adjustment curve for selected covariate. 
The procedure permits grouping for categorical traits - sex, age group, location and so on. The 
appropriate adjustment curve should be created and saved (see 1.5, 1.5.2). If for different 
groups you need different adjustment (for example in accordance to [sex]=1 and [sex]=2), save 
the adjustment curve for each group value. 
 Example. 
Building the trait adjusted on age separately for males and females. 
1) Create and save adjustment curves for the trait TOT_KL vs. AGE for group values [sex]=1 
and [sex]=2 (see 1.5, 1.5.2). 

 
2) Click the menu item “Edit”-“Add trait”-“Adjusted”. The Create-adjusted-trait-dialog 
appears. In the Name-of-trait edit box type the name of new trait: TOT_KL_AGE. In the list 
box below you see the list of all adjustment curves, select the appropriate curve for [sex]=1 
and click <OK>. The new trait TOT_KL_AGE appears as the last column in the data table. 
This trait contains values only for males.  

 
3) Click the menu item “Edit”-“Edit trait”-“Adjusted”. The Edit-adjusted-trait-dialog 
appears. Select in the Name-of-trait combo box the name of trait, which was created on the 
previous step: TOT_KL_AGE. In the list box below select the adjustment curve appropriate to 
female ([sex]=2) and click <OK>. Now trait contains values for both sexes. 
 

1.6.3 Standardized trait. 
The standardized trait is a trait with zero mean and variance equal to 1. Such traits are often 
used for statistical applications. The standardized trait can be produced on the base of each 
quantitative trait. The procedure permits grouping for categorical traits - sex, age group and so 
on. 
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Click right mouse button on the column of trait, which 
should be transformed. In the dropdown menu select 
“Standardize”. The standardization dialog appears. You 
also can view this dialog by clicking “Edit”-“Add trait”-
“Standardized” menu. If the name of initial trait for 
transformation is not selected in the Trait combo box, select 
it. Type in the “New Name”-editbox the name for the new 
standardized trait. If the standardization should be made for 
each group value of some categorical trait, select it in the 
Group combo box. If the transformation should be made for 
each sex separately, check the Sex-sensitive checkbox. If you 
want to save group means and to turn only the overall mean 
to zero check Save-group-mean checkbox. 

1.6.4 Creating an integer trait corresponding to number of minor alleles in 
selected diallelic marker (SNP). 

The marker trait contains data of chromosomal marker genotype. Each trait value should 
contain a pair of alleles. For diallelic markers there are a number of analyses. which use in 
some way regression of a quantitative trait on the number of definite alleles in individual 
genotype. To use them you can produce an integer trait containing the number of minor alleles 
in individual marker genotype. If the sample contains twin pairs, for MZ twins as a rule only 

one of the twins is genotyped. If you have an integer trait 
which denote twin sets in the pedigree with the same value, 
(positive for MZ and negative for DZ twins), it can be used 
to give to the MZ twin with missing marker genotype the 
number of minor alleles of the genotyped co-twin. So the 
power of analysis can be increased. 
 Click the menu item “Edit”-“Add trait”-“ Number of 
Minor Allele”. The Number-of- Minor-Allele-dialog 
appears. The left listbox contains the list of all integer or 
categorical traits, which are available. Select in the 
"Marker" combobox the dialelic marker from the list. The 
name of new integer trait by default is NMA_<marker 

name>, but it can be changed in the "Trait Name" editbox. If the sample contains twin pairs, 
select integer trait defining zygosity in the appropriate combobox. Click “OK”. The new 
integer trait appears as the last column in the data table. 
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1.6.5 Creating a marker trait from two integer or categorical trait columns. 
The marker trait contains data of chromosomal marker 
genotype. Each trait value should contain a pair of alleles. If 
in your input file alleles were included as separate columns, 
the program considers them as separate integer or 
categorical traits. To use the data, you should convert these 
traits into united marker trait. 
 Click the menu item “Edit”-“Add trait”-“Marker 
from Alleles”. The Columns-for-marker-alleles-dialog 
appears. The left 
listbox contains the 
list of all integer or 
categorical traits, 
which are available. 
Select in the listbox 
the trait, 

corresponding to the first marker allele, and click the 
upper button marked with “>”. The selected column 
name will be moved to the right list box named 
“Alleles”. Analogously move the trait, corresponding 
to the second marker allele to the right list box. Type 
the name of the new marker in the “Marker Name”- 
editbox. Click “OK”. The new marker appears as the 
last column in the data table. 
 

1.6.6 Creating a new marker trait, containing factorized data of an existing 
marker. 

 If the marker contains a great number of alleles, some of them having very low 
frequency, you can factorize the marker. The factorization procedure consider selected group 
of different marker alleles as one allele of the mew marker. In general, you can design up to 5 
arbitrary groups of alleles to produce new marker having up to 5 alleles. Let the number of 
alleles for new marker was selected to be N. There are two automated procedures to distribute 
the old marker alleles through the new marker alleles.  
First variant - according to frequency. 
 The 1 allele of the new marker coincides with the most frequent allele of the old markers. The 
next allele is chosen as most frequent from the rest and so on up to N-1. The N-th allele united 
all alleles from the old marker, which were not chosen to be separate alleles (rare alleles). 
Second variant - according to order. 
 The procedure ordered all allele names of the old marker alphabetically. Then N allele groups 
are designed from the closest alleles, to form a new marker with as equal as possible allele 
frequencies. This can be useful for the STR markers factorization. STR marker alleles differ 
from each other with the number of repetitions of small DNA fragments. Names of alleles 
correspond as a rule to the number of repetition or to the weight of the DNA segment 
proportional to the number of repetitions.  
 It is also possible to construct groups of alleles in an arbitrary way.  
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Do right click on the marker column in the data table or on the marker name in the tree in the 
left side of the document window (root item “Traits”). In the pop-up menu select the item 
“Factorize”. The Factorization-dialog appears. Type in the “New Marker Name” editbox the 
corresponding new name. The field “Factorized Marker” contains the name of column with 
old marker data. There are two fields of “Alleles Number”. The left value corresponds to the 
old marker and cannot be changed. In the right editbox the number of alleles of the new 
marker should be stated (2÷5).  For each allele of the old marker define the allele of the new 
marker in which you want to include it. The frequency of allele appears under the appropriate 
allele ID. In the listbox in the bottom of the dialog you can see all correspondences together, 
sorted in accordance to new marker alleles. Double click on the string in this listbox provide 
the selected correspondence for editing: the old marker allele appears in the left combobox, 
the new marker allele in the right. Changing the allele selection in the right combobox you edit 
the correspondence. At the same moment, changes the list of correspondences in the bottom of 
the dialog. Clicking on the “On Frequencies” or “On Order” button, you get the 
correspondence list for two automatic variants described above. Then you can continue with 
editing, up to the correspondence will be appropriate. “OK” button creates the new marker 
with defined correspondence of alleles. In the properties of the new marker (Column pop-up 
menu, item “Properties”) you can see how the marker was produced. 
 

1.6.7 Creating a new marker trait, containing haplotype data restored from 
genotypes of two tightly linked markers. 

The procedure reconstructs all possible haplotype combinations for a whole pedigree, in 
accordance to the pedigree structure. For this purpose it utilizes individuals, who have both 
unphased genotypes and are not double heterozygotes, and thus for whom the haplotype pair is 
known exactly. Because the marker pair is supposed to be tightly linked, we reconstruct 
haplotypes assuming minimal number of recombinations between initial markers, which can 
explain the existing joint genotype data for these two markers. There are two options available. 
1) You can reconstruct only those individuals, whose haplotypes were uniquely identified with 
the assumption of minimal number of recombination events. In this case, the proportion of 
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individuals having uncertainty of haplotype phasing, connected with “non-recombination” 
assumption, is less than a half of recombination probability. 2) You can reconstruct all 
individuals with both marker genotypes defined (ambiguous genotypes are chosen as most 
likely with haplotype frequencies observed in unambiguous sub-sample). The resulting marker 
can be considered as N*M -allelic locus with each allele corresponding to the respective 
haplotype variant (N, M are the numbers of alleles in initial markers).  

Click the menu item “Edit”-“Add trait”-
“Haplotype Recover”. The "Markers for haplotype"- 
dialog appears. Type in the “Complex marker”-
editbox the name of new marker. Define the pair of 
markers forming haplotypes as follows. Select from 
the list of all markers presented in the sample the first 
marker to include in the pair. Move it to the right 
listbox using “>”-button. Select the second marker 
and move it to the right. The order of selected 
markers defines the order of alleles in the haplotype 
denotation and can be changed with “Up” and “Dn” 
buttons. In a new marker, the haplotypes will be 
denoted as: <allele of the upper marker>|<allele of 
the lower marker>. If you enable ambiguous 
reconstruction of haplotypes, check the “Recover 
ambiguous”-checkbox. Click “OK”. The new marker appears in the data table as last trait 
column. This marker treated as N*M -allelic locus can contain Mendelian errors if a minimal 
possible number of recombination events is not zero. 

 
1.6.8. Including traits from the external table. 

 
If you want to include some additional traits in the existing sample, the information 

should be organized as a table in Excel, DBF or tab-delimited text format. 
There are two variants of table organization: 

1) Each column of the table corresponds to separate trait, each row to separate individual. The 
names of traits can be included in the first row of the table. To match the values of the included 
trait to the individuals included in the sample you can use pedigree and individual names (or 
numbers). Appropriate columns (pedigree, individual) should be included in the imported 
table. If in the sample there is a trait, which contains a unique text key, the same key can be 
included in the imported table to match the trait values to individuals. 
 2) This variant is available only if there is a unique text key in the sample. The genotyping 
data, got from the genotyping provider, are as usual organized as a table having 3 obligatory 
columns: Individual Key, Marker ID, Genotype,- and probably some other columns concerning 
genotyping quality and so on. After importing, each marker forms a separate trait. 
 For importing marker-traits in both variants, there are the same coding options and 
error- processing options as for sample import (see 1.1.1). 
 Click the menu item “Edit”-“Add trait”-“From Table”. The “Trait Import”- dialog 
appears. In the “Relation Key” combobox list you can see and choose all of the unique text 
keys, available in the sample. If there are no unique keys in the sample, only one option is 
available: “Sample key (ped,ind)”. If desirable, select options of marker errors processing and 
error-log saving, and then click “Import”. In the "Open file" dialog chose the file containing 
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traits for import.  The further actions are similar to those described in (1.1.1). The only 
difference is the assignment of columns for obligatory fields. If you have chosen “Sample key 
(ped,ind)”, you should assign columns for Pedigree and Individual. If your choice was some 
unique key, you should assign column for Key. If your table has the second type of 
organization, you should assign columns for MarkerID and Genotype. In this case all other 
columns, besides Key, MarkerID and Genotype, should be marked with “Miss Column” 
checkbox (dialog in the left side of the document window). Click “OK” to finish import and to 
view error-log, if you have chosen this option. 

1.6.8. Format of the import error-log. 
If you selected the unique key for matching trait values from the importing table to individuals 
in the sample, the first worksheet in the log will be “Missing Values”. It contain the table with 
the most left column being individuals key and upper row containing all imported trait names. 
If the crossing sell corresponding to individual A and trait B is equal to 1, this means that the 
appropriate trait value for individual A was missing in the imported table. The lowest row 
shows the number of missing individuals for each trait. The most right column- the number of 
missing traits for an individual. Only individuals having at least one missing trait value are 
presented in the table. 
 If you have chosen processing of marker traits, you get worksheet “Deleted 
Genotypes”, containing analogous table, in which 1 denotes deleted genotype. Each marker, 
for which at least one Mendelian conflict was found, gets its own worksheet, where genotypes 
of conflicting nuclear families are presented. 

   1.7 Column menu (operations with a trait). 
 When you click with right mouse button on the trait column the pop-up menu appears. 
It contents depend on the type of trait.  
 1.7.1 Options shared by all trait types.  

Delete- menu item demands confirmation of the operation. No Undo-option is available for 
this operation. 
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Print- shows the print preview window, where pedigrees are drown twice with individual 
codes and with trait values.  

Properties-item displays a Property-dialog, which enables to edit trait name and notes. To 
save changes click OK.  The Property-dialog shows also the information about trait creation 
history and trait statistics, corresponding to type of trait. The radio buttons in the upper part of 
the dialog determine three variants of information displayed. 
1) Default.  
Name and notes edit boxes are available for edition. For quantitative traits descriptive 
statistics (number of measured individuals, average, variance, minimum, maximum) is 
displayed for the whole sample and for each sex separately. Familial correlations for nuclear 
family member pairs are displayed with their significance. For markers and categorical traits, 
the statistics includes the number of measured individuals, number of phenotypes (categories) 
and phenotype frequencies. For genetic markers only you can see the number of pedigrees and 
nuclear families, having at least one measured individual; number of measured individuals 
being parents; number of heterozygous parent and their proportion in parent sample 
(heterozygosity); number of spouses pairs informative for linkage analysis (at least one of 
spouses should be heterozygous); number of alleles and their frequencies .  

2) Distribution. 
If you choose the appropriate radio button, the graph of the trait distribution appears. For 
markers the number of distribution intervals is fixed and correspond to number of phenotypes. 
For quantitative traits the number of distribution intervals is 20 by defaults, but can be 
changed. For this purpose change a number in Intervals-edit box and click on 
the”Copy/Redraw”-button. You can also edit the scale of vertical and horizontal axes by 
clicking “Scale”-button. In the displayed dialog edit appropriate scales and click OK. 
To change the horizontal size of the graph, move the dialog right edge. The distribution of the 
whole sample is drawn in white, for males in dark-blue and for females in blue. Each time 
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when you click on the “Copy / Redraw”-button, the graph is copying into clipboard and you 
can use the “Paste”-option to put the graph into Microsoft Office applications. If you need to 
know numerically the proportion of individuals included in the distribution interval, click on it 
by left mouse button. The appropriate male and female pillars appear in red and in the upper 
edit box you will see the interval content proportion and accumulated proportion of individuals 
having trait value less then right interval edge 

3) Enhanced statistic. 
This option displays the number of pairs and 
correlations for all types of non-first order 
relatives, which have the measured trait values 
in the sample. For makers only number of 
relatives’ pairs is shown. 
      

1.7.2 Options for quantitative traits. 
The options available for quantitative traits 

in the pop-up column menu were have already 
described in section 1.5 (Adjustment), section 
1.6.3 (Standardize) and all the rest in section 
1.3. 

1.7.3 Options for marker traits. 
The options available for marker traits in 

the pop-up column menu were already 
described in section 1.4 (Test Errors), section 
1.6.5 (Factorize), 1.6.4 (N of MinAllele). 
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1.8 Joint statistics for multiple traits. 

1.8.1 Genetic correlation. 
The estimates of heritability and genetic correlation in pedigree sample in general can 

be computed for four research designs (the regression of offspring on mid-parent values, the 
regression of offspring on single-parent values, the intraclass correlation of full sibs; and the 
intraclass correlation of half sibs). In our output we use offspring on single-parent correlations. 
This design includes the most part of 
phenotypicaly-measured individuals in the 
case, when the proportion of one-offspring 
nuclear families is significant and some 
parents (but not both in the nuclear pedigree) 
are missing. The meaning of genetic 
correlation between traits is based on the 
assumption, that relatives share a definite part 
of trait variance due to correlated genotypes in 
a great number of regulating genes. Therefore, 
if for two different traits we suppose, that 
some proportion of regulating genes is mutual 
for both traits, we should expect significant 
cross-correlation between relatives. This 
cross-correlation should be normalized on the 
square root of the product of appropriate 
relatives’ correlation in both traits (for equal 
or proportional traits we should have genetic 
correlation 1). Therefore, we should not use 
for computation traits, if their own parent-
offspring correlations (including the shared 
genetic variance) are non-significant. 
Therefore, the first table in the output shows parent-offspring correlation and its significance 
(p-value) separately for each of traits selected for analysis. If N of the selected traits satisfy the 
condition p<0.05, two NN tables are built. The first includes elements (i,j) being the parent-
offspring cross-correlation of traits i and j,  divided on square root of the product of both traits, 
i and j, own parent-offspring correlations. So, all diagonal elements of the table are equal to 1. 
The non-diagonal elements (ij) of the second NN table present significance (p-value) of 
parent-offspring cross-correlation between traits i and j. In this table the diagonal elements are 
not used and are displayed as 1. 
 Click the menu item “View”-“Genetic correlation”, the appropriate dialog will be 
displayed. In the left listbox you can see the list of all quantitative traits. Select by mouse-click 
the trait, which you are going to use and move it to the right listbox using the “>”-button. 
Then in such a way move to the right list box other traits, which you need. Click the 
“Compute”-button. In the lower editbox you will see the output as described above. If you 
need to analyze some other trait group, change the list of selected traits (right listbox) by 
means of buttons: “<<”-moves all items to the left and clears the right list of traits; “<”-
moves the trait selected by cursor in the right list to the left, “>” vice versa. Clicking on 
“Compute” will add the new output to the previous one. You can select the desirable part of 
the output by mouse and copy it into clipboard by <Ctrl-C> hotkey.  
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1.8.2 Statistics for derived expressions. 
It is possible to see descriptive statistics, familial correlations and cross-correlations for 

virtual traits that are not columns in the data table. They should be defined by the formula. In 
the same way, you can select a sub-sample of individuals, for which the statistics will be 
computed, by defining filter as logical expression. Only cases with TRUE expression value 
will be included in the computation. 

Click the menu item “View”-
“Statistics”, the Statistics-dialog will 
be displayed. 

If the number of pedigrees in 
the sample is greater than one, the 
output editbox (the multi-line editbox) 
displays the sample structure 
statistics. The statistics includes the 
number of pedigrees, nuclear families, 
unrelated individuals and counts of 
relatives’ pairs of each type, presented 
in the sample. 

 There are three fields: one for 
a filter and two for traits, which can 
include expressions.  Click on the 
desirable field and then click on the 
“Expression”-button. Use the 
Expression editor dialog to build the formula as described in 1.6.1. Then click the “Compute”-
button to get the output.  If only a filter is defined, the output returns the number of cases with 
TRUE value of the filter expression. If additionally one trait is defined, the descriptive statistics 
(number of measured, mean, variance) and familial correlations for the trait will be displayed. 
If two traits are defined, you get statistics for both traits and additionally self-correlation 
coefficients and familial cross-correlations. 
You can change the definition of trait and filter fields and then click “Compute” once more. 
Each time as you click “Compute” the syntax and type of non-empty expressions is checked. If 
there are some uncertainties, you will get the error message; otherwise, the new output will be 
added to the previous contents of the output-editbox. The current definition of traits and filter 
is displayed at the beginning of each output. You can select the desirable part of the output by 
mouse and copy it into clipboard by <Ctrl-C> hotkey.  

1.9 Options available in the scatter plot window. 
 There are two ways to open the new scatter plot window. Click menu item “View”-
“Curves”-“New” or make right mouse click on the trait column (real or integer) and select 
from the popup menu “Adjustment”. The New curve dialog appears. Select the scatter plot 
options. Trait and Covariate can be selected from the list of all quantitative traits, available in 
the sample. The Group can be [Sex](default) or can be selected from the list of integer or 
categorical traits (text traits or markers). The Group value is selected from the list of all 
possible discreet values of the selected group-trait (for text traits and markers the category 
number is presented). If the Group value is empty or zero, all individuals having non-missing 
trait and covariate values will be presented in the scatter plot, if the non-zero Group value was 
selected only individuals having this value of the group-trait will be presented. When you click 
OK the new scatter plot window opens. Then you can use the items of “Approximation” menu 
to build the best fitting curve of selected type as described in 1.5(EXAMLES ). 



 

 

25
 If you have saved a curve by click on “Edit”-“Add curve” menu item, the curve 
appears in the document tree as sub-item in CURVES item (1.5.2).  The curves for the same 
trait are united in the <trait_name> child item of the CURVES item. Each <trait_name>-item 
includes covariates as child items, which in turn include groups and those include curves. To 
open the saved curve in the scatter plot window you should do double click on the appropriate 
curve item in the document tree. Otherwise you can click menu item “View”-“Curves”-
“Load”, then in the opened dialog select the desired curve in the listbox and click “QK”-button. 
 When the scatter plot window is active you can use the following options.  
 

1.9.1 Finding of the selected individual. 
 In the scatter plot window each individual is presented as a circle with vertical 
coordinate equal to trait and horizontal to covariate (in accordance to scales). When you click 
on some circle, it appears selected by square cursor. If you click on “Edit”-“Find” menu, the 
document window becomes active and in the trait table the string, appropriate to selected 
individual will be visible and highlighted with sunken “No.” button. All strings corresponding 
to the members of the pedigree, to which the selected individual belongs, appear in red font 
color. 

 
 

1.9.2 Marking of the pedigree members. 
 If you have clicked on the individuals circle and it appears surrounded with square 
cursor, you can highlight all individuals belonging to the same pedigree. To do this click 
“Edit”-“Mark Pedigree” menu item. The members of the pedigree will appear surrounded with 
black circles. After that, the “View”-“Selected Pedigree“-menu item will be checked. In this 
regime, if a number of scatter plot windows with different traits are opened, the selected 
pedigree will be highlighted in all scatter plots. If you double click on some other pedigree in 
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the trait table, the pedigree appear in red and in all opened scatter plots  the highlighted 
pedigree changes correspondingly.  

  
 

 
 

1.9.3 Working with subgroups. 
 If the scatter plot window is active and selected approximation curve is one-interval 
polynomial or growth curve, the presented data can be divided into subgroups and for each 
subgroup  the approximation curve parameters will be computed separately. If the  likelihood 
(LH) of the approximation curve for the whole data has N parameters, the LH accounting for 
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subgroups specific features will have N*K parameters, where K is the number of subgroups. 
The LRT can show significance of taking into account belonging to the definite subgroup.  
 EXAMPLE 1. Trait-age dependence for individuals belonging to different categories. 
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 The upper graph presents the dependence of the 
normalized metabolite (x31591) concentration in female 
on the age of individual (age_metab). The SNP 
rs10225235 was shown to affect metabolite 
concentration. To see the age dependence in female for 
different SNP genotypes create the integer trait 
NMA_rs10225235, containing the  number of minor 
alleles of the SNP (see section 1.6.4 )make the initial 
scatterplot window (without subgroups) active and then 
click View-Curve- Subgroup menu item. The "Select 
Subgroup" dialog opens. "Trait", "Covariate", "Group" 
and "Group value" fields determine the data, presented 
on the initial scatter plot window, and cannot be 
changed. In the "Subgroup" combobox all integer and text traits of the sample are available, 
excluding the trait, which was a Group-trait of the initial graph (sex). Select from the list the  
desirable trait (NMA_rs10225235) and click OK-button. If the data included the initial graph, 
have less than two subgroup values, you will get an error message, otherwise the Subgroup 
Graph Window opens. It  enables to view a number of curves simultaneously. Separate curve 
for each subgroup value (black) and the general curve for all data together (red). Likelihood 
values for general curve and separate parameters for each curve together with DF(degrees of 
freedom) difference are presented in the bottom of the window. To view the parameters for all 
subgroup curves click View-Curve-Info menu item. 
 EXAMPLE 2. Working with longitudinal data. 

 
Sometimes longitudinal data for individuals in the sample are sets with different number of 
mesured points and different  intervals of measurement . To use this data for genetic analysis 
we can built for each individual approximation curve of the same type and use individual 
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parameters of the curve in the further genetic analysis. Example sample presents children 
weight for the initial weeks of life. The measurement were taken with different time intervals. 
All measurement belonging to the same individual have the same ID (IND_NEW)The growth 
curve ( )1ln()(  XCBXAXY ) can be used as approximation. First open scatterplot for 
Weight on age for all the data. Select Approximation-Growth menu item, the approximation 
curve appears. Then click View-Curve- Subgroup menu item. Select in the dialog IND_NEW  
as subgroup trait. The subgroup window appears wit individual curves.  

 
To see curve parameters click View-Curve-Info menu item. In the info dialog editbox all 
individual curve parameters are presented as table. 

 
The contents of the edit box can be copied with <Ctrl-C> key and pasted for editing to any 
program which uses tab-delimited text. The column of the table are: Subgroup value; N-
number of measurements; Xmin - left side of the interval; Xmax - right side of the interval; LH- 
individual likelihood for min square method;  R, R_square  - multiple regression coefficient the 
other columns are curve parameters with standard errors. The last string in the table 
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correspond to general curve for all measurement together. The data in the form of table can 
be included in the pedigree sample with IND_NEW  as key (see section 1.6.8) 

 
If polynomial approximation curve is used, you can compare goodness of approximation with 
different polynomial powers for each individual separately using LH columns and LRT.   
 

1.9.4 Editing of the scatter plot. 
 
When the scatter plot window opens, scales for horizontal and vertical axes are defined 
automatically to represent all available data. The axis titles are also automatically taken as trait 
and covariate name. The title of the graph includes the title, specified by the user, and also trait, 
covariate and grouping information in brackets. If some approximation curve was chosen, 
below the graph the R coefficient (square root from proportion of explained variance, for linear 
approximation this is a correlation coefficient) and log-likelihood value, LH, are presented. If 
you compare visually graphs for the same trait, but for different groups, it is suitable to 
equalize the trait scales. You can do it by editing of the graph in the scatter plot window. To do 
this, click on the scatter plot window, which you want to edit, to make it active. Then click on 
the menu item “Edit”-“Edit Curve”. 
The editing dialog opens. In the Axes 
control group you can specify 
minimal (Min) and maximal (Max) 
values of the axes scales, axes titles 
(Title) and grid line options (Grid). 
The Graph title and Notes also can 
be edited. By default the Notes field 
contains the type of approximation 
curve. If you make the Notes field 
empty the values of R and LH will 
be not presented in the graph. 
If a number of group (group value 
was not selected) or subgroup values 
are presented, for each series its own 
marker form and color can be selected. By default group value 1 have red color, group value 2 
- green and all others gray. Select group value in the "Series" combobox and then select for this 
set the marker form in the "Symbol" combobox and marker color in the "Color" combobox. If 
the subgroup window is edited in the "Line" combobox the line weight can be choosen.  



 

 

31
 After clicking “OK”-button you will see the corrected scatter plot window. The changes are 
applied only for that window, which was active before you have opened the curve editing 
dialog. If you have a number of scatter plot windows opened, each window should be edited 
independently.  

 
1.9.5 Copying of the scatter plots into external documents. 

 To copy the scatter plot into clipboard, make the appropriate window active and then 
click the menu item “Edit”-“Copy”. The graph is copied into clipboard as enhanced metafile 
and then can be included by “Paste” option in Office documents or other programs.  
 
 2. Pedigree based analysis. 

Pedigree analysis is the study of trait inheritance. The inheritance of the studied trait is 
made explicit by collecting and analyzing a sample of pedigrees. Most widely used is a term 
genetic pedigree analysis, in which the analytical description of the trait inheritance assumes 
that the main factors underlying this inheritance are genes – the DNA segments, positioned on 
the chromosomes and transmitted from parent to offspring in accordance with Mendelian laws. 

Pedigree analysis is performed on a sample of pedigrees {(Xk,Ck)}, where is Xk the set 
of phenotypes observed in k-th pedigree (including probably genotyping results of some 
chromosomal markers), and  Ck is the structure of relations of pedigree members. Elston (1998) 
distinguished model-based and model-free pedigree analyses. In the first, we formulate model 
of the trait inheritance and the sampling procedure that are used, while in the second the 
analysis proceeds without such explicit models. Transmission disequilibrium test, discussed 
later, is an example of model-free analysis. The most part of analyses implemented in MAN 
are model-based. 

2.1. Genetic model. 
Let X = {x} be a set of possible phenotypic characteristics and G - the set of genotypes 

that are involved in controlling the trait being studied. Denote by Xn ={x1,...,xn}, ix X, the set 

of phenotypes observed on the n members of a pedigree and by Gn = {g1,...,gn} gi  G, - their 
given set of genotypes. Define a genetic model for the inheritance of a trait as the following 
three distributions determined on two sets, X and G:  
 

 = { )|(),,|(),,( 2121 nn GXfgggPggp | X,G},                     (1.1) 

Where p(g1,g2) is the joint population distribution of genotypes in spouse pairs determined by 
the population mating structure. P(g|g1,g2) is the conditional probability that an offspring 
receives genotype g from parents having genotypes g1 and g2 - the core of the genetic 
inheritance. f(Xn|Gn) is the joint distribution of the phenotypes of the n pedigree members given 
their set of genotypes Gn.  

The probability P(X,C|) of a sampled pedigree having the structure C and phenotypic 
content X, formulated based on genetic model, , is called the pedigree likelihood . If, as is 
usually the case, the pedigrees are sampled independently of one another, then the sample 
likelihood is simply the product of the likelihoods for the pedigrees included in the analysis (or 
equivalently the sum of their log-likelihoods). The explicit formulation of genetic model 
components and their parameters can be different reflecting differences in population 
properties, specific phenotype features and mathematical form of distribution, used to describe 
genotype- phenotype correspondence in the pedigree. The parameters of genetic model are 
estimated at the point of the sample likelihood maximum in the multi-dimensional parameter 
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space. The likelihood ratio test (LRT) is used to compare different models, in order to test 
definite hypotheses and to build most parsimonious model of trait inheritance. 

2.2. Analysis window. 
 Analysis windows are available from the “Analysis” menu. All analysis windows have 
the same structure. The left side of the window contains three control groups: TRAITS, 
PEDIGREE DATA and MODEL FORMULATION. The right side presents the table of model 
parameters. 

2.2.1. Traits control group. 
 The traits, used in the particular analysis, are specified in the first control group. For 
segregation (SA) and variance-component (VCA) analyses they are: the investigated inherited 
traits and their covariates. For linkage and disequilibrium analyses additionally genetic markers 
(traits containing genotyping results for persons) are specified here. The count of traits to be 
specified varies depending on the analysis. Each trait is specified in the appropriate combobox 
(or listbox for multiple covariates in VCA) and should be selected from the list of possible 
traits of appropriate type presented in the sample. 
 

2.2.2. Pedigree Data control group.  
 Information of analyzed and excluded from the analysis pedigrees and individuals 
counts is displayed in the second control 
group. Pedigrees, which have less then two 
measured individuals or only two measured 
individuals, which are spouses, are excluded 
automatically. You can additionally exclude 
some other pedigrees by clicking “List of 
pedigrees”-button and checking the desirable 
pedigrees in Pedigree Selection dialog. 
 All highlighted pedigree strings in the list 
will be excluded from the analysis if you finish 
the editing with “OK”. To select multiple 
strings press the <Ctrl>-key and click the 
desirable additional pedigree string in the list.  
 

2.2.3. Model Formulation control group. 
 Basic model or design options of analysis performed are stated in the third control 
group. The available options should be selected in appropriate comboboxes. When you 
change some model formulation option, the availability of other options can change. 
 

2.2.4 Table of model parameters 
 Purpose. This table contains a list of numerical model parameters, their steps for 
maximization, upper and lower limits of possible values and constraints applied. When the 
mouse cursor stopped on the button with parameter denotation, tip with parameter 
meaning is displayed. 
 Constraints. The parameter constraints can be introduced, changed or canceled. When 
you click on parameter button, if constraint button is empty and disabled, the menu with 
all possible constraint options appears. If some constraint from the menu was selected, it 
appears as constraint-button in the parameter row. The click on the constraint-button 
cancels the chosen constraint.  
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 Editing values. Initial parameter value in the parameter row may be edited immediately 
in the table, clicking by mouse on the value starts editing. Steps, left and right parameter 
limits can be also edited in such a way. 
 Displaying intermediate results. For model based analyses, when maximization 
process is in progress, current parameter values and step values are shown in the table. In 
addition, the number of current iteration and log-likelihood level are displayed below the 
table. 
 Sequential maximizations. For model-based analyses, it is possible to use parameter 
estimates in the previous maximization as initial values for the next one. The new 
maximization should begin with sufficiently large step values. To set step values you can 
edit them, but for most part of analyses click on the “Step” header in the parameter table 
returns all steps to the initial (large) values and you can run the new maximization.  
 

2.2.5 Performing analysis and saving results. 
 
 When the analysis is fully specified, click the “Run”-button. When the maximization of 
the model starts, parameters and steps will change simultaneously with the number of iteration, 

displayed below the parameter table. Only 
single maximization is possible at a time. 
You can stop the maximization by 
“Cancel”-button. When the maximization 
is finished, you get a message. If an error 
message appears, this means that initial 
parameters give a negligible likelihood for 
the specified model. You can change (edit) 
the initial values of parameters and start 
the maximization once more. When the 
maximization finished normally, the 
“Save”-button will be available (for 
segregation analyses the “Run” button will 

be disabled to prevent you from running the new maximization without saving the results). 
You can save the analysis result (parameter values and LH) as a column in a results table. 
Click the “Save”-button to display the Save-dialog. On the title bar of the dialog, the traits 
taking part in the analysis are displayed. If there are already some tables, having the same type 
of analysis and the same traits 
taking part in it, you will see the 
list of these tables. You can chose 
one of the available tables or create 
a new table by clicking on the 
button with table-icon. Double 
click on the table in the list 
displays the column (variant) 
names in this table. You can return 
to the list of tables by clicking 
button with “LevelUp”-icon. 
Specify table and variant name and 
click “Save”. The dialog closes and 
you return to the model window. 
Now the “Run” button is enabled 
and you can use the displayed 
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parameter values as initial for a new maximization. Specify, if you need, new constraints and 
then click on the “Step” header in the parameter table to set sufficiently large steps.  

 2.3. Analysis result tables. 
When you have saved some analysis results, you can see the list of result tables in the 
document tree in the left side of the document window. All tables are included in the 
RESULTS OF ANALYSIS item. They are arranged hierarchically in accordance with traits 
taking part in the analysis and analysis type. Double click on the table name opens the 
appropriate table in a separate window. If not the whole table contents can be seen in the table 
window, you can scroll it horizontally or vertically. 
 

2.3.1. Tools menu.  
”Tools”- menu is available when the table window is active. 
Export to Excel. This item in the “Tools”-menu opens the excel file containing the 

current table. Here the table can be edited. 
Delete Column. To delete some column from the table, select the column by left mouse 

click and then click on “Tools”-“Delete Column”-item. 
 Error Function. If the analysis enables the standard error (SE) computation of the 

model parameters, you can select by click a column of the table and then click “Tools”-“Error 
Function”. Appears the analysis window, in which error computation for selected model has 
started. When the computation finishes, you get a message and should save parameters with 
their SE in a new column of the table (using “Save”button). 

Error Correlation. As a rule, parameters of the model are not orthogonal to each other. 
If you have computed and saved parameters with SE, you can also see the error correlation 
table. Select the appropriate column with SE in it and click “Tools”-“Error Correlation”-item. 
The Correlation table opens. You can export it to Excel by “Tools”-“Export to Excel”-menu 
item. 

Diagram. This “Tools”-menu item is enabled only for specific analyses results and 
present them graphically. 

 
2.3.2. Using parameters from the result table for other analysis. 
When the results table window is active, some models (columns of the table) with their 

parameter values and constraint can be loaded into analysis window. For example, results of 
segregation analysis can be loaded in Segregation, or Bivariate, or Model Based Linkage 
windows to perform analysis with model parameters as initial values. To do this select the 
desirable table column and then click on the appropriate item in the “Analysis”-menu. 

 
3. Segregation analysis.  

The simplest version of the genetic model is the major gene (MG) model. This model 
explicitly includes two kinds of effects. First, the effect of a diallelic gene called MG, which 
forms a three-component genotypic set G; for two alleles, A1 and A2, the genotypes are A1A1, 
A1A2 and A2A2, which we can number g = 1, 2 and 3, respectively. Second, all the other effects 
involved in the trait control that determine the joint phenotypic distribution among members of 
the sampled pedigree.  

3.1. Model parameterization. 

3.1.1. Population characteristics. 
 The first distribution determining the genetic model (1.1) is the genotypic distribution 

of pairs of spouses. This is a characteristic of the population. The distribution p(g1,g2), where 
g1 and g2 are the genotypes of two spouses, is determined by the genotype frequencies and by 
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the type of assortative mating occurring with respect to the trait under consideration. Under 
panmixia, p(g1,g2) = pg1pg2, where pg is the population frequency of genotype g. For the 
Hardy-Weinberg equilibrium genotype frequencies are given by: pg ={ p2, 2p(1-p), (1-p)2} for 
g = 1, 2 and 3, respectively (here p is the population frequency of allele A1). 

Assortative mating is a very complex process governed by a number of physical and 
social characteristics of the mates. Formally, any assortative mating effect is expressed in 
genetic model terms as the inequality: p(g1, g2 )  pg1pg2. Assume that the probability of 
mating between a pair of individuals with genotypes gi and gj (gi , gj  G) is proportional to a 
factor q(gi)q(gj)(gi,gj). Where q(gi) = 

igp , if the i-th spouse has no parents included in the 

analyzed pedigree (founder), and q(gi) = P(gi|gm,gf), if gm  and gf are genotypes of the parents 
of the i-th member. The assortative mating factor is of the form: (gi,gj) = 

exp[(
ji gg  )2/ 2

 ] , where  is the coefficient of non-random mating; g  is the 

genotypic value of genotype g, and 2
 = 2

ggp - [ ggp ]2 is the genotypic variance. The 

normalizing factor for pedigree likelihood we calculate for the whole pedigree. 
3.1.2. Transmission probabilities. 
Each offspring genotype g is formed from two parental haplotypes (,) or (,), where 

,  {h} – the set of haplotypes from which offspring genotypes can be formed. We now 
introduce the transmission probability, P( | g), the probability that an individual having 
genotype g  G produces the haplotype  {h} in the formation of his/her offspring genotypes 
(Elston and Stewart, 1971). Using these transmission probabilities, we can express the second 
distribution defining the genetic model (1.1), i.e., the distribution of offspring genotypes given 
the genotypes of their parents, or transition probabilities, P(g|g1g2), as follows: 

 
P(g | g1,g2)=[ P( | g1) P( | g2)+(1-) P( | g1) P( | g2)]. 
  
Where g = (,) = (,) and  =1 if = and  =0 if  (the Kronecker symbol). 

By definition, the equality 1)|(}{   h gP  is true for any possible g. Therefore, to 

parameterize the MG model we need only 3 independent transmission probability parameters 
1, 2, 3 , which are probabilities to  transmit to offspring allele A1  from parent having 
genotype g=1,2,3 correspondingly. 

3.1.3. Genotype-phenotype correspondence. 
For a continuous quantitative trait, the conditional distribution of trait values among 

individuals having the same genotype g, f(x|g), is usually assumed (after transformation, if 

necessary) to be normal with expectation g  (genotypic value) and residual variance  g
2 . This 

residual phenotypic variation is caused by all the factors (genetic and environmental), other 
than the genes defined in the model G. Two groups of factors cause the residual co-segregation 
between trait values in relatives. First are potential minor-genes that are involved in the trait 
control, but have not been identified in the model explicitly. Second are common familial 
environmental (household) factors. 
Usually, the n-variable normal approximation is used as the joint distribution of trait residuals 
f(Xn|Gn) of the n members of a pedigree, the residual of the i-th individual being defined as xi - 

ig , where xi is his/her trait value and 
ig is the genotypic value of his/her genotype gi  G. 

This distribution is determined by an nn symmetric covariance matrix { ijgg r
ji

 }, where 

2
ig , 2

jg are the residual variances of genotypes gi, gj  G and rij is the pairwise correlation 
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coefficient between the residuals of relatives i and j. The model parameterization of the n-
variable normal distribution can be made in various ways. Ginsburg (1997) proposed a 
parameterization in which the partial correlations (elements of a matrix inverse to correlation 
matrix R) between pedigree members are used as model parameters with following three 
assumptions: 
 1) Three partial correlation coefficients are introduced as the model parameters:  - between 
spouses,  - between parents and offspring and  - between sibs. 
 2) The partial correlation between any given pair of relatives (spouses, siblings, etc.) is the 
same regardless of either the particular position of this pair in the pedigree under consideration 
or of the pedigree structure. 
3) The partial correlation between any pair of pedigree members not belonging to the same 
nuclear family equals zero. 
 

3.1.4. Trait covariates. 
 
 The simplest way to account for age and sex (probably some other covariates) effects 
on inter-individual trait variation is the regression adjustment of the trait values for age and sex 
effects made prior to any pedigree analysis. The better way is to incorporate the age and sex 
effects explicitly into a penetrance function determining the MG effect. 

Let xgst  be the trait value in an individual having MG genotype g, sex s (m - male, f - 
female) and age t (t > 0) . The following linear model is assumed for this trait: 

xgst = gst +  = gs + gs(t) + . 
Where gst is the expected trait value of individuals having the same g, s and t.   is the trait 
residual not affected by the MG, sex or age. gs is the expected trait value of individuals having 
genotype g and sex s. gs(t) is a function describing the genotype-sex specific age dependence 
of the trait value of these individuals. As implemented in MAN, gs(t) can be linear or 
quadratic function of age t with parameters ags-linear coefficient and bgs- quadratic. Two 
additional formulations of gs(t) constant-linear and linear-constant, that are of special 
anthropological interest and can be used to approximate age dependent changes for example in 
bone anatomy. The parameters are Tgs - a genotype-sex specific age threshold, and ags - a slope 
coefficient, measuring the rate of change in the trait per year. The constant component of gs(t) 
is always computed from the condition  t gst t( )  0, where vt is the frequency of 

individuals having age t. 

3.2. Transmission probability tests. 
 

Elston and Stewart (1971) introduced a transmission probability model, under which to 
test hypotheses of inheritance in pedigree segregation analysis. To test for a MG model, where 
the trait is under the control of a single locus with two alleles, A1 and A2, their statistical model 
can be outlined as follows. The transmission probabilities, g = Pr(A1|g), that a parent with 
genotype g (g = 1, 2 and 3 for genotypes A1A1, A1A2 and A2A2, respectively) transmits allele 
A1 to his/her offspring, are estimated from the pedigree sample to have arbitrary values, 
together with other parameters specified by the model. Now two specific genetic hypotheses 
can be tested. 1) The transmission is Mendelian, then g = 1.0, 0.5 and 0.0 for g = 1, 2 and 3, 
respectively. 2) All three g are equal to the same value,   (which means that the offspring 
genotype is independent of his/her parental genotypes). Accordingly, two likelihood ratio tests 
(LRT) are introduced (“transmission probability tests”) for monogenic model i:  

i1= 2 k gikk CXP )ˆ,ˆ|,(ln[ / )],ˆ|,( Mikk CXP    
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and  
i2 =  2 k gikk CXP /)ˆ,ˆ|,(ln[ )],ˆ|,( ikk CXP . 

Here M denotes the Mendelian transmission probabilities, and g̂  and   are estimates of the 

transmission probabilities found together with other model parameters ( g̂ -three arbitrary 

unconstrained parameters,  - equal g).  
 For the pedigree sample {(Xk,Ck)}, the null hypothesis, 
 H0: g = M, that the trait is really controlled by one Mendelian diallelic locus, can be tested by 
the LRT statistic which, if the estimate g̂ is unconstrained, is distributed asymptotically as the 

central 2 with df = 3. The distribution of the second test statistic was assumed asymptotically 
to be 2 with 2 df, if the offspring genotype is really independent of the parental genotypes. 
Using these tests, the MG trait description is accepted if Mendelian model is not rejected by the 
test i1 and, at the same time, equal g model is rejected by the test i2.  

  

3.3. Most parsimonious models. 
Any accepted parameter constraint leads to a particular simplified model of inheritance 

(additive trait control, equal residual variances for the three major genotypes, etc). By making 
the description of the mode of inheritance more “economical”, such a constraint clearly 
decreases the maximum of pedigree sample likelihood, in comparison with that of a model not 
having that constraint. If this decrease is found to be statistically non-significant by LRT, the 
simpler model would be preferred. The most parsimonious (MP) model is defined as the one, 
for which any further parameter constraint is rejected statistically (with predefined type I error 
and power that depends on the amount of information in the sample). 

3.4. Operating in Segregation analysis window. 
 Click on “Analysis”-“Segregation”-“Conventional” menu item. The Segregation 
analysis window opens. Fist of all select in “Analyzed trait”- combobox the trait from the list 
of all real and integer traits available in the sample. Preferable is to standardize the trait before 
the analysis to avoid troubles during maximization. In “Covariate”-combobox you can select a 
covariate from the list of integer traits. After selection of traits you can see what number of 
pedigrees and observed individuals are excluded from the analysis automatically (see 2.1.2 
section).  
 

3.4.1. Model formulation. 
 
Ascertainment Correction. If you data was sampled through proband and proband-
individuals are marked with 1 or 0 in “Proband”-column, you can chouse AMF (ascertainment 
model free) correction for Segregation analysis. In this case the likelihood conditional on the 
proband trait values is computed. If there are no probands in the sample, this choice has no 
effect.  
Genotypic Distribution. By default Hardy-Weinberg equilibrium is chosen and single 
parameter p denotes a frequency of allele A1 in the population. Genotype frequencies are 
computed as given in 3.1.1. For “Arbitrary” genotype distribution in place of p two parameters 
p1, p2 appear in the parameter table. They are population frequencies of the first (A1A1) and 
second (A1A2) genotypes correspondingly. 
Assortative Mating. If you chose “Yes” the assortative mating parameter  (see 3.1.1) is 
included in the model and in the parameter table. 
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Sex Effect on Genotypic Values. By default “No”, sex effect is not included in the model. 
Shared by both sexes genotypic values 1, 2, 3 and corresponding shared parameters of 
covariate dependence a, b or a, T (see 3.1.4), if actual covariate and type of dependence were 
chosen, are present in the parameter table. If “Yes” is chosen, the double set of parameters m1, 
m2, m3 for males and f1, f2, f3 for females appears in parameter table. If actual covariate 
and type of covariate dependence were chosen, the covariate dependence parameters appear for 
each sex with subscripts m and f. 
  
Type of Age (Covariate) Dependence. This choice is available only if an actual covariate was 
chosen. Without sex effect, the covariate dependence chosen in the “Male”-combobox is used 
for both sexes (“Female”-combobox is disabled) and parameters, appearing in parameter table, 
have only genotype subscript (1, 2, 3).  If sex effect option was chosen, both “Male”- and 
“Female”-comboboxes are enabled. You can choose different types of dependence for different 
sexes. Parameters, appearing in parameter table, have two subscripts: sex (m or f) and genotype 
(1, 2, 3). 
The list of covariate dependence types is as follows (see 3.1.4): 
None – no covariate dependence means constant genotypic values. 
Linear – linear polynomial covariate dependence; parameters asg  
Quadratic - second power polynomial covariate dependence; parameters asg , bsg. 
Linear+None – two-interval linear –constant dependence; parameters asg , Tsg. 
None+Linear – two-interval constant-linear dependence; parameters asg , Tsg. 

 

Transmission Probabilities. Three initial options (Mendelian, Arbitrary and Equal) are 
described in 3.2. Two additional options ([*Arbitrary] and [*Equal]) have in comparison with 
Arbitrary and Equal one more constraint: transmission probabilities should correspond to the 
condition, that the genotype frequencies in the next generation coincide with those of the 
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previous generation. Without assortative mating, this condition provides connection between 
transmission probabilities and population genotype frequencies. In particular, for Hardy-
Weinberg equilibrium [*Equal] means that all  -s should be not only equal, but also equal to 
the population frequency of the allele A1. Number of degrees of freedom for LRT between 
[*Arbitrary] and Mendelian models is 2, between [*Arbitrary] and [*Equal] models also 2.  

 
3.4.2. Specifying parameter table. 

 
You can edit the initial values, steps and limits of parameters immediately in the 

parameter table. You can copy all parameter values together by clicking “Edit”-“Copy” menu 
item, and then load them into other similar analysis window by “Edit”-“Paste”. 

For each type of parameters its own set of constraints can be introduced (see in 2.1.4 
how to introduce and cancel constraints).The possible constraints for Segregation analysis are 
as follows: 

Fixed- parameter has a constant value and should not change in maximization process. 
Constraint is applicable to all types of parameters. 

Equal to other parameter – parameter is not maximized independently but together 
with one other. Constraint is applicable to genotypic values, their covariate dependence 
parameters and genotypic variances. It can be used to simulate dominance effect (equal values 
for heterozygote and homozygote of specific type). To state equality in genotypic values 
between sexes, you can introduce constraint for specific female parameter to be equal to 
corresponding male parameter. 

Additive – constraint can be introduced for genotypic values, their covariate 
dependence parameters and genotypic variances, it is available in constraint menu for genotype 
2 (A1A2- heterozygotes) and means that parameter is an average value between corresponding 
parameters for genotypes 1(A1A1) and 3(A2A2), different homozygotes’.  

 
 
3.4.3. Trait expectation, predicted by the model. 

 
When the maximization procedure is over or you have loaded some model into the analysis 
window from the results table (see 2.3.2), you can create the trait expectation, predicted by the 
model as separate trait column. When segregation analysis window is active, do click on 
“Edit”-“Add Trait”-“Prediction”-menu item. After the computation is over, you see a message 
box. The new column, containing trait expectation prediction, will be the last column in the 
document trait table. Its name will be “Pred+<number>”. You can rename it using 
“Properties”-item of the column pop-up menu. In the Properties-dialog of this new trait you 
can see all parameters of the model, trough which the expectation was estimated, and also 
genetic-statistical properties of the model. They are as follows. Components of phenotypic 
variance attributed to: Gen, Sex, Age (or other covariate), joint Gen-Sex, Gen-Age, Sex-Age, 
Gen-Sex-Age, Familial (trough relatives’ residual correlations), Residual and Total trait 
variance. In the second string of the table proportions of variance components to the total 
variance are given. Additionally you can see heritability H2, proportion of variance described 
together with gene, sex and age factors (GSA), proportion of variance attributed to all model 
parameters (Total). The next are the estimated pairwise residual correlation coefficients 
between relatives: spouses, siblings and parent-offspring. Descriptive statistics usual to all 
quantitative traits is also available (see 1.7.1). 
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3.4.4. Most likely MG genotype, predicted by the model. 

 
 When the maximization procedure is over or you have loaded some model into the 
analysis window from the results table (see 2.3.2), you can create the new marker-trait 
containing most likely genotype set of major gene predicted for each pedigree of the sample by 
the model. The set having maximal likelihood is chosen for the whole pedigree rather than for 
each pedigree member. When segregation analysis window is active, do click on “Edit”-“Add 
Trait”-“Prediction GT”-menu item. After the computation is over, you see a message box. The 
new column, containing major gene most likely genotype prediction, will be the last column in 
the document trait table. In the properties-dialog of this new marker-trait you can see all 
parameters of the model, trough which the genotype set was chosen and also descriptive 
statistics usual to all marker traits (see 1.7.1).  
 

3.4.5. Partial pedigree likelihood. 
 
 When the maximization procedure is over or you have loaded some model into the 
analysis window from the results table (see 2.3.2), you can create a new separate trait column, 
containing the partial pedigree likelihood (pedigree log-likelihood deleted on the number of 
measured pedigree members) corresponding the estimated model parameters. When 
segregation analysis window is active, do click on “Edit”-“Add Trait”-“Pedigree LH”-menu 
item. After the computation is over, you see a message box. The new column, containing 
partial pedigree log-LH, will be the last column in the document trait table. The estimated 
values are useful for selecting pedigrees maximally and minimally corresponding to selected 
model. When the sample heterogeneity is supposed, you can select more homogeneous in 
inheritance type pedigree sub-samples. You also can select pedigree having most positive or 
negative difference between LH for equal and Mendelian models. 

 

3.5. Bi-Cross-sectional Segregation Analysis. 
 This variant of segregation analysis was designed to analyze inherited traits having 
repeated measurements. Parameters of the model are the same as for conventional analysis. 
The only additional parameter is  - partial correlation between residuals of sequential 
measurements of an individual. Because this partial correlation in general should depend on the 
time difference between measurements, this simple variant of parameterization is more 
applicable when the difference in time between sequential measurements is similar for all 
individuals. This means that most suitable data are two cross-sectional measurements of the 
same population. Two repeated measurements should present two trait columns. If covariate 
dependence is assumed, both covariate measurements should be also different trait columns 
(for example Age1-of the first measurement and Age2-of the second). This analysis is more 
informative, if for example the age dependence of the trait is assumed to be inherited.  
 Click on “Analysis”-“Segregation”-“Bi-Cross-sectional” menu item to see the analysis 
window. The analysis window is similar to that of segregation analysis. Only in the TRAIT 
control group, you should specify two columns for sequential measurements of the trait and 
two columns for sequential covariate measurements. 

 
 
4. Bivariate analysis. 

A major gene model can be applied to a pair of inherited traits simultaneously. As a 
rule, the major gene model should be previously tested for each trait separately. If for both 
traits the model was accepted, we can test the hypothesis that both traits are under control of 
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the same gene or by two linked genes, which are in linkage disequilibrium (LD) with each 
other. 

The first variant of this analysis suppose that both traits are controlled by the same 
gene, but genotypic values, dominance and covariate dependence are specific for each trait (the 
most parsimonious model of inheritance may differ for the traits). So for this analyses we have 
a double parameter set of genotypic values, gs, their age and sex dependence, ags, bgs or Tgs, 
genotypic variances, g, and partial correlations of trait residuals between specific relatives, {, 
, }. The shared by two traits parameters are the allele frequency, p (for Hardy-Weinberg 
equilibrium), or genotype frequencies, {p1, p2}, the partial self correlation between trait values 
of one individual, , and transmission probabilities g. We can estimate transmission 
probabilities and construct transmission probability (TP) test {λ1 , λ2 } as described in 3.2. 
Some times, the MG effect for one of two traits is so significant, that bivarite LRTs support the 
hypothesis of same MG for two traits. Therefore, if the MG effect of the same gene was 
accepted in {λ1, λ2}, we should additionally test two following parameter constraints for 
Mendelian model. Let’s do the genotype specific parameters (μg, ag, bg ,Tg) equal for all 
genotypes (μ1 =μ2 =μ3 and so on) formerly only for parameter set of the first trait and then in 
turn only for the second. The Mendelian model tested in λ1 (having some different parameters 
for different genotypes simultaneously in parameter sets for both traits) should be significantly 
better than each model of these two additional is. 
 For the second implementation (LD-model) of bivariate analysis the shared parameters 
are: frequencies of A1 alleles of two linked genes, p and q, partial self correlation, , 
recombination fraction, , and Lewontin’s disequilibrium parameter . 
This model can be compared with “Hardy-Weinberg” “Mendelian” model of the first 
implementation, corresponding to =0, =1, q=p. The null hypothesis, which we should reject 
is no linkage (=0.5) or no disequilibrium (=0) between to major genes. The “Hardy-
Weinberg” “Mendelian” model, corresponding to =0, =1, q=p, can be compared by LRT 
with LD-model having free , , q, p parameters. This test the hypothesis that two gene model 
is significantly better than single gene.   
 

 4.1. User interface for bivariate analysis. 
 Click on “Analysis”-“Bivariate”-menu item to open the analysis window. Only one 
bivariate analysis window can be opened at a time. The window consists of three sub-windows 
with moving horizontal splitters between them. The two upper sub-windows are similar to 
window of segregation analysis. Both of them are intended for model formulation, parameters 
and constraints for two analyzing traits separately. For each trait, its own covariate or no 
covariate can be defined. Model formulation options: sex dependence, assortative mating and 
type of covariate dependence - can be chosen independently for both traits (as described in 
3.4.1). 
 The rest of model parameters relating to both traits are presented in the third sub-
window. Here are also the rest of model formulation options.  They are used as described in 
3.4.1, except for Genotypic Distribution (GD) option, which differs slightly from described in 
3.4.1 section. 
 The two first options in GD-combobox: “Hardy-Weinberg” and “Arbitrary” are the 
same as in 3.41; if one of them is chosen the Transmission Probabilities(TP) – combobox is 
enabled. 
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 The “L-Disequilibrium” option of  GD-combobox describe the model where each trait 
has its own major gene with allele frequencies p and q for traits defined in uppermost and 
middle sub-windows  correspondingly. The TP-combobox is disabled, but two genes are 
supposed to be in linkage disequilibrium. The recombination fraction,, and Lewontin’s 
disequilibrium parameter  between to major genes appear in the lowest parameter table and 
can be estimated. All these parameters can be constrained to constant, additionally q=p 
constraint can be introduced.  
 

4.1.1. Using results of single trait segregation analysis in bivariate. 
If one or both traits, which you are going to investigate in bivariate analysis, were formerly 
tested in segregation analysis and most parsimonious (MP) model was built, you can load it in 
bivariate analysis window with its parameter values as initial for bivariate maximization. To do 
this, open the appropriate result table by double click on it (2.3). Select by mouse click the 
column with desirable model and click “Analysis”-“Bivariate” menu item. 
If no Bivariate analysis window was already opened, it opens with the selected segregation trait 
model in the upper sub-window. The trait in the lower sub-window will be selected casually. 
To load the second trait with its MP model, open the corresponding table and select the 
desirable column. Then click “Analysis”-“Bivariate” menu item. The Yes-No- message box 
with the question appear, which enables to determine upper (Yes) or lower (No) sub-window. 
Click on Yes or No to load the selected trait and model into the appropriate sub-window. 
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5. Variance component (VC) analysis.  
 
 This analysis assumes that the individual trait value is a function of covariates plus a 
random trait residual partially correlated between relatives. 

xi = (yi1, yi2,.., yiK) + i, 
where xi is the individual trait value, yi1, yi2,.., yiK – individuals covariate values and i - 
residual. 
 For a single integer covariate (the main example is age in years), four types of covariate 
dependence (y) are available: linear (parameters: -mean trait value, a –linear coefficients); 
quadratic (parameters: , a, b – second power coefficient); two-interval linear-constant (, a-
linear slope, T- breaking point); two-interval constant-linear (, a, T) (see 3.1.4 for more 
detailed parameter description). The type of covariate dependence can be introduced for the 
whole sample (without sex effect) or for each sex separately.  The type of dependence can be 
different for males and females. 
 For multiple covariates (real or integer) linear multiple regression model is estimated. 
You can select up to ten covariates. 

(yi1, yi2,.., yiK) =0+1yi1+2yi2+...+KyiK 

Parameters are 0 - intercept, 1, 2,…, K - regression coefficients, where K is the number of 
covariates. The multiple regression coefficients can be estimated for the whole sample(without 
sex effect) or for each sex separately (0m, 0f, 1m, 1f, 2m, 2f, …, Km,Km). 
  The trait residual  in a pedigree is assumed to have n-variable normal distribution, 
where n is a number of pedigree member. The components of variance-covariance matrix, 
determining this distribution, we parameterize as follows. Let assume, that the trait residual is a 
result of the simultaneous influence of a number of orthogonal factors genetic or 
environmental. Genetic variance is assumed to be a result of joint effect of a great number of 
genes, each having small input. We should distinguish additive and dominant genetic variance. 
The shared by two relatives additive genetic variance 2

AD is approximately proportional to the 
number of coinciding gene alleles: the full 2

AD is shared only for mono-zygotic twins, 0.5 
2

AD for parent-offspring and siblings or di-zygotic twins, 0.25 2
AD for half-sibs and uncle-

nephew and so on. The dominant genetic variance 2
DO shared by two relatives is 

approximately proportional to the number of coinciding genotypes (combinations of two 
alleles); it is assumed to be nonzero only for monozygotic twins (2

DO) and for siblings or di-
zygotic twins (0.252

DO). For each environmental factor we define the group of pedigree 
members, sharing it. Possible environment components are: 2

HS – household component, 
shared by members of the same nuclear family; 2

SP additional environment component shared 
by spouses; 2

SB additional component shared by siblings; 2
TW additional environment factors 

shared by twins; 2
RS residual individual variance. Because we assume that, all factors are 

orthogonal to each other, the covariance matrix component for each pair of individuals is a sum 
of genetic and environment effect variances shared by the relatives i and k. The matrix 
diagonal components (total individual variances) can be modeled in two ways. 
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 The first way, all diagonal elements are equal to each other. This means that the total 
value of individual variance does not depend on its position in the pedigree. For this case, we 
cannot distinguish between genetic dominant component and sibling specific environment 
effects (if there are no monozygotic twins). Therefore, 2

DO is not estimated separately. Sibling 
specific variance 2

SB may include both environmental and dominant genetic effects. 
 The second way, diagonal elements are a sum of individual genetic and residual 
variances (these components are the same for all pedigree members)   plus variances of 
environmental effects, which the individual shares with his relatives. For example, if individual 
has no siblings, the sibling specific variance 2

SB is not included in his total variance.  In this 
case, dominant genetic variance 2

DO can be estimated independently from sibling specific 
environmental variance.  
 Both described above variants of model formulation are available for computation. 
 The purpose of analysis is to find the most parsimonious model by means of LRT, 
comparing general and constraint models. Then, you can estimate the input of significant 
covariates and significant components of residual variance. 
 

5.1. User interface for variance component analysis. 
  
 Click on “Analysis”-“Variance Component”-“Univariate”-menu item to open the 
analysis window.  
 

5.1.1. Options of model formulation group. 
 
Sex effect. By default “No”. The model parameters characterizing the non-random part of the 
trait are the same for males and females. If “Yes”, two different sets of parameters (for 
males and females) are estimated.  
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Multiple covariates. By default “No”. In the TRAITS group only one covariate can be 
selected in the Covariate-combobox from the list of integer traits available in the sample. 
If an actual covariate was selected, the “type of covariate dependence” can be chosen. 
 If “Yes”, in TRAITS group appears an empty “Covariate”-list box and two additional 
buttons “Add covariate” and “Delete covariate”  to enable the formation of covariate list (more 
details see below in 5.1.2 section).  

 
Type of covariate dependence. The option is enabled only for one integer covariate regime 
(“Multiple covariate”- combobox set to “No”). If “sex effect”- combobox was set to “No”, the 
type of covariate dependence selected for male is applied to both sexes. If “sex effect” was set 
to “Yes”, the “female”-combobox is also enabled. 
 Sample. By default - “Pedigrees”. The model will be estimated on the sample containing 
complex pedigrees. If “Nucl.Fam.”(nuclear families) was selected. The analysis is done on the 
sample of nuclear families. Each complex pedigree is divided into nuclear families. So 
complex pedigree members, who are members, for example, of two nuclear families appear in 
the sample twice. This variant is less precise, but was included to compare results sensitivity to 
complex pedigree structure and non-independence of nuclear families.  
If "Incl.Singles" is selected the model will be estimated on pedigrees, but pedigrees containing 
only one measured individual are not excluded from the analysis. This option should be used 
only when significance of regression on the covariate is tested. 
Total variance. By default “equal”. The variance-covariance matrix has equal diagonal 
elements. If “Additive effects” was selected the diagonal elements are sum of individual 
components (equal by value for all) and environment components, which individual shares 
with its specific relatives (see the last paragraph of section 5). 
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Twins ID. By default “none” (twins are not identified). If the sample contains twins, you 
should identify them with some integer variable, which for each twin set should have the same 
value and should be unique for each separate set within nuclear family. The monozygotic twins 
should have positive ID, the dizygotic twins – negative. The simplest way to create such a 
variable is to give positive integer age values to monozygotic and negative age values to 
dizygotic twins, because age should be equal and unique in the nuclear family for each twin set 
(you can use “Edit”-“Add trait”-“Formula” menu item to create such trait, see 1.6.1).  Choose 
this specific variable from the list of all integer variables, which are available in “Twins ID”- 
combobox to account for twins. 
   
 

5.1.2. Selection of covariates in TRAIT control group. 
 If “Multiple covariates”- combobox is set to “No”, the covariate is selected from the list 
of all integer traits of the sample. This list is available in “Covariate”- combobox. As a rule, the 
single integer covariate used for this analysis is age. For many human traits, the age 
dependence is strong and often nonlinear. For this reason four type of covariate dependence 
described in 3.1.4 and 5 are available and can be chosen in the “Model formulation” group.  
 If “Multiple covariates”- combobox is set to “Yes”, the appearance of TRAITS-control 
group changes. The empty listbox, named “Covariates”, appear in the right side of the control 
group. Two buttons “Add covariate” and “Delete covariate” appear to enable the formation of 
the covariate list. In the combobox below the “Add covariate”-button all quantitative traits of 
the sample (real and integer) are available. 
 To add the trait to covariates list, select the desirable trait in the combobox and click 
the “Add covariate”-button. The selected trait moves to the Covariates-listbox. Simultaneously 
the new parameters 0-intercept and 1 appear in the parameter table. When you select and 
add the next covariate, the additional -coefficient appear id the parameter table. To delete 
some covariate from the covariate list, click on it by the mouse cursor in the Covariates-
listbox. When the trait to delete will be selected (blue string in the listbox), click the “Delete 
covariate” button. 
  

5.1.3. Possible constraints in the parameter table and its special features. 
 Constraints can be introduced for a model as described in 2.1.4. All parameters can be 
constrained to fixed value. When parameters of covariate dependence are sex specific, each of 
female parameters can be constrained to be equal to male parameter. 
 If you use multiple covariates, coefficient 1 corresponds to the upper covariate in the 
“Covariates”-listbox, 2 – to the next covariate and so on (covariates in the alphabetic order).  
 Click on the “Step”-header in the parameter table increases all steps to enable the next 
maximization. 
 

5.1.4. Additional option for trait adjustment, using VC-model. 
 If the model includes non-trivial covariate dependence, you can save the trait residual 
(trait adjusted for covariates accounting for pedigree structure) as new separate trait column. 
When the window of variance component analysis is active, the click on “Edit”-“Add trait”-
“Adjusted” menu item produces the new trait column containing appropriate trait residuals. 
The adjusted trait appears as last column in the trait table of the document window. Its name 
will be “Adjustment+<number>”. You can rename it using “Properties”-item of the column 
pop-up menu. In the properties- dialog of this new trait you can see the name of trait, which 
was adjusted, the list of covariates and all parameters of the model, trough that the residual 
values were estimated. 



 

 

47

5.2. Notes for performing variance component analysis. 
5.2.1. Standardized traits and covariates. 

 It is a good idea, to standardize the analyzed trait and all multiple covariates before the 
analysis. In this case the maximization procedure don’t have difficulties with very small and 
very great values, which cannot pass the intermediate maximization limitation conditions and 
can likely result in maximization ending with error message.  
 Additionally, if you want to know the proportion of different variance components in 
the total trait variance you should divide them on the total trait variance. When the trait was 
previously standardized, the estimated components show directly proportions of the total 
variance.  
 If all covariates, taking part in multiple linear regression model, are standardized, the 
estimated  coefficients coincide with appropriate Wilkinson Betas’ and can be compared by 
value.  
 

5.2.2. Using VC-analysis for testing disequilibrium between trait and genetic 
markers. 

 To do this you should produce for each genetic marker a new trait containing the 
number of copies of selected allele in the genotype. If the marker has more then two alleles you 
can factorize it as described in 1.6.5 and then using “Edit”-“Add trait”-“Formula”-option 
(1.6.1) you can create new trait containing the desirable trait. For example, if factorized marker 
name is “MarF” and its alleles are “1” and “2”, you can create the trait using formula 

if(MarF=”1/1”, 2, if(MarF=”2/2”,0,1)) 
For dialelic markers you can also use “Edit”-“Add trait”-" Number of Minor Allele" menu item 
to produce the desired integer trait. This new trait you can use as covariate for VC analysis and 
test the significance of its  coefficient by LRT. To test for dominant effect, you can use 
additional variable, which is non-zero only for heterozygous individuals. You can try to test, 
which factorizations of the multi-allelic marker influence the trait significantly, using all 
factorizations together in multiple regression model. Analogously, different transformed 
markers can be used as covariates simultaneously. 
 

5.2.3. Computation of parameter standard errors. 
 To compute parameter standard errors (SE) you should save the model maximization 
results as column in the results tables. The procedure is described in section 2.3, paragraph 
Error Function. It is preferably to compute parameters SE for most parsimonious model, 
because otherwise (for many non-significant model parameters) the likelihood maximum is not 
expressed sufficiently for some coordinates to enable estimation of SE.  

5.3. Bivariate variance component analysis. 

 If we are interested in how genetic and environment variance components of two 
different traits are correlated, we can use bivariate VC analysis. The model formulation is 
independent for each trait and its covariates. The only shared model formulation options are 
Sample (pedigrees or nuclear families) and Total variance (way of modeling of covariance 
matrix diagonal).  
For each trait the same set of parameters as in univariate analysis is to be estimated. The 
additional parameters are the components correlation coefficients: RHS – for household 
components; RSP – for spouses’ specific environments; RSB –for siblings’ specific components; 
RTW – for twins’ specific environments; RRS –for individual residuals of two traits. The 
significance of correlation can be tested with LRT.  
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5.3.1. User interface for bivariate variance component analysis. 
 Click “Analysis”-“Variance Component”-“Bivariate” menu item to open the window of 
bivariate VC analysis. The window consists of two sub-windows similar to those of univariate 
VC analysis. In each sub-window you should select trait, its covariates, independent model 
formulation options and parameter constraints. The three shared model formulation options for 
two traits are Twin ID (the trait which identifies twin sets or “None”), Sample (pedigrees or 
nuclear families) and Total variance (way of modeling of covariance matrix diagonal, see 
5.1.1). The appropriate comboboxes are presented only in the lower sub-window. The specific 
for bivariate analysis correlation parameters R are presented in the parameter table of lower 
sub-window. The computation procedure initially estimates model parameters and their SE for 
each trait separately and then uses these parameter values to estimate correlation coefficients 
and joint likelihood. It is preferable to use most parsimonious model for each trait. You can 
load this model from the result table of an univariate analysis. To do this, open the appropriate 
table, select the column containing the most parsimonious model and click “Analysis”-
“Variance Component”-“Bivariate” menu item. If the bivariate analysis window was not 
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opened previously, it opens with the selected trait model in the upper sub-window. If the 
bivariate analysis window was already opened, you will be asked to what sub-window (upper 
or lower) the selected model should be loaded. Only one bivariate VC analysis window exists 
at a time. When you run the maximization, the standard errors of parameters are estimated 
automatically. After saving results, you can see both parameters and their SE in the result table. 
For each bivariate maximization, the result table contains three columns. The first two include 
parameters of univariate trait models with univariate log-likelihoods’ below them. The third 
column contains correlation parameters and the joint bivariate log-likelihood. This log-
likelihood should be used for testing significance of component correlation coefficients. 

5.4. Principal phenotype. 
 This analysis was named so analogously to principal component analysis, which 
designs factors being linear combinations of initial traits and meeting specific maximization 
conditions. The purpose of Principal phenotype analysis is to built the trait (phenotype), being 
linear combination of a number of initial traits in such a way, that it should have as maximal as 
possible proportion of definite variance component - additive genetic, or sibling specific, or 
spouses specific, or so on.  For example if you have a number of traits, measured on different 
human body sites, characterizing adiposity, you can try to build mostly heritable trait 
characterizing the adiposity in total.  It is also possible to try to combine in such a way traits of 
different nature, sharing probably definite part of genetic or environment factors. 
 

5.4.1. User interface for principal phenotype analysis.  
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 Analysis enables to combine up to 10 traits. You should create the trait list for the 
analysis in the TRAIT control group by means of “Add trait” and “Delete trait” buttons. The 
“Trait list”- listbox is placed in the right side of TRAIT control group. To add the trait, select 
its name in the combobox in the left side of the control group and click the “Add trait”-button. 
To delete the trait from the list, select it in the listbox and click “Delete trait”-button.   
 It is supposed, that traits, which you try to unite, are residuals, already adjusted for sex, 
age and other covariates. Therefore no sex effect and type of adjustment options are presented 
in the MODEL FORMULATION group. Options Twins ID, Sample and Total variance have 
the same meaning as in 5.1.1. The Maximized component – combobox defines what variance 
component you are going to maximize. 
 In the parameter table you can see the coefficients 1, 2, …,N; N – is the number of 
traits in the trait list. The coefficients define how the standardized resulting phenotype can be 
built from the traits, presented in the list, after standardization. Constraint (fixed value) can be 
introduced for mean trait value  and all available components of variance, besides the 
component, which was selected as maximized component. Coefficients i can not be fixed.  
 The iterations for this type of analysis are more time consuming than for VC analysis, 
because each iteration is indeed the full VC analysis for the trait formed using current set of 
scores i. When the maximization is in process, the editbox “Time” below the parameter table 
shows the time from the beginning of analysis in seconds.   
  
 

5.4.2. Saving and viewing results of the analysis. 
When the maximization is over, you can click the “Save”-button and save the results in a table. 
For this type of analysis, the maximization is saved as separate table. When you have specified 
the name of the table in the “Save”-dialog and click “Save”-button, the program suggests 
saving of the designed principal phenotype as new separate trait column. If you click “Yes”, 
the trait named “Principal”+<number> appears as the last column in the trait table of the 
document. You can rename it using “Properties”-item of the column pop-up menu. In the 
properties- dialog of the new trait you can see what component was maximized, the names of 
initial traits, their scores i and variance components of resulting trait.   

  
  
 The table, saving analysis results, appears in the document tree in the RESULTS OF 
ANALYSIS item after child item, named as the first initial trait in the analysis trait list. In the 
document tree after the specified table name, you can see the full trait list, delimited by 
commas. Click on the table icon in the document tree to see its contents. The table includes 
separate column for each initial trait, where the VC analysis results for the trait after 
standardization are presented. The last column in the table, named “Principal” contains VC 
analysis of principal phenotype and trait scores i.  

5.4.3. The diagram of principal phenotype construction. 
 
 When the results table window of principal phenotype analysis is active, to view the 
results graphically, click on the “Tools”-“Diagram”-menu item. The diagram window appears. 
The variance component, which was maximized, is shown in gray for initial traits and for 
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resulting phenotype. Use “Edit”-“Copy”- menu item to put the diagram into the clipboard as 
enhanced metafile. Then you can use the “Paste” option of Microsoft Office programs to 
include the diagram in their documents. 

 
 

5.5. Quasi Variance Component Analysis. 
VCA was originally proposed for quantitative continuous traits. The approach can be extended 
to the analysis of categorical traits, namely proposed by Falconer liability X, an unobserved, 
continuously distributed, quantitative variable with a threshold τ, dividing the population to 
affected (X>τ) and non-affected (X<=τ) individuals. 
If the quantitative trait {Xn} is the hypothetic liability with an affection threshold τ relating to a 
dichotomous affection status {Bn}, measured on N pedigree members, the estimation of model 
parameters demand computation of N-dimensional integral of the probability density LH of the 
liability, on each variable Xn from - to τ, if Bn=0, and from τ to +, if Bn=1. This is a 
complex task and is the major reason why VC estimations of disease liabilities have been 
performed only on samples with simple familial structures including MZ and DZ twin pairs 
and without the inclusion of covariates. Without covariates the two-dimensional integral could 
be computed numerically for each parameter set only for three co-affection variants of co-twins 
([0, 0], [0, 1], [1, 1]). If covariates are included, the LH for each twin pair in the sample should 
be integrated separately and the computation time grows unlimitedly with sample size.   
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We have reformulated the VCA LH for quantitative traits in order to to simplify the 
integration of probability density LH on variables Xn  and in this way to enable the inclusion of 
several covariates in the analysis of a liability.  
Consider a pedigree with two measured individuals {X1k, X2k}, both with covariates {Y1k, Y2k} 
(where k is the number of the pedigree). The variance of X in the sample is Tot

2. To fit the 
data, we will use a VC model that includes only one variance component C

2 shared by both 
relatives ( which may reflect any type of effect, genetic, environmental, or a combination). 
Trait value X can be considered as the sum of independent (orthogonal) traits Tj (factors):  
Xik=T1 ik+T2 ik+T3 ik= ak + F(Yik) + sik; T1 ik = ak is a factor specific for the pedigree. Both 
individuals belonging to the same pedigree k have the same value T1 1k = T1 2k = ak. The 
variance of the factor T1 in the sample is C

2
.  T2 ik = F(Yik) - is the factor presenting the 

individual trait value, predicted by covariates. The variance of factor T2 in the sample can be 
estimated for any function F(Yik) and is Covar

2.  T3 ik = sik is also individual specific   sik = Xik – 
T1 ik – T2 ik. Because all factors are supposed to be orthogonal the variance of sik is R

2=Tot
2-

Covar
2-C

2. 
Let suppose that ak and sik are normally distributed in the sample with mean 0 and variance C

2
 

and R
2 correspondingly. So the probability density LH for a pedigree can be formulated as 

follows: 

LH=   (1) 

Now let us substitute the continuous normal distribution of a, with a stepwise one, having 
constant probabilities p-J, p-(J-1),…, p(J-1), pJ, defined on the intervals having mean values aj=j· β 
, -J <= j <= J. The sum of all pj is equal to 1 and pj=p-j.  The parameter β is selected to produce 
the same variance C

2: . The integer number J and set of pj should approximate 

the distribution of a. The LH for this model is now:  

LH=    (2) 

This form of LH can be extended on pedigrees including N measured individuals and having k 
factors with variances C k

2. Each factor corresponds to independent variability source, shared 
for definite k-th group of individuals in the pedigree. The shifts jβk are included in the exponent 
only for those individuals who share the appropriate factor. For example the pedigree, 
consisting of two parents and one offspring, may be described with four shared factors. Two 
additive genetic factors each with variance equal to 1/2Add

2: the first is shared by father and 
offspring, the second is shared by mother and offspring. Two environment factors, attributed to 
spouses and household environment, are shared for parents and for the whole nuclear family 
correspondingly. Here we have 4 overlapped groups of individuals: 1-father and offspring, 2-
mother and offspring, 3-parents, 4 – offspring and both parents. In general for each pedigree 
member n and each shared factor corresponding to k-th group of individuals we can define , 
which equals 1 or 0 depending on relation type of the individual n, which share or not the 
factor k. For a pedigree having N measured individuals and described by K factors with 
variances C k

2, shared by appropriate K overlapping groups, we have 

LH = ,     (3) 

where indexes  change from –J to J;   is the probability of definite shift  , 
corresponding to factor number k;  equals 1 or 0 depending on belonging to group k;  is 
individual trait value;  is predicted by covariates individual value; because all factors are 
supposed to be orthogonal . 
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If the sample consists of MZ and DZ twin pairs, we may estimate additive genetic Add
2

 and 
common sibs (twin) environment Sib

2 components, using LH (2), where for MZ families 
CMZ

2
= Add

2
+Sib

2
, RMZ

2=Tot
2-Covar

2-Add
2

-Sib
2

, for DZ families CDZ
2

= 0.5Add
2

+Sib
2
, 

RDZ
2=Tot

2-Covar
2-0.5Add

2
-Sib

2
. 

If the trait X is a liability of affection status B with affection threshold τ, the probability density 
LH (2) or (3) can be integrated independently on each Xi above or below the liability threshold, 
depending on affection status Bi. The one dimensional integral is a tabulated function. The 
MLE parameters have in this model version two constraints. First is the liability variance in the 
sample =1; second the sample mean of liability equals to zero. So, in this case the 
individual specific variance component VRS and the constant, included in the covariate 
adjustment F(Yn), are not independent parameters. The threshold parameter τ is an estimated 
parameter. 
  

5.5.1. User interface  of Quasi VCA. 

To use the analysis click “Analysis”-“Quasi-VCA”-“ Univariate” menu item. The analysis 
window is similar to VCA window. The only difference in MODEL FORMULATION group 
is "Consider trait as" combobox. Its value define if trait X is considered as quantitative trait or 
as affection status. If affection status is selected LAF parameter appears in the parameter table. 
Its value is the threshold dividing the sample to affected (Xi>= LAF) and not affected (Xi< LAF) 
individuals. The value LAF by default is the mean value of trait X, but it can be changed, to 
move the threshold. This parameter is not maximized, it is used only on the beginning of the 
analysis to convert X to binary trait B. Other parameters are similar to those of VCA, but 
applied to liability of binary trait B.  The liability, as mentioned upper, is normalized to have 
zero mean and variance equal to1. The liability affection threshold τ (LLAB) is a maximized 
parameter corresponding  to liability scale.  
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5.6. Bivariate QVCA. 

For bivariate analysis for two quantitative traits we used additional assumptions. For each type 
of shared factors, included in the univariate analysis we supposed the existence of 
decomposition to three independent factors, two trait-specific and one common for two traits; 
each is normally distributed. For each trait the univariate factor is a linear combination of its 
specific part and the common factor. Hence for each type of factors included in the model, we 
have 3 summation indexes J for step wise distributions: two for independent specific for each 
trait sources of variability and one for the common source. For individual specific variability 
we also suppose the common source of variability for two traits, but here only this common 
factor is indexed independently for each individual. In bivariate analysis we use estimates of 
VC for both traits, which we obtained separately for each trait in univariate analyses. The 
parameters, which are to be found in MLE, are proportions of common variance for each trait 
1c, 2c in each type of VC. The correlation coefficient in each type of VC is RC

2=1C*2C. The 
sign of the correlation coefficient is included in R and can be different for different types of 
VC (for example genetic additive and sibling environment components). The probability 
density LH for two quantitative traits is expressed (similar to LH (3) in section 5.5) as a sum 
through all shift indexes of the products of 2N one-variable normal distributions (each trait for 
each measured individual).  One or both traits can be a liability X with threshold τ of 
dichotomous affection status B. In this case the appropriate integration of probability density 
LH on individual liability traits Xn, corresponding to affection status Bn, should be included 
and τ (or two different τ1, τ2) is additional estimated parameter. 
 For bivariate analysis it is preferable to use the most parsimonious model for each trait. 
It can be loaded to upper or lower part of the bivariate window as described for bivariate VCA.  
The menu item “Analysis”-“ Quasi-VCA”-“Bivariate” should be used to load the model, when 
it is selected (black column) in the result table window (see 2.3.2 section). 
 The component correlations R for different variance components are presented in the 
parameter table of the lover window. Parameters  correspond to shared by two traits 
proportion of variance, attributable to trait model in the lower window. Parameters  for the 
upper trait  can be computed as   [1]=R2/. 
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6. Linkage and disequilibrium analysis. 
 
 In linkage analysis, each pedigree member is characterized by two functionally 
different traits, the trait describing the biological function being studied and the specific marker 
locus, which usually does not have its own phenotypic manifestation of interest, but for which 
the chromosomal position is known. Suppose that, after analyzing the pedigree sample, we find 
a statistically significant association between the transmission across generations of the 
phenotypes of the trait under study and the marker genotypes. Then linkage between a putative 
locus controlling the trait and the marker locus will have been established and we can find the 
chromosomal position of this putative locus by point and interval estimation of the 
recombination fraction between the two loci.  
 The disequilibrium (or association) analysis establishes connection between genotypes 
on marker locus and trait phenotypes for individuals selected from the sample by special 
design. Some types of this analysis can be performed not only on pedigree sample, but also on 
the sample of unrelated individuals. In the case of pedigree sample, the additional phenotypic 
correlation between relatives should be taken into account. The basic idea of this analysis is 
that, if the putative locus regulating the phenotype is sufficiently close to the marker locus and 
they are in linkage-disequilibrium (LD) with each other. Nevertheless, the association 
established in the analysis may be not only result of LD, but also probably of some other 
reasons, for example population stratification. The distance between marker and putative gene 
locus cannot be estimated in this analysis. As a rule, the analysis is performed on the set of 
sufficiently closely placed markers, covering the chromosomal region of interest.   

6.1 Model based linkage. 
 
 Let the segregation analysis has established the major gene (MG) effect for a 
quantitative phenotype X in the pedigree sample (see section 3) and the most parsimonious 
Mendelian model for inheritance of this trait was built. Let some marker was genotyped on the 
same sample and this data on the sample individuals are Y. For each pedigree, the likelihood, 
including joint inheritance of quantitative phenotype X and marker data Y, can be built. The 
model of joint inheritance contains parameters described in 3.1 and additional parameters, 
characterizing marker genotype distribution and joint distribution and inheritance of marker 
and putative MG.  
 

6.1.1. Joint trait-marker model of inheritance. 
 
 Let A1 and A2 be the two alleles at the trait locus (major gene), characterized with allele 
frequency p or genotype frequencies p1, p2 (see 3.1). Let the marker locus has M alleles Mm, 
having population frequencies Pr(Mm)=qm , q1+ q2+…+ qM= 1. Besides these parameters (p 
and qm), the joint inheritance of the trait and marker is described by additional parameters. 
 The first is the recombination fraction, , determining linkage between the two loci. It 
is possible to use m and f – different recombination fractions for each sex.  or m,f – 
parameters are used to formulate probability P(gi|gm,gf), where gm  and gf are genotypes of the 
parents of the i-th pedigree member. Here genotype gi is a combination of haplotypes on two 
loci: putative trait locus and marker locus. 
  The second group of parameters are elements of allele disequilibrium matrix, Dam = 
Pr(AaMm) – paqm (the difference between the population frequency of the haplotype AaMm and 
the frequency expected when the alleles at the two loci are distributed independently; a = 1,2). 
There are only M – 1 independent values of Dam because of the constraints D1m = D2m for any 
m, and mDam = 0 for any a. We actually use as model parameters Levontin’s D’ disequilibrium 



 56
coefficients m= D1m/max{D1m}, where max{D1m} is the maximal disequilibrium matrix 
element possible with given gene and marker allele frequencies. The third group are the 
haplotypes disequilibrium parameters wkl , normalized analogously to m. Parameters p, qm m, 
wkl are used to formulate probability of founder (member that has no parents in the pedigree) to 
have genotype gi. 
 The linkage pedigree likelihood includes phenotype-major genotype correspondence 
parameters the same as described in 3.1.3 and 3.1.4, because the marker genotype does not 
influence explicitly the trait phenotype. However Pr(gi|gm,gf)-probabilities and founders Pr(gi) 
components include the whole marker-gene genotype. In model-based linkage, the parameters, 
which were estimated for MG Mendelian most parsimonious model, are not estimated once 
more for linkage likelihood. Only the specific linkage parameters describing marker allele 
frequencies qm (M-1 independent parameters), describing joint population distribution of 
(marker+MG) haplotypes m(M-1 independent parameters), describing haplotype pairs 
distribution  wkl ( (M-1)*(2M-1) independent parameters) and describing joint gene marker 
inheritance parameter - recombination fraction  (or m, f), are estimated during the likelihood 
maximization. 
  

6.1.2. Linkage test 
 

 The LRT statistics used to test the null hypothesis of no linkage, H0:  = 0.5 (or m = f 
= 0.5), can be formulated as follows: 

)5.0|,(/)ˆ|,(ln[2   YXPYXP ], 

where ̂  is the recombination fraction estimated together with other parameters, of the joint 
distribution in pedigree members of the two phenotypes, the trait and marker. Asymptotically, 

the test statistic is distributed as a central 2 with df = 1 (provided ̂  is not restricted to being  
≤0.5).  
 Additionally the significance of disequilibrium parameters can be tested in appropriate 
LRT. 

6.1.3. User interface of model-based linkage analysis. 
 
  To start the analysis, we need to choose one of MG  models from the saved segregation 
analysis results. To do this, click on the appropriate table icon in the document tree. When the 
table window opens, select the column with desirable Mendelian model (the column should 
appear in black). Click on “Analysis”-“Linkage”-“Model based” menu item. If the trait or 
covariate, used in the analysis, was deleted from the sample, or the selected column does not 
contain Mendelian model, you will get the error message. Otherwise, the analysis window 
opens. 
 In the analysis window you can see the trait, covariate, model formulation options, 
parameter constraints and estimates of the selected Mendelian model, but cannot change them. 
 In the TRAITS control group the only enabled control is the “Marker”-combobox. You 
can select the marker from the list of all marker traits, available in the sample and having 
number of alleles not greater than 5. If you are going to use a marker with greater number of 
alleles, you should factorize it (see 1.6.5). The number of alleles in the selected marker locus 
determines the number of appropriate frequency and disequilibrium parameters, which appear 
in the parameter table (see 6.1.1). 
 In the MODEL FORMULATION group, three specific linkage options are available.  
Sex effect on recombination. By default “No”. If “Yes” was selected, two sex specific 
recombination fractions m,f appear in the parameter table. 
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Disequilibrium. By default “No”. All allelic disequilibrium parameters are supposed to be 
zero. If “Yes” was selected M-1  m parameters appear in the parameter table. 
General Genotypic Distribution. By default “Hardy-Weinberg” (the Hardy-Weinberg equilibrium 
for haplotypes is supposed. If “Arbitrary” was selected the appropriate number of wkl 
disequilibrium parameters appear in the parameter table. 
 In the parameter table the constraints for segregation model parameters can not be 
changed. For additional linkage parameters, only “Fixed” constraint is possible to introduce in 
the parameter table. To do this type the desired value in the appropriate string of “Value”- 
column of the parameter table and then click on the parameter button.  
 When the model and parameter constraints are specified, click “Run” to start 
maximization.  

 
    

6.2 Joint segregation-linkage (JSL) analysis. 
 
 In JSL analysis all parameters including parameters of segregation model are estimated 
together in the maximization procedure. To use this analysis select the column with desirable 
Mendelian model in the segregation analysis results table and click on “Analysis”-“Linkage”-
“JSL” menu item. The parameters of segregation model appear as initial values in the 
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parameter table, you can edit them here, if you need. The constraints of segregation model 
cannot be changed in the JSL window, if you need some other constraints use another 
segregation model as base for JSL analysis. The linkage test is the same as in 6.1.2. 

6.3 Joint segregation-linkage digene (JSLD) analysis. 
 
 This analysis supposes that a MG model was established for a trait. The putative major 
gene Gmaj is a suitable approximation to describe the general inheritance pattern, which can be 
done more precise by introducing an additional di-allelic trait gene Gsm (having smaller effect 
on the trait), which is linked to the investigated marker M. Formally we suppose that M and 
Gsm are on the same chromosome and Gmaj on some other. The genotypic values 1, 2, 3 of 
Gmaj are supposed to be a mean value for three genotypes possible as combinations of selected 
genotype of Gmaj and three genotypes of Gsm. To describe genotypic values for complex 
genotype {Gmaj, Gsm}, we need in general 6 additional parameters.  We introduce parameters 
11, 13, 21, 23, 31, 33,  as follows: 11= 1+11 (gmaj=1, gsm=1); 13= 1+13 (gmaj=1, 
gsm=3); 21= 2+21 (gmaj=2, gsm=1); 23= 2+23 (gmaj=2, gsm=3); 31= 3+31 (gmaj=3, gsm=1); 
33= 3+33 (gmaj=3, gsm=3). 12, 22, 32 can be computed from the condition that 1, 2, 3 are 
mean values of  Gmaj=1,2,3. If gene interaction is supposed to be additive or multiplicative, we 
need only two  parameters, because 11=21=31 and 13=23=33. For additive gene 
interaction genotypic values are 11= 1+11; 13= 1+13; 21= 2+11; 23= 2+13; 31= 
3+11; 33= 3+13. 

  
For multiplicative they are 11= 111; 13= 113; 21= 211; 23= 213; 31= 311; 33= 
313. In comparison with JSL model we have additional parameter q- the allele frequency of 
Gsm gene and  parameters (6 or 2, as was discussed above). Disequilibrium parameters  and 
recombination fraction  relate to loci M and Gsm. 
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 To specify type of phenotypic interaction of genes Gmaj, Gsm in the analysis window 
use the option Gene Interaction in the MODEL FORMULATION control group. By default 
the value is “General” and six  parameters appear in the parameter window. For “Additive” 
and “Multiplicative” options only two parameters 11, 13 are estimated (the meaning see 
above). 
 The linkage test is the same as in 6.1.2. The most parsimonious Gene Interaction option 
can be chosen by comparison of “General” and “Additive” option by  central 2 with df = 4.  
  This analysis is much more time-consuming than JSL. 

6.4 Linkage and disequilibrium between genetic markers. 
 
 For two genetic markers, having M and K alleles, this analysis estimates allele 
frequencies pj (M-1 independent parameters), qi (K-1 independent parameters), disequilibrium 
coefficients ij ((M-1)(K-1) independent parameters)and recombination fraction  (or m, f). 
If it is known that positions of two markers are close, the linkage test (6.1.2) for them can be 
used as a check for genotyping quality. The estimation of  coefficients we need to 
characterize the LD pattern in the region. 
 

6.4.1. User interface of marker linkage analysis. 
 
 Click “Analysis”-“Linkage”-“Markers”-menu item to open the analysis window. 
 In the TRAITS control group select “First marker” and “Second marker”. The 
appropriate number of parameters appears in the parameter table.  
 In the MODEL FORMULATION group only two options are available: 
Sex effect on recombination. By default “No”, the general recombination fraction  appears in 
the parameter table. If “Yes” was selected, m and f parameters are estimated for males and 
females. 
Disequilibrium. By default “No”, allelic equilibrium is supposed. If “Yes”, ij ((M-1)(K-1) 
independent parameters) appear in the parameter table and are estimated during LH 
maximization. 

6.5. Transmission disequilibrium test. 
 
 The transmission disequilibrium test (TDT) was formulated by Spielman et al. (Am J 
Hum Genet 1993; 52: 120-132) to test linkage between a marker locus and the trait being 
studied, provided that there is linkage disequilibrium between the marker locus and the gene 
taking part in the control of the trait. Initially, the test was used for binary traits (affected-
unaffected).  
 

6.5.1. Alisson’s quantitative tests for parent-offspring trios. 
 
 Allison proposed the TDT for use with quantitative traits (Am J Hum Genet 1997;60: 
676– 90). The family-based sample data includes parent-offspring trios with at least one 
heterozygous at the marker locus parent. The data analyzed contain two sub-samples, one 
having the marker allele transmitted to the offspring from the heterozygous parent, and the 
other having the untransmitted marker allele. The analysis of difference in offspring 
phenotypes between these sub-samples is the base of TDT. Using different statistics, Allison 
proposed five variants of quantitative TDT, named Q1, Q2, Q3, Q4, Q5. Q1 and Q3 use Student’s 
t-distribution, Q2 uses central 2 with df = 1, Q4 – Z-statistics, Q5 – F-statistics. 
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 Allison also proposed the TDT for an extreme-threshold (ET) sampling design 
defined as follows. Let ZU and ZL be upper and lower thresholds such that trios having 
offspring trait values between these thresholds are excluded from the analysis. In the particular 
case ZU = ZL, all the trios are used. Allison showed that this ET design increases the power of 
the test, but did not dwell in detail on how to choose the optimal thresholds.  
 

6.5.2. Extreme-offspring design. 
 
 If the sample contains nuclear families with more than one offspring, some extensions 
of TDT were proposed, which take advantage from the greater offspring number. Keeping 
intact the rationale behind the construction of the TDT, we proposed an extreme-offspring 
(EO) sampling design that removes the problem of establishing the optimal proportion of 
excluded trios, and that substantially increases the power of the TDT (Malkin et al., Genet 
Epidemiol 2002; 23: 234– 44). For each parent pair, to form the trio one selects the offspring 
having the most extreme trait value among those siblings whose trait values belong to the 
predefined tails of the distribution. The median of the offspring trait distribution divide the 
distribution into left and right tail. Of course, there is no offspring selection for parent pairs, 
who have only one offspring with a trait value outside the intermediate trait range. Thus, for 
each given proportion of excluded offspring, we have the same number of trios for both EO 
and ET testing. The design can be applied for Q1÷ Q5 tests (for Q1 test only if there is no 
phenotype selection condition).  
 

6.5.3. Offspring-mean test (OMT). 
 
 This test represents an extension of Allison’s Q3 test applied to familial offspring mean 
trait value.  The OMT uses all offspring in the informative families and is of special advantage 
in the analysis of quantitative traits with substantial correlation between sibs.  It also obviates 
measuring the trait values of both parents.  Let the trait in offspring have two orthogonal 
random components with zero mean: between family b and within family w.  Then the trait 
value of j-th offspring in the i-th family is modeled as ijiij wb   , where  is the sample 

mean.  Determine for each family i with at least one heterozygous parent the mean value qi1 for 
all offspring, which have inherited the selected allele A1 from the heterozygous parent, and the 
mean qi0 for all offspring, which have not, i.e., for offspring having transmission status (TS) 1 

and 0, respectively.  Then   qi1 
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are for each family the numbers of offspring having TS=1 and TS=0.  Let N1 families in the 
sample have offspring with TS=1, N0 families have offspring with TS=0 and N01 families have 

offspring with both TS=0 and TS=1.  Let 
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means for all informative families.  Then we can test the hypothesis of no linkage 
disequilibrium between the trait and marker by computing the test statistics  
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2 df, where N is the number of informative families in the sample.  The estimate for covariance 
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where Var(w)  can be estimated as a half of the mean of squared differences between sibling 
trait values.  Both Var( ) and Var(w) estimates are computed for offspring of informative 
families. For both heterozygous parents having offspring of the same genotype, only families 
with homozygous offspring are informative. Nuclear families having different offspring 
genotypes are always informative, both in the case when two parents are heterozygous and 
when parents are not genotyped. Then the offspring having minimal number of A1 alleles have 
transmission status 0 and all the rest transmission status 1. An alternative definition, to assign 
the transmission status 1 to offspring with maximal number of A1 alleles may also be used, but 
it makes difference only for families having offspring of three different genotypes. 
 

6.5.4. User interface for TDT analysis window. 
 
 Click “Analysis”-“Linkage”-“TDT”-menu item to open the analysis window. 
 In the TRAITS control group select “Analyzed Trait” and “Marker”. If marker has 
more than 2 alleles, it should be factorized before the analysis to dichotomous scheme. By 
default one allele is taken as “selected” allele A and all others are united in the second allele a.  
 Click the “Factorize Marker”-button to view or change the dichotomous scheme. 
 

 
 

 The “Factorize Marker”- dialog contains two lists of marker alleles, the alleles in the 
left listbox Allele “A” correspond to “selected” allele. To move the marker allele from the left 
list to the right, select the desired allele in the left listbox (the selected string will be blue) and 
click “>”-button. To move from right to left, select the allele in the right listbox and click “<”-
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button. The “<<”-button moves all alleles from the right to left. Click on the “OK” button to 
confirm you selection. If you click “Cancel”, all changes, which were made, are canceled. 

             
 
 In the MODEL FORMULATION control group, you should select the Type of 
sampling. By default “Random”. For each informative parent pair (at least one heterozygous 
parent) the first offspring, matching to the phenotype selection condition, is used for the trio. 
 “Extreme” – for informative parent pair the most extreme offspring in the nuclear 
family matching the phenotype selection condition, is selected for the trio, see 6.5.2. The whole 
offspring sample trait distribution is used to determine the left or right tail percentile, to which 
the offspring belong. 
 “Mean” – for informative parent pair all offspring, matching the phenotype selection 
condition, are used for the test as described in 6.5.3. 
 In the parameter table, you can see and change the phenotype selection condition, 
which is defined by upper and lower thresholds ZU, ZL. The offspring phenotype matching to 
the phenotype threshold should be less than ZL or not less than ZU. You can edit ZU, ZL only in 
the first column of parameter table named “Free levels”, by default in this column ZU= ZL and 
both are equal to offspring phenotype distribution median (all genotyped offspring of the 
informative nuclear families can be used). After you have edited ZU, ZL or both, click on the 
“Compute for Levels” button to view in the column the recomputed values for all tests.  Three 
other columns “30%”, “20%”, “10%”, contains levels corresponding to appropriate parts of 
upper and lower distribution tails and cannot be changed. The columns are given to illustrate 
the tendency of extreme-threshold sampling design (see 6.5.1) for a definite trait-marker pair. 
Only the contents of the “Free levels”-column you can save as a column in the results table 
(“Save”-button). 
 Each time as you change the quantitative trait in the Analyzed Trait-combobox the 
Type of sampling changes to its default value “Random”, the marker factorization also changes 
to its default (initial state), the default thresholds and all tests are recomputed for all four 
columns in the parameter table.  
 Each time as you change the marker, or marker factorization, or type of sampling all 
four columns are recomputed for the default thresholds. 
 If the marker has more than two alleles, the “Auto”-button in the left-lower corner of 
the analysis window is enabled. Click on this button compute the tests for the selected type of 
sampling and for all possible factorizations of type: one allele versus all others. The results are 
added as separate columns to the TDT table, corresponding to the same trait-marker pair. If 
such a table does not exist, a new table with default name “Table.”+<number> is created.  
 

6.5.5. Values displayed in the TDT parameter table. 
 
The values displayed in parameter table are not only p-values of the tests, but also some 
values, which are included in the computed statistics and are useful for understanding of 
trait-marker interaction. 
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 ZU, ZL define the phenotype selection condition: the offspring phenotype should be 
less than ZL or not less than ZU.  
 T0 – the mean trait value in the sub-sample of offspring, having selected allele (A) 
transmitted from the heterozygous parent (for OMT this is mean of family means); 
 T1 – the mean trait value in the sub-sample of offspring, having selected allele (A) 
non-transmitted from the heterozygous parent (for OMT this is mean of family means); 
 2

0 – the trait variance in the sub-sample of offspring having selected allele (A) 
transmitted from the heterozygous parent (for OMT this is variance of family means); 
 2

1 – the trait variance in the sub-sample of offspring having selected allele (A) non-
transmitted from the heterozygous parent (for OMT this is variance of family means);. 
 tQ1 – p-value of Q1 test; 
 NU0 – number of offspring used in the test having selected allele (A) transmitted and 
trait value not less than ZU; 
 NU1 – number of offspring used in the test having selected allele (A) non-transmitted 
and trait value not less than ZU; 
 NL0 – number of offspring used in the test having selected allele (A) transmitted and 
trait value less than ZL; 
 NL1 – number of offspring used in the test having selected allele (A) non-transmitted 
and trait value less than ZL; 
 2

Q2 - p-value of Q2 test; 
 tQ3 – p-value of Q3 test, accounting for not equal sizes of transmitted and non- 
transmitted sub-samples; 
 ZQ4 – Z-statistics for Q4 test. 
 N – number of parent-offspring trios taking part in Q5 test. 
 R2

1- multiple regression coefficient of two parent genotypes on the offspring 
phenotype; 
 R2

2- multiple regression coefficient of three genotypes (parents and offspring) on the 
offspring phenotype; 
 FQ5 - p-value of Q5 test. 
 

6.5.6. The external tests.  
 

 It is possible to compute for the defined trait-marker pair three additional TDT like 
tests, implemented in the external executables. 
 The first is the family-based association test proposed by Horvath et al.( Eur J Hum 
Genet 2001; 9: 301–6.) and implemented in FBAT program (executable file fbat1.4_win32.exe 
available from http://www.biostat.harvard.edu/~fbat). 
 The second and third are two different versions of the orthogonal test proposed by 
Abecasis et al. (Am J Hum Genet 2000; 66: 279– 92.) with adjustment for the parent 
phenotypes (OTP) and without it (OT). Both tests are included in the QTDT program 
(executable file qtdt.exe available from http://www.sph.umich.edu/csg/abecasis/QTDT). 
 If you have downloaded these executable files, copy them to the directory where the 
MAN executable file maxlh1.exe is. Now you can add the p-values of these tests to the 
parameter table of TDT analysis. To do this, click on “Analysis”-“External”-“FBAT” menu 
item. The menu item will be checked and, when the TDT analysis window is active, in the 
parameter table appears an additional line named Fbat , which contains the test p-value. To 
include orthogonal tests click “Analysis”-“External”-“QTDT” menu item. The menu item will 
be checked and, when the TDT analysis window is active, in the parameter table appear two 
additional lines named OTP and OT. If the menu items are checked, each time as you change 
trait, marker or marker factorization in the TDT analysis window the new data input files will 
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be made for external executable and they will start in the background regime using 
appropriate batch files and produce their output. The p-values from the output are included in 
the first column of the parameter table and can be saved together with all other tests and 
parameters. All the produced files (input and output of the external programs) are placed in the 
directory corresponding to environment variable “TMP” for the user (for Windows XP it is 
“%USERPROFILE%\Local Settings\Temp”). 
 

 

6.6. Pedigree disequilibrium test (PDT). 
 

Consider the monogenic model of trait inheritance, in which it is assumed that the trait 
genotypes on pedigree members are exactly their marker genotypes. Let )|,( nn CXP  be the 

pedigree sample likelihood of this model when it is assumed that all the marker genotypes have 
the same genotypic value  for the trait in each pedigree member. Further, let )|,( gnn CXP   

be the same pedigree likelihood defined by the MG model for which the three genotypic values 
g that determine the trait control (g = 1, 2 and 3 for genotypes A1A1, A1A2 and A2A2, 
respectively) are distinguished. If the marker has more then two alleles, it should be factorized 
using some dichotomous scheme. 

Introduce the test in the form: 
 

LRT = )]|,(/)ˆ|,(ln[2  nngnn CXPCXP , 

 
where g̂  are the maximum likelihood estimates of the g model parameters, and   is the 

parameter maximizing the null hypothesis model )|,( nn CXP . We expect that, if this null 

hypothesis is true, the LRT is distributed asymptotically as 2 with 2 df (the difference between 
the numbers of estimated parameters in the two likelihoods). 
 To test the significance of trait regression on the number of  A1 alleles, we can compare 

)|,( nn CXP  with the additive model )2/)(,|,( 312  gnn CXP , the appropriate LRT 

is distributed asymptotically as 2 with 1 df. 
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 The LRT is used to reject the null hypothesis that all marker genotypes exhibit the 
same mean trait value. Analogously, if the segregation model includes some kind of covariate 
dependence of genotypic values (see 3.1.4), more complex LRT can be formulated with 
appropriate number of df. 
 In PDT the complete pedigree data are analyzed instead of only members of 
informative nuclear families as in TDT. The non-genotyped pedigree members are also 
included in the test, for such pedigrees summation through all compatible marker genotypes is 
done. The test is very sensitive to disequilibrium. Note, however, that in a stratified population 
an association can also be found in the absence of linkage. 
 

6.6.1. User interface for PDT. 
 
 Click “Analysis”-“Linkage”-“Marker segregation”-menu item to open the analysis 
window.  
 In the TRAITS control group select “Analyzed Trait”, “Covariate” and “Marker”. If 
marker has more than 2 alleles, it should be factorized before the analysis to dichotomous 
scheme.  Click the “Factorize Marker”-button to view or change the dichotomous scheme 
(about factorization see 6.5.4 section). 

  
The MODEL FORMULATION control group is similar to that of segregation analysis (see 
3.4.1) The only difference is "Twins ID" combobox, which enables to select integer trait 
defining twin sets and type as described in 5.1.1, if the sample contains twins.   
The parameter table is also similar to that of segregation analysis (see 3.4.2), but if  Twins ID 
trait is selected two additional partial correlation parameters MZ, DZ appear in the parameter 
table for MZ and DZ twins correspondingly. 
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 7. Serial analysis. 
 
 The linkage and disequilibrium analyses in MAN work with single trait-marker pair. As 
a rule for genetic research genotyping is executed for a set of markers covering a definite 
chromosomal region. It is also often the case that a set of different traits is supposed to be 
linked or associated to the same marker set. For these cases we designed the serial analysis. 
The user should select from the sample the set of traits and markers, which are to be analyzed, 
and should formulate the collection of tests to perform for each trait-marker pair. Then for each 
possible trait-marker pair the desired collection of the analyses is performed automatically and 
results are saved in the tables. For adjacent markers haplotypes can be reconstructed and used 
in the analysis. 
 To select the results of interest you can apply filters, which can include any 
combination of parameters for the formulated set of analyses. The results can be also presented 
in graphical form. The LD pattern for a marker set can be computed and displayed.  

7.1 Creating new serial analysis document. 
 
 To use serial analysis, you should have a sample file (extension “.smp”), which include 
as separate columns all traits and marker data (300 columns can be specified). 
 Open this file, then to create the new serial analysis click “Analysis”-“Serial Analysis”-
menu item. The new window of serial analysis document will be opened. The left side of the 
window contains the document tree, the right a data table. In the right side you can see only 
four traits: real trait named “Trait” and three markers “Marker1”, ”Marker2” and “Haplotype”. 
 This reflects the way how the serial analysis will run. The data of each pair of markers 
adjacent in the marker list are loaded into the di-allelic markers “Marker1”, ”Marker2”, then 
haplotypes are reconstructed for these two markers and loaded into the 4-allelic marker 
“Haplotype”, then sequentially data of each trait from the trait list are loaded into “Trait” 
column, if some new derived traits were specified, their contents will be recalculated with new 
“Trait” data. Then all analyses specified are performed and results are saved. 
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 If TDT or PDT are specified for haplotype, the analysis is performed for all possible 
factorizations of type: one allele versus all others. 

7.1.1. Specifying zygosity for samples with twins. 

 If the sample contains twins, they should be identified with some integer variable, 
which for each twin set should have the same value and should be unique for each separate set 
within nuclear family. The monozygotic twins should have positive ID, the dizygotic twins - 
negative. If you need identify twins in serial analysis (for VCA or PDT analysis) click Serial-
Define Zygosity menu item. This option is available only before specifying analyses in Serial 
Analysis Window.  

 

When  the Define Zygosity Dialog openes select in the combobox the appropriate integer trait 
containing Twin ID. After clicking OK the trait will be available in the Twin ID combobox in 
VCA and PDT analysis windows.  

7.2.  Defining quantitative traits for serial analysis 
 
 In the document tree open the item TRAITS by click on “+” or double click on the item 
name. You can see the list of all real traits, which were included in the smp-file. If you don’t 
need for serial analysis some of the traits, you can delete it from the list. To do this, select the 
trait by mouse click on the appropriate trait name in the tree and press “Delete” key on the 
keyboard (note that there is no undo option for this operation). When the trait is deleted the 
cursor moves automatically to the next trait item. So you can easily delete a group of adjacent 
traits by pressing on “Delete” key more times.  
 As it was mentioned above (5.2.1), if you are going to use some analysis based on 
likelihood maximization (all analyses in MAN besides TDT), it is recommended to include in 
the serial list of traits only standardized traits. Otherwise the maximization procedure for some 
of the traits can have difficulties with very small or very great values, which cannot pass the 
intermediate maximization limitation conditions, it likely ends with error message and the 
serial analysis stops. To rerun it, you should clear all already computed results (click on menu 
item “Serial”-“Clear Iterations”), then it is possible to delete from the serial list of traits the 
trait, which have caused the error, and to start analysis with new trait list. 
 It is possible to include standardization or some other transformation explicitly in the 
serial analysis. For this purpose you can use menu items “Edit”-“Add Trait”-“Formula” and 
“Edit”-“Add Trait”-“Standardize” to create new traits. For example you can specify calculation 
of square or logarithm of “Trait” as “Trait1” and then “Trait2”as standardized ”Trait1”. You 
can also specify deletion of extremely long distribution tails for standardized traits. But you 
should take into account that the trait cycle is the internal cycle of serial analysis; each time as 
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the next trait from the list is loaded into “Trait” column, all specified new traits are 
recalculated and this takes appropriate time.  

7.3. Defining markers for serial analysis.  
  
 In the document tree open the item MARKERS by click on “+” or double click on the 
item name. Only diallelic markers, which were available in the smp-file are presented in the 
marker list. You can delete the markers from the list in the same way as for real traits (7.1.1).  
 The order of markers is significant, if you are going to use haplotypes of adjacent 
markers or to compute the disequilibrium pattern. There are to ways to establish the order of 
the markers.  
 Fist way, you can move the markers in the tree manually as follows. Select the marker, 
which you want to move by mouse click. Then press the “” key on the keyboard to move the 
selected marker up, or “”key to move the selected marker down. 
 The other way is to specify directly the chromosomal position of all markers. To do this 
you should have an information file containing a table including columns: marker name, 
chromosome name, marker position. The order of columns is not significant. The file can be an 
Excel worksheet or tab-delimited text. Each name of markers in your document tree should 
fully coincide with some marker name in you information file. To import the information, click 
on menu item “Serial”-“Markers”-“Import positions”. In the open file dialog select the name of 
your information file. 
 In the right side of the opened window you will see the contents of your file. In the left 
part of the window specify First string for import – the number of string (corresponding to 
No.-column in the right sub-window), where the first marker name is. Then, first, click on the 
header of the column, where all marker names are (the column should appear in black). In the 
Assigned for- combobox (left sub-window , COLUMNS control group) select “Marker ID”. 

Second, click on the column with chromosome names and select in the Assigned for- 
combobox option “Chromosome”. Third, click on the column with chromosomal positions and 
select in the Assigned for- combobox option “Distance”. After that, click OK. If some markers, 
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defined for serial analysis, have not got position or some markers in your information file 
were not found in the serial marker list, you will see an error message. Read the message 
attentively, probably some marker names in your information file are no the same as in the 
marker list of serial analysis. 
 If you have imported the position information successfully, the order of markers 
changes according to the position information.  You can no longer change the order of markers 
manually by arrow keys. 

7.4. Specifying the set of analyses. 
 
 TDT, PDT, Segregation analysis and model based linkage (also JSL and JSLD) can be 
included in the set of analyses. To use likelihood ratio test for PDT or linkage, you should 
specify maximization for both models, included in the LRT.  
 

7.4.1. Specifying LRT. 
 
 For all linkage or disequilibrium analyses, using 
maximum likelihood estimation (MLE), you should 
specify at leas two models of the same type: more 
general and constrained. To construct LRT click on 
menu item “Serial”-“New”-“LH Ratio”. The “Add LH 
Ratio Test”-dialog opens.  The upper combobox, named 
“Free model” contains the name list of all MLE models 
(besides segregation), which were already defined. 
Select the model, which you will use as more general. 
Then in the lower combobox, named “Limited model” 
you will get a name list of all models of the same type as that, selected in the upper combobox, 
besides itself (if there is not any model of the same type, the list will be empty). Select from the 
list the model that you are going to use as constrained model.  Then specify in “Degrees of 
Freedom”- editbox the difference in df between upper and lower models and click “OK”. The 
new LRT named <free model>/ <limited model> appears in the document tree item 
ANALYSIS. Now it is possible to use p-value of this LRT for filtering results. 
 

7.4.2. TDT. 
 
.  Click “Analysis”-“Linkage”-“TDT”. The TDT window opens. If you haven’t  specified 
derived traits, only one option “Trait” is available in “Analyzed trait”-comboboox. In 
“Marker”-combobox you can select “Marker1” or “Haplotype”. In the MODEL 
FORMULATION control group select “Type of sampling”, for example “Extreme”. If you 
want to calculate QTDT and/or FBAT, click on “Analysis”-“External”-“QTDT” and/or 
“Analysis”-“External”-“FBAT” correspondingly. The external tests should appear in the 
parameter table. In the “MODEL NAME”-editbox (below the MODEL FORMULATION 
control group) specify the name. It is worse to specify meaningful names for example “TDT 
extreem” or “TDT haplotypes”, if you have selected “Haplotype” as marker. Then click on 
menu item “Serial”-“Add analysis”. The TDT-window closes and in the document tree under 
the item ANALYSIS appears the name of new analysis that you have specified in “MODEL 
NAME”-editbox. 
 Double click on the model name in the document tree opens the analysis window with 
options that you have specified. You can change some options. To save changes click menu 
item “Serial”-“Add analysis”. If you have not changed the MODEL NAME, you will be asked 
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whether you want to create new model or to correct the old. Otherwise the new model will be 
created. 
 

7.4.3. PDT. 
 
If the sample contains twins, specify zygosyty in "Twins ID" combobox. If trait defining 
zygosyty code is not available, delete all already determined analysis and use Serial-Define 
Zygosity menu item  (see section 7.1.1).  
For PDT analysis we should specify at least two models so that one can be treated as general 
and the other as constrained model. Then the LRT of these two models should be distributed 
asymptotically as 2 with number of df equal to number of additional constraints in the second 
model. 
 For example, if we don’t include sex effect and compare model with three free 
genotypic values  1, 2, 3 versus model where  1=2=3 , 2 distribution with number of 
df=2 should be used for LRT.  
 Often we are interested in the presence or absence of significant regression of 
phenotype on the number of selected marker alleles (significance of additive component) 
accounting for familial correlation. In this case we use as more general model the additive 
model, where 2=(1+ 3)/2, and as constrained - the model where  1=2=3 (2 distribution 
with df=1). 
 As one example, let specify the last analysis. Click “Analysis”-“Linkage”-“Marker 
segregation” menu item. The analysis window opens. In the parameter table of the window 
click on the “2”-button. Select from the popup menu the item “Add” (additive model), the 
constraint button appears right to the “2”-button. Then specify in MODEL NAME edit box 
the name “PDT_additive” and click menu item “Serial”-“Add analysis”. The new model 
appears in the document tree. Click once more on “Analysis”-“Linkage”-“Marker segregation” 
menu item. In the analysis window apply two constraints. Click on the “1”-button and select 
“=2” from the popup menu. Click on the “3”-button and select “=2” from the popup menu. 
Specify in MODEL NAME edit box the name “PDT_fixed” and click menu item “Serial”-
“Add analysis”. 
To construct LRT click on menu item “Serial”-“New”-“LH Ratio”. In “Add LH Ratio Test”-
dialog select in the upper combobox the more general model “PDT_additive” and in lower the 
restricted model “PDT_fixed”, then specify in “Degrees of Freedom”- editbox 1 (the difference 
in df between upper and lower model) and click “OK”. The new LRT “PDT_additive/ 
PDT_fixed” appears in the document tree and now it is possible to use p-value of this LRT for 
filtering results. 
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7.4.4 Segregation models. 
 
 The segregation models without covariates can also be specified, to use it as base for 
model based linkage, JSL and JSLD. As a rule the building of most parsimonious Mendelian 
segregation model is specific for each trait. So for model based linkage and JSLD analyses it is 
worse to use this option, if you have to analyze only one trait and a set of markers. You need to 
know, what constraints should be applied for most parsimonious model. It means that 
preliminary segregation analysis should be done for the trait to test the MG effect and the most 
parsimonious model should be built. 
 For JSL you can use any Mendelian segregation model as a base for analysis. The 
model will be estimated once for each quantitative trait and the estimated parameters will be 
used as initial values for JSL analysis with each marker. 
 Click “Analysis”-“Segregation”-“Conventional”. The segregation analysis window 
opens. If you have specified some derived traits, select the desired trait in the “Analyzed trait”-
combobox. Specify options of most parsimonious model in MODEL FORMULATION control 
group. Specify in the parameter table all constraints. Define the model name and click menu 
item “Serial”-“Add analysis”.  
 

7.4.5. Model based linkage. 
 
 The segregation models should be specified before model based linkage, JSL and JSLD 
anlyses. If there is no at least one segregation model in the ANALYSES item of document tree, 
the corresponding menu items in ”Analysis”-“Linkage”-menu are disabled. So, specify all 
desirable segregation models (7.4.4) and then click on menu item-”Analysis”-“Linkage”-
“Model based”. The analysis window opens. If you have specified a number of segregation 
models, the list of models is available in “Take initial values from”-conbobox (below the 
parameter table). Select the desirable model. The analysis window will change in accordance to 
properties of the model that you have selected. Now define in “Marker”-combobox  “Marker1” 
or “Haplotype”. Define the linkage analysis in the MODEL FORMULATION group (see 
6.1.3). Define constraints, if you need, in the parameter table. Type the model name in the 
MODEL NAME  edit box and click menu item “Serial”-“Add analysis”. To use the linkage 
test, you should specify at least two models: free and restricted. Then define the new LRT 
using “Serial”-“New”-“LH Ratio”- menu item as described in 7.4.1. 
 Analogously you can specify JSL and JSLD analysis. See 6.2 and 6.3 for model 
properties and LRT construction. 
 

 7.4.6. Variance component analysis.  
 

In section 5.2.2 we discuss the using of VC-analysis for testing disequilibrium between trait 
and genetic markers. This option can be used in serial analysis. Click in the Serial Analysis 
window "Analysis"-"Variance Component"-"Univariate" menu item. Specify "Twin ID", if 
twins are included in the sample. In the analysis window only one covariate "N Min All" is 
presented in the covariate list box. This covariate denote the number of minor alleles of 
diallelic marker. For each marker, included in serial analysis this integer trait will be produced 
automatically and its regression on each quantitative trait, included in serial analysis will be 
tested.  The parameter β1 is the regression coefficient of the trait on the number of alleles. To 
test the significance of association between trait and marker two analyses should be specified: 
the first with free β1 and the second with constrain β1=0. The LRT for this two analyses should 
be defined as described in 7.4.1 with 1 DF.  
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7.5. Running serial analysis.  
  
 When you have specifyed all models, which you need, click on menu item “Serial”-
“Run”. The computation starts. In the right side of document window you will see the current 
computation statistics. 

 
The total number of iteration is computed as number of traits, NT, multiplied on number of 
markers, NM. If some segregation models were specified the total number of iterations is 



 73
NT(NM+1). In the Iterations added field you will see the number of residual iterations to be 
computed. In the Iterations total field you will see the number of iterations already fully 
computed (computed for all models). 
Active model is the number of model which is estimated now for current iteration. The models 
defined for haplotype correspond to four sequential numbers, because four marker 
factorizations (dichotomous schemes) are estimated. Model Iterations shows the number of 
iterations of single maximization. When the number of fully computed iterations is nonzero, it 
is possible to see parameters of already estimated model. To do this, click on “View”-“Model 
Parameters” menu item. In the right side of the document window you will see the table of 
parameters corresponding to the upper model in the ANALYSIS item of the document tree. To 
view any other model, click on its name in the tree. The contents of the table in the right sub-
window will change correspondingly. The number of strings in the table corresponds to 
number of MLE estimations already done for the model. Models estimated for haplotype have 
four times more strings. To return to computation statistics click once more “Serial”-“Run”. 
 If the number of traits and markers is sufficiently high, the computation can take a lot 
of time.  You can stop the computation at any time. To do this, click on menu item “Serial”-
“Cancel”. After you see the message, that the computation was stopped, you can save the serial 
document and close the program. When you are ready to continue the calculation, open the 
serial analysis document and click “Serial”-“Run”. The serial analysis use for computation the 
data from the sample (smp file), for which it was created. For this purpose it saves the full path 
to this file. If this file was moved or cannot be find using this path, you will be asked to find 
the corresponding smp file manually. If the data of used trait were not changed, the 
computation continues. 
 If for some trait –marker pair the maximization ends with error, the serial analysis 
stops. In this case you should delete the appropriate trait from the trait list and start the analysis 
once more (see the paragraph below). The trait that caused error can be analyzed individually 
in the smp-file, because here you can edit initial parameter values and parameter limits. 
 When the number of iterations is nonzero you cannot do any changes in the trait or 
marker list and in the list of specified models. If you need to do this, stop the computation, then 
click “Serial”-“Clear Iterations”. Because all results already computed will be deleted, you 
should confirm the performance of the command. Then you can change the definition of serial 
analysis.  

7.6. Viewing results. 
 

7.6.1. Tables of estimated model parameters. 
 
 When the serial computation is over, you can see parameters estimated for each model 
as tables. To view them, click on “View”-“Model Parameters” menu item or on “P” icon on the 
toolbar. In the right side of the document window you will see the table of parameters 
corresponding to the upper model in the ANALYSIS item of the document tree. To switch 
between models click on the appropriate model name in the ANALYSIS item. The structure of 
all tables is similar. The four first columns contain the name of trait, the name of marker, 
selected allele and its frequency. For haplotype analysis the “Marker” column contains the 
names of adjacent markers, separated with “&”-symbol. The “Allele” column in this case 
contain the denotation of selected haplotype: alleles of the appropriate markers separated with 
“|”-symbol. For MLE-models the fives column, named “LH” contains the maximum log-
likelihood of the model. Other columns (up to the end of the table) contain the estimated model 
parameters. The name of parameter is shown in the header of the column. By default the tables 
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are sorted through markers in the order, coinciding with that of marker list in the document 
tree. To sort the tables through trait, click on the header of the “Trait” column.  
 

7.6.2. Constructing and applying filters. 
 

The number of strings in serial analysis 
results may be very large. To view only 
results of interest you can build a logical 
expression, including parameters of all 
models and/or p-values of all defined 
LRTs, to use it as filter for results. To 
construct a filter click on the menu item 
“Serial”-“New”-“Filter”. The “New 
Filter”-dialog opens. Type the name of 
the filter in the “Name”-edit box. It is 
worse to give meaningful names, because 
the name will be displayed in the 
document tree. To construct the filter 
expression click on “Expression” button. The “Expression”-dialog opens. In 1.6.1 we described 
the creation of traits by formula. There the expression dialog is used to construct the formula 
for computing the new trait. Using this formula the trait is computed for each individual string 
(the names of traits in the expression are substituted for individual trait values and the 
expression is computed). Now we should define an expression, which should be computed for 
each iteration. This form of the expression dialog is used both for serial analysis and for 
simulations. So instead individual trait values as in 1.6.1 we include in the expression the 
definite parameters of the models, that are available in the document tree and were estimated 
for each iteration (corresponding to appropriate trait-marker pair in serial analysis or to single 
iteration in simulations).  

 
The syntax of the simple expression including only one parameter is as follows: 

[<model_name>.<parameter_Number>]. 
 The parameter number 0 corresponds to the model log-likelihood. The p-value of LRT is 
included in the expression as [<LRT_name>]. The expression using the defined syntax should 
be formed in the upper editbox. The combobox below is used to define the model, from which 
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you want to choose parameter for the expression. The list of all defined models is available 
in the combobox. Two listboxes below the combobox contain: the left - all parameters of the 
appropriate model (as a rule estimated in MLE procedure) and the right - so called “simulation 
analogs”(SA),if they are defined for the appropriate parameter. For example in PDT the 
appropriate genotypic values 1, 2, 3 are estimated in MLE procedure. For each trait-marker 
pair the SA for each of genotypic values is the mean value of trait for the individuals having 
the appropriate marker genotype. For TDT no MLE is performed and no SA for the parameters 
are defined (the second combobox is empty).  The SA parameters can be used for simulations, 
it is not recommended to include them in expression for serial analysis. When the selected in 
the combobox model changes, the contents of both listboxes below changes appropriately. In 
the parameter listbox you see all parameter names as defined in the parameter table of the 
model. In the left side of the listbox you can see buttons with parameter numbers. Double click 
on the parameter item in the listbox copies [<model_name>.<parameter_Number>] (the 
parameter denotation) in the upper edit box, where expression is formed. The lowest listbox 
contains the list of all defined LRTs. And each LRT p-value also can be copied in the 
expression as [<LRT_name>] by double click on it. You can combine in one expression LRT 
p-values and parameters of different models using logical (&-and,|-or), comparison 
(<,<=,>,>=) and other operators and functions. The list of mathematical functions is the same 
as in 1.6.1 and is available in the most right listbox. Double click on the appropriate item 
copies the item in the expression (into the upper editbox). To test the expression, which you 
have built, click on “Test”-button. If there are some syntax errors in the expression, you will 
see the error message; otherwise in the control below the expression-editbox you will see the 
expression in more testable form. All parameters will be given in form 
[<model_name>.<parameter_Name>].  
If the expression is formed right, click OK. The expression dialog closes and the expression 
appears in the “Filter”-editbox. The type of expression for the filter should be logical. If you 
click on OK button, the filter will be not applied. It only will be saved and appears in the 
document tree as sub-item in the STATISTICS item. If you want to see only those results, for 
which the filter value is true, click the “APPLY FILTER”-button and you will see in the 
parameter tables for all models only appropriate strings. If you have defined a number of filters 
only one of them can be applied at once, its icon will be red. To change the current applied 
filter double click on the other filter in the document tree and when the filter dialog opens click 
on the “APPLY FILTER”-button. If you want to remove action of any filter, click on “View”-
“Remove Filter” menu item. 
   

7.6.3. Exporting results to Excel.  
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If MSOffice Excel is installed on your computer, you can export results into Excel worksheet. 
To do this you should select for all available models parameter columns, which you want to 
export. To do this, click on the “P”–icon in the toolbar or on menu item “View”-“Model 
Parameters”. Click on the desired model name in the document tree; the appropriate parameter 
table will be displayed in the right side of the document window. To select any parameter, 
click on its column header. The name in the header appears in red. This means that the 
parameter is selected. You can select any number of parameters.  
To remove selection click on the red parameter header once more, the parameter name will 
appear in black (the selection is removed). Then click on the next model and select its 
parameters and so on. When all desirable parameters are selected click menu item “Serial”-
“Export to Excel”. The new Excel worksheet will be opened with the table in it. If any filter 
was applied, only strings, for which the filter value is true, will be exported. The filter 
expression will be also included into the worksheet. The columns Trait, Marker, Allele, 
Freq.(the frequency of allele) are always included in the results table. 
 

7.7. Options for graphical display.  
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You may want to see some numerical value (constructed from model parameters and LRT p-
values) displayed for all markers together on the same graph. It is suitable, for example, to 
compare test values for all markers and selected trait. If the logarithm of the test p-value is 
displayed, the most significant tests are peaks of the graph. Two different values can be 
displayed on the graph at once. The graph can be displayed in two forms: as dependence on 
marker number or, if marker positions were defined, as dependence on chromosomal distance. 
The values for tests/models, defined for adjacent haplotypes, are displayed in the middle 
between positions of the markers, which form the haplotype. For haplotypees results are 
displayed for all dichotomous factorizations. The graph can be copied to the clipboard as 
enhanced metafile and then can be inserted for example into Office documents. 

 
 

7.7.1. Defining values for graphical display. 
 
To define new graph click “Serial”-“New”-“Stat Value”. The Add Value for Statistics- dialog 
opens. In the Name-editbox you should specify the name of the graph (it is preferable to give 
meaningful names). In the Filter, Value1 and Value2 editboxes the expressions in the same 
form as described in 7.6.2 should be specified. To do this, click on the appropriate editbox. 
When the cursor appears in the editbox, click on the Expression-button. After the Expression-
dialog opens, form expression as described in 7.6.2 and click OK-button. The expression 
appears in the appropriate editbox (Filter, Value1 or Value2). The value of filter should be 
logical or empty. If the filter was defined the values will be shown only for those markers, for 
which the filter value is true. The values defined for Value1 and Value2 can be of type real or 
integer. You may define expression for only one value or for both. In the last case the scale of 
the graph is the same for both values, this should be taken into account, when you define two 
values. After you have defined filter and values you can click “OK”-button and save the 
definition for later using with any quantitative trait of the document trait list. The graph 
definition appears as sub-item with S-icon within the document tree item STATISTICS. 
 

 
 

7.7.2. Displaying the graph for different quantitative traits. 
  
If you want to see the graph immediately, select the quantitative trait in the Trait-combobox. If 
you want to see horizontal scale as the chromosomal position, mark the Distance-checkbox. 
Then click DISPLAY-button. The graph window opens. If you have checked the Distance-
checkbox and the marker list contains markers positioned on different chromosomes, you will 
see a number of graph windows (separate graph for each chromosome having more then two 
tests to represent, accounting for filter, if defined). Simultaneously the graph definition appears 
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as sub-item with S-icon within the document tree. If you want to see the analogous graph for 
another quantitative trait, double click on this sub-item in the document tree. In the opened 
dialog you can specify the desirable trait and click DISPLAY-button, to open the graph window 
(or windows) for this trait. When you double click any sub-item of STATISTICS-item in the 
document tree you can also edit its name and defined expression, if you need. If you have a 
number of graph windows opened, you can see them simultaneously. To do this, minimize all 
document windows and then click the menu item “Window”-“Tile”. If you want to equalize 
scales, you can edit each graph by clicking “Edit”-“Edit Curve” as described in 1.9.3. You can 
copy the graph into clipboard. To do this click “Edit”-“Copy” menu item, when the graph 
window is active. 

7. 8. Disequilibrium between markers.  
 
 To compute disequilibrium between markers click 
“Serial”-“Markers”-“LD Computation”. In the “LD 
Computation”-dialog you should specify only one parameter 
Computation depth. This is the size of marker neighborhood, for 
which LD computation will be done. If the depth is equal to 1, 
LD is computed only for adjacent markers. If depth is n, the 
computation is done so, that for each marker the LD results for n 
adjacent to the left and n adjacent to the right markers in the 
marker list will be computed. LD coefficients are computed for 
pairs of markers. P-value for significant LD is computed for LRT 
as described in 6.4. To start the computation click the “Run”-
button. You can see the progress of computation. If the number of 
markers is great and the computation depth is significant, the 
computation can take a relatively long time. You can stop the 
computation by clicking “Cancel”-button.  
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After that the serial analysis document can be saved and closed. When you open the file once 
more, you can continue with LD computation from the point, where you have stopped. To do 
this click “Serial”-“Markers”-“LD Computation” menu item and then click “Run”-button in the 
“LD Computation”-dialog. When the computation is over the results can be displayed as graph. 
There are three options available: D prime, R square and P value. Select the desirable option 
and click “Display”-button. The graph window opens. If the chromosomal positions were 
specified for the markers, they are shown in the upper part of the graph. 
If your marker list contains markers, positioned on different chromosomes, a number of graph 
windows will be opened (separate graph for each chromosome, having at least two markers to 
represent). The graph window is resizable and you can change its width and height to get the 
most suitable graph according to number of markers and computation depth.  You can copy the 
graph into clipboard. To do this, click the menu item “Edit”-“Copy”, when the graph window 
is active. 
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8. Simulation. 
 MAN includes the possibility to perform simulations for pedigree based studies. The 
most often aim of simulation is to investigate power of tests as a function of sample size and 
structure, genetic and environmental parameters of the trait model and marker properties. We 
also can test the type I error level for samples of definite structure and get critical values for the 
cases, when we suppose possible deviation from the asymptotic null-distribution. It is also 
possible to get any statistics including parameters of estimated models and statistics of 
simulated sample realizations. 
 The structure and the number of the simulated pedigrees in each sample can be defined 
either by sequential visual drawing of a particular pedigree structure with its further 
multiplication and adding to the sample, or by copying of a pedigree structure from an already 
existing sample.  
 The simulated model of the trait inheritance can be formulated in accordance with 
parameterization options defined in section 3.1 (permitting extension for controlled by two loci 
quantitative traits). Up to 6 genetic loci and one or two quantitative traits can be simulated. 
 The design of simulation study includes the set of analyzing models, methods of their 
testing and LRT comparisons.  

8.1 New simulation document. 
8.1.1 The sample pedigree structure. 

 If you need to perform simulation study for a sample, for which you already have a 
smp-document file, open it. You will copy from this file not only the pedigree structure but 
also array of missing individuals for quantitative and genetic marker traits. This information is 
taken from two last real traits in the trait table. The last trait will be used for individuals with 
missing quantitative trait values, the trait before it - for missing genetic markers. So if you 
want to do simulation with all individuals measured, create to new real traits, which have no 
missing values. If you want to use some existent marker and existent quantitative trait (for 
example, named “Marker1” and “Trait1”) as a standards for missing individuals in simulated 
markers and traits, create to new traits as follows. Use “Edit”-“Add Trait”-“Formula” menu 
item (see 1.6.1) and create the first trait by formula if(IsMis(Marker1),[MissVal],1) and the 
second trait by formula if(IsMis(Trait1),[MissVal],1).  
  Click menu item “Serial”-“New”-“Simulation”. The “Pedigree structure”-dialog opens. 
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 The radio buttons in the left upper corner of the dialog enable two options Import from 
Sample and Construct Pedigree. If some samples (smp-files) are already opened, Import from 
Sample is selected by default and you can select the desired sample from the combobox above 
the radio buttons. In the right part of the dialog you can see the pedigree, which index (zero 
based) appears in the edit box in the left lower corner of the dialog. By changing this index, 
you can look through all pedigrees in the sample. If you want to copy pedigree structure from 
the selected sample, click the “OK”-button.  
 If you want to build the pedigree structure for simulation manually select Construct 
Pedigree and perform the procedure described in 1.1.2. 
 After clicking “OK”-button the dialog closes and the new simulation document opens. 
The new pedigrees appear in the right side of the document window.  
 If you click in “Pedigree structure”-dialog the “Cancel”-button, an empty simulation 
document opens. You can close it or click “Serial”-“Pedigrees”-“Construct” menu item to try 
once more to create the pedigree structure. 

8.2 Model of traits for simulation. 
 
 When the pedigree structure is defined, the trait model for simulation can be 
formulated. As mentioned above, six genetic loci (Gen1-Gen6) are simulated for each member 
of the pedigree sample. It is supposed that loci are positioned sequentially on the chromosome 
and for each pair of adjacent loci recombination fraction should be defined. Certainly, if you 
define for some interval recombination fraction equal to 0.5, it means that loci before this 
interval and after are on different chromosomes. 
 Any two loci from the list can be selected as controlling the quantitative trait in additive 
manner. For each of two trait controlling loci heritability (Hi

2) and dominance level should be 
defined. The loci, which control the trait, can be only di-allelic. The frequency of allele, 
corresponding to minor quantitative phenotype, can be defined with discreetness 0.1 (0.1, 0.2, 
…, 0.9). Other four loci can have up to five alleles. Each locus has two options of allele 
frequency selection: equal (all alleles have equal frequencies) and proportional (the frequency 
of each allele is proportional to its number).  
 Allelic disequilibrium can be simulated for one pair of loci. At least one of loci in the 
pair should control the quantitative trait. The trait is simulated to have total variance 1. Genetic 
variance for two loci is Vgen= H1

2+ H2
2- H1

2 H2
2; trait residual in the pedigree is simulated to 

be N-variable normal (N is the number of individuals in the pedigree) with three parameters 
being partial correlations between parents-offspring, spouses and siblings.  
 To define the trait model click menu item “Serial”-“Trait Model”. The “Simulation 
properties” dialog opens.  
 GENES - control group defines the properties of genetic loci and their relation to the 
trait control. When you open the dialog at first all loci are in the list named “Markers”. You 
should move the loci or locus controlling the quantitative trait to the list “Trait”, using buttons 
“>”,”<”,”<<” positioned between two lists.  
 Now, to specify loci properties for each member of “Markers” list, select the 
appropriate locus in the list (it appears in blue) and specify for it the count of alleles in the 
editbox below the list. Then in the combobox below (“AF”) specify the type of allele 
frequency simulation: equal or proportional. Then select in the “Markers” list the next locus, its 
parameters appear in the controls below the list and you can edit them. 
 To specify the properties of loci in the “Trait” list select the upper locus. Specify the 
part of variance controlling by the locus (non-negative value less then 1) in the “Herit.”-
editbox.  Specify the extent of dominance in the “Dom.”-edit box (value from -1 to 1). 1 



 82
correspond to heterozygous genotypic value equal to lower phenotype homozygote, -1 - 
heterozygous genotypic value equals to upper phenotype homozygote, 0 –additive model 
(heterozygous genotypic value equals to mean of two homozygous). In the “AF”- combobox 
below the “Trait” list specify the frequency of allele corresponding to lower genotypic value 
homozygote. If you have two loci in the “Trait” list, select the lower one and specify properties 
for it. You should taken into account that the value, that you specify in the “Herit.”- editbox for 
the second locus (H2

2) denote the part of the residual variance (1-H1
2), which it controls, so the 

part of trait variance, which controls the second locus is H2
2(1-H1

2). 
 

 
 

 RECOMBINATION- control group defines recombination probability between loci with 
adjacent numbers. By default the recombination fraction for all five intervals is 0.5. Select the 
appropriate interval in the “Interval”-combobox. Then in the “Probability”-editbox specify the 
recombination probability for the selected interval. 
 TRAIT RESIDUAL PARTIAL CORRELATIONS - control group defines parameters of 
trait residual normal distribution. Partial correlations for spouses, parent-offspring and siblings 
should be specified in the appropriate editboxes. This can simulate the additional 
environmental or polygenic phenotype correlation. If you have sufficiently great families this 
values should be restricted (their order should be 1/N, where N is the maximal size of the 
pedigree), because the inverse matrix (the correlation matrix) should be positively defined. If 
for some pedigree the correlation matrix is not so, the trait values for that pedigree cannot be 
calculated (missing values will apear for the whole pedigree). 
 DISEQUILIBRIUM - control group defines for what pair of loci allelic disequilibrium 
should be simulated. As mentioned above at least one of loci should appear in the “Trait” list 
of the GENES - control group. In the “Trait gene”- combobox select the desirable locus. Then 
in the “Other gene”- combobox you can select any of other five loci. If the number of alleles of 
the “Other gene” is K, you should specify K-1 independent parameters of D prime matrix (by 
default they are 0). To do this select the appropriate pair of alleles in the “Haplotype”- 
combobox and specify the appropriate D’ij parameter (value between 1 and -1). 
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 NOT MEASURED - control group can be used only if you have constructed the 
sample pedigree structure manually (pedigree structure was not imported from the existing 
smp-file). For this case you can specify the proportion of not measured individuals in 
“Fraction”-edit box. 
Then after the simulation of the trait the defined proportion of randomly selected individuals 
will get missing trait values. If you check “Founders only”, the defined proportion will be 
applied only to founders. So you can for example simulate the sample of siblings without 
measured parents, which is often the feature of sampling design. Check “Founders only” and 
specify “Fraction” of not measured founders as 1).  
 After specifying all features of the trait-marker model click “OK”-button. The 
simulated realization of quantitative trait “SimTrait” six markers “Gen1”-“Gen6” appear in the 
trait table (right part of the document window).  
  

8.2.1 Second trait for bivariate analysis. 
 
 If you are going to do simulation for bivariate analysis (section 4), you need additional 
trait having different genes controlling it and probably environmental correlation with the first 
trait. If you have already defined properties of genetic loci and quantitative trait “SimTrait”, 
you can define an additional trait as follows. 
 Click menu item “Edit” - “Add Trait” - “Bivariate (Simulation)”. The “Additional trait” 
– dialog opens. 

 
 

GENES - control group is analogous to that described above for “Simulation properties”- 
dialog. In the “Marker” listbox only those loci are presented, which was already defined as di-
allelic. Move the desirable loci (one or two) into the “Trait” listbox. Define for each locus the 
Heritability and Dominance parameters as described above.  
RESIDUAL PARTIAL CORRELATIONS - control group define the additional features for 2N-
normal distribution for two trait residuals. Relatives partial correlations for the first trait are 
taken as defined in the Simulation properties”- dialog. Now you should define analogous 
parameters for the second trait and additional parameter individual partial self-correlation for 
two traits. The appropriate editbox is named “Trait to trait”. When all parameters are defined, 
click “OK” button. The dialog closes and additional trait  “SimTrB” appears in the trait table. 
 

8.2.2 Derived traits. 
 
 You can define a number of additional derived traits using menu items “Edit”-“Add 
Trait”-“Formula” and “Edit”-“Add Trait”-“Standardized”. During the simulation process for 
each realization after simulation of main quantitative traits “SimTrait” and  “SimTrB”(if 
defined), all derived traits will be recalculated using new data. 
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8.3 Specifying the set of analyses. 
 
 The set of analyses (models and LRTs) is specified analogously to those described for 
serial analysis in 7.4. Additionally to analyses listed in 7.4, if more quantitative traits than one 
were defined, you can also specify bivariate analysis models (section 4) for simulation. 

8.4 Specifying statistics. 
 
 If you have specified any LRT, you will see the number and proportion of significant 
tests for it in “Iteration Statistics” window (see below 8.6) automatically. Additionally, for any 
TDT analysis the number and proportion of significant tests for Q2 (2test), Q3 (t-test) and Q5 
(F-test) will be shown by default. The desired P-value is specified before the simulation starts, 
if the “Save Statistics Only” mode was selected. Otherwise any P-value can be specified in the 
“P-value”- editbox in “Iteration Statistics” window and the number and proportion of 
significant tests will be recalculated after click on the compute button. 
 If you want to see some other statistics you should specify their properties as described 
below.  
 

8.4.1. Defining values for display in statistics window. 
 
 Click menu item “Serial”-“New”-“Stat Value”. The “Add Value for Statistics”-dialog 
opens. In the dialog you should specify the Name of statistics. There are three editboxes, which 
define the way of statistics computation: Filter, Value1, Value2. These fields should contain 
expressions formed from simulation model parameters and LRT p-values. To construct 
expression in the desirable editbox click on it and when the text cursor appears in the field 
click on the expression button. The “Expression” dialog opens. The syntax of expressions and 
working with “Expression” dialog is described in 7.6.2 section. The expression in the Filter 
field should be logical. The types of Value1, Value2 may be integer or real. 
 

 
 
 If the Filter field is empty the statistics will be computed using all simulation 
replicates. If you define only one expression Value1 or Value2, you will see in the “Iteration 
Statistics” window the mean value of defined expression and its variance. If you specify both  
Value1 and Value2, you will see means and variances for both expressions and additionally 
correlation coefficient between them. If you specify Filter, the statistics will be computed 
using only those replicates, for which the value of the filter is true and additionally you will see 
in the “Iteration Statistics” window the proportion of simulation replicates, for which the filter 
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expression was true. If you specify only the Filter expression and both fields  Value1 and 
Value2 are empty, only proportion of true will be displayed. 
 If  you check the “Save distribution” combobox, the distribution of the expression 
Value1 (or Value2, if Value1 is empty) is computed and you will see critical values 
(percentiles) for 1, 2.5, 5, 25, 50, 75, 95, 97.5, 99 percents.  
 There is additional specific type of statistics that also can be specified. This is statistics 
for parent-offspring and sibling correlations, computed for each realization of any defined 
quantitative trait. To specify this statistics check the “Familial correlations” checkbox. The 
appearance of the dialog varies. In the upper part of the window appears the “Name”-
combobox, in which you can select the desirable quantitative trait from the list of traits already 
defined. If you specify the Filter expression, the statistics will be stored only for simulation 
replicates, for which the filter value is true. If you need this type of statistics, you should 
specify it before the simulation starts, because current trait realizations are not saved.  
  

 

8.5 Running simulation. 
 When you have specified the desirable set of analyses, click on the menu item “Serial”-
”Run”. 
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 In the right side of the document window appears the dialog, where you should 
specify the number of simulation replicates (in the “Iterations added”-editbox) and the type of 
results saving. If you don’t check “Save Statistics Only”-checkbox, all parameters of specified 
models and likelihoods will be saved in the simulation document. In this case you can specify 
new statistics (excluding familial correlations) at any moment of simulation, because all 
parameters to compute any expression statistics are available. The negative feature in this case 
is that, if the number of simulation replicates is sufficiently great, the size of the document file 
on the disk grows rapidly. If you have checked “Save Statistics Only”, the size of the document 
will not grow, but you will be able to see only those statistics, that you have specified before 
the start of simulations. If you have checked “Save Statistics Only”, the “P-Value threshold” 
editbox will be available and you should specify P-value, for which you want to see the 
proportion of significant tests by default (see 8.4).  
 If the number in the “Iterations added”-editbox is specified (non-zero), you should click 
once more “Serial”-”Run”. The simulation starts. In the dialog you will see the number of 
simulation replicates already computed an added to the document. If this number is not zero, 
you can not change the pedigree structure, trait and marker simulation properties and the set of 
analyses. 
 At any moment you can see the current statistics. To do this, click menu item “View”-
“Statistics”. 
 If the model parameters are saved for all simulation replicates (“Save Statistics Only” 
was not checked), you can see the parameters of all already computed simulation replicates as 
tables. To view them, click on “View”-“Model Parameters” menu item or on “P” icon on the 
toolbar. In the right side of the document window you will see the table of parameters 
corresponding to the upper model in the ANALYSIS item of the document tree. To switch 
between models click on the appropriate model name in the ANALYSIS item. 
 To view the current realization of traits and markers click on PEDIGREE SAMPLE 
icon in the document tree. 
 To view the number of iterations, which are to be computed, click menu item “Serial”-
“Run”. 
 You can stop the simulation by clicking menu item “Serial”-“Cancel”. After that you 
can save and close the simulation document. When you are ready to continue the simulations, 
open the simulation document (file extension “.sim”). Click menu item “Serial”-“Run”, in the 
right side of the document window you will see the dialog. The “Iterations total”-edit box 
shows the number of simulation replicates, already saved in the document. Specify in the 
“Iterations added”-editbox the number of replicates, which you are going to add and click 
“Serial”-”Run”. The simulation process will be continued. 
 

8.5.1. Running the set of simulations. 
 
 Often we want to see the test powers or other statistics as a function of some properties 
of the sample. This means that as a rule we should repeat the simulation with similar set of 
sample parameters and the same set of analyses. If we have already computed a desirable 
number of simulation replicates, we can use the simulation document to specify easy the new 
simulation with similar parameters. To do this, open the simulation document, then click menu 
item “Serial”-“Clear Iterations”. This action delete all saved simulation replicates and need to 
be confirmed.  
 When the number of replicates is zero, you can change the set of specified models 
(delete some of them or add other). Then save the document with another name and start the 
simulation. The simulation inherits all properties (sample structure and trait model) of the 
previous simulation, which was not changed. The simulation also inherits the list of non-
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default statistics specified. So, if you have deleted some model or LRT, which take part in 
statistics, you will get an error. To avoid this before running the simulation, you can test what 
parameters are used in specified statistics. To do this, double click on the appropriate sub-item 
of the STATISTICS item in the document tree. You will see the dialog, where the specified 
expressions can be seen and edited. 
 If for example you need to test the power as a function of the number of the pedigrees, 
or number of offspring in the nuclear families, or number of generations in the pedigrees, you 
can change the sample structure. To do this clear computed replicates and then click “Serial”-
“Pedigrees”-“Edit”. In the “Pedigree structure” dialog you can specify the new sample 
structure. Then save the document with a new name and start the simulation. All specifications, 
which were not changed (simulated trait model, set of analyses, specified statistics) will be 
inherited from the previous simulation.  
 The most often case is to test power as a function on the size of supposed effect of 
some gene on the phenotype or on joint properties of gene and tested marker. To do this you 
also can, after deleting of the computed replicates, edit the trait model parameters. Click menu 
item “Serial”-“Trait Model”. The dialog shows the properties, which were specified previously 
and enable to edit them. 
 If you need to compute statistics as a function of only one trait model parameter with 
defined step. You can specify the set of simulations automatically. To do this specify the 
simulation, then click “Serial”-“Run”. Specify the number of replications, which you want to 
compute for each simulation of the set. Then click “Serial”-“Run Set”. The “Simulation Set”-
dialog opens. 

 
 

In this dialog you should select the parameter, for which you want to do simulations with step. 
The options in the “Parameter”-combobox are as follows: 

Spouses Corr means partial residual correlation for spouses (p0); 
Parent-Offspring Cor means partial residual correlation for parent-offspring (p1); 
Sibling Cor - partial residual correlation for siblings (p2); 
First Gene Input means proportion of variance controlled by the upper gene in the 

“Trait” list of the“Simulation properties” dialog (p3); 
Second Gene Input means proportion of residual variance controlled by the lower gene 

in the “Trait” list of the “Simulation properties” dialog (p4); 
First Gene Frequency is allele frequency of the upper gene in the “Trait” list of the 

“Simulation properties” dialog (p5); 
Second Gene Frequency is allele frequency of the lower gene in the “Trait” list of the 

“Simulation properties” dialog (p6); 
Disequilibrium is disequilibrium parameter specified for the first “Haplotype” item in 

the DISEQUILIBRIUM control group of the “Simulation properties” 
dialog (p7). 

After selecting parameter you should specify its initial and final value and step. So the 
simulation will be done at first for initial parameter value, for each next simulation the 
parameter value will increase on step while the value is less than the specified final value. Each 
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simulation will be saved in the separate file. If the name of file, where you specified all other 
properties is <file_name>, separate files of the set will be named 
“<file_name>_p<parameter_number>_<parameter_value>”, where <parameter_number> is 
the number of parameter type in the list (from 0 for Spouses Corr to 7 for Disequilibrium); 
<parameter_value> is the value of parameter for this simulation multiplied on 100. 

 

8.6. Viewing results of simulation. 
 
 The results of simulation can be seen at any time after the simulation was started. If the 
model parameters are saved for all simulation replicates (“Save Statistics Only” was not 
checked), you can see the parameters of all already computed simulation replicates as tables. 
To view them, click on “View”-“Model Parameters” menu item or on “P” icon on the toolbar. 
In the right side of the document window you will see the table of parameters corresponding to 
the upper model in the ANALYSIS item of the document tree. When the new replicate is fully 
computed additional string is added to the table of model parameters. To switch between 
models click on the appropriate model name in the ANALYSIS item. 
 To view the current realization of traits and markers click on PEDIGREE SAMPLE 
icon in the document tree. 
 To view the number of iterations, which are to be computed, click menu item “Serial”-
“Run”. 
 You also can view the current results for specified statistics (8.4). Click “View”-
“Statistics”. The “Iteration Statistics” window opens. P-value in the upper edit box is used for 
default statistics: number and proportion of significant tests through already computed 
simulation replicates for all defined LRTs and TDTs (8.4). If P-value editbox enables to 
change its value, type the desirable threshold and click “Compute”- button. The contents of the 
lower editbox will be recalculated for current p-value and current state of simulation (number 
of already computed replicates).  
 

    
   
 
 In the upper string you see the name of the simulation document file; the next shows 
the number of replicates already added (Iterations Total). After that, you will see all default 
features corresponding to models and LRTs, which you have specified. 
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 Below is the list of all sub-items of the STATISTICS item. For each item you see its 
name and expressions, which were constructed for all fields. If you have specified statistics 
having only the Filter field defined, the output will be like the following: 
 
QTDT05 
Filter : [Extr.15]<0.05    
Count Fraction  
 1202   0.9820 
 
If the Filter and both possible values (8.4.1) were specified and Save distribution was checked, 
the output will be like the following: 
 
Means 
Filter : [Extr.11]<0.001 Value : [Extr.3]  Value : [Extr.4] 
Count Fraction Mean V1 Mean V2 Varian1 Varian2 Correl. 
      842      0.6879  -0.503  0.5121  0.0164  0.0194  0.2201 
Distribution size 500 
Percent  0.01   0.025   0.05   0.25   0.5   0.75   0.95   0.975   0.99   
CritV  -0.245  -0.266  -0.294  -0.417  -0.498  -0.590  -0.724  -0.763  -0.809 
  

8.6.1. Exporting results to Excel. 
  
 The results in the “Iteration Statistics” are formatted as tab-delimited text. You can 
select the contents of the results editbox using the mouse and copy them into clipboard by 
<Ctrl-C> hotkey. Then you can use Paste- options to put them into Excel-worksheet. 
 Tables of model parameters can be also exported into Excel-worksheet. To do this 
select for all models the parameter columns, which you want to export (as described in 7.6.3) 
and click menu item “Serial”-“Export to Excel”. 

8.7. Joint distribution of various tests and combined p-value.  
 
 To combine the results of the a number of separate association tests (different variants 
of TDT and PDT ) applied to the same trait-marker data, we formulated a multiple comparison 
procedure (MCP), which enables to compute combined P-values, the probability of erroneous 
rejection of the general null hypothesis of no linkage disequilibrium, which unites all certain 
null hypotheses of separate tests. MCP was constructed based on the joint simulated null-
distribution for all separate tests. To account for the extent of correlation between results of 
different tests applied to the same data, we propose to use for simulation the same sample 
pedigree structure as in the actual sample. The trait pattern of inheritance should be simulated 
using the inheritance model exhibiting the observed familial correlations, but assuming that the 
tested marker had no effect on the trait variation (null-distribution).  We recommend to 
compute about 50000 simulation replicates. 
 

8.7.1. Multiple comparison procedure (MCP). 
 

 Each point of the simulated distribution is characterized by a vector of one-dimensional 
P-values (P1, P2, P3,…,Pk) with components corresponding to separate association tests. The 
computation of the MCP P-value included two steps. First, to compare any pair of distribution 
points as more or less significant, we determined a function S (P1, P2, P3,…, Pk) as a point 
significance level and computed this level for each distribution point. Second, to estimate the 
appropriate MCP P-value, PMCP, for each vector (P1_0, P2_0, P3_0,…, Pk_0), we computed the 
fraction f of distribution points, which were more or equally significant in comparison with the 
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level S0=S (P1_0, P2_0, P3_0,…, Pk_0). Thus, f is used as an estimator for PMCP (the probability 
to reject erroneously the null hypothesis using the S0 level as a criterion for rejection). 
 There are a number of ways to define the significance level function S. For example, we 
can define it as the minimum of one-dimensional P-values, S (P1, P2, P3,…, Pk) = min (P1, P2, 
P3,…, Pk) (simulative analog of Bonferroni correction), or as their maximum. To account for 
the relationship between all P-values, we use the population level for asymmetrical (A) and 
symmetrical (B) rejection regions as follows. Define that the distribution point I, having 
coordinates P1_i, P2_i, P3_i,…, Pk_i, belong to the rejection region of type A, if it satisfies the 
condition (P1_i<P1) & (P2_i<P2) & (P3_i<P3) & …&(Pk_i<Pk), where & denotes the logical AND. 
Let P(1)<P(2)<P(3)<…<P(k) be the set of arranged P-values regardless of the serial numbers of 
tests for which each P-value was computed. Define that the distribution point i belongs to the 
rejection region of type B, if it satisfies the condition (Pi(1)<P(1)) & (Pi(2)<P(2)) &(Pi(3)<P(3)) 
&…& (Pi(k)<P(k)). Define SA (P1, P2, P3,…, Pk) as the fraction of distribution points belonging 
to rejection asymmetrical region A and SB (P1, P2, P3,…, Pk) as the fraction of distribution 
points belonging to symmetrical rejection region B. Thus, we have two scores for arranging the 
distribution. Despite different arrangements, the resulting estimated MCP P-values of both 
types are generally of the same order. We compute both of them in order to use the more 
conservative estimator as the general adjusted P-value. 
 

8.7.2. Generating of the joint null distribution. 
 
 If you have already get the simulation document having the set of tests, including all 
tests, you are going to combine, the trait model, assuming that the tested marker had no effect 
on the trait variation (null-distribution), and sufficient number of replicates, open it. Click 
menu item “Serial”-“New”-“Joint Distribution”. The Joint Distribution-dialog opens. 
 

 
 
In the “Name”-editbox you should specify the name of distribution, which will further appear 
as sub-item of the simulation document tree. You should also include into the listbox 
expressions for all p-values, which you want to include in the joint distribution. To do this, 
click on the “Test to include”-editbox and then click “Expression”-button. In the “Expression”-
dialog formulate the expression, which value should be equal to the desired p-value (as 
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described in 7.6.2) and click OK. The expression appears in the “Test to include”-editbox. 
Now click “Add”-button the expression moves to the listbox below. In the same way specify in 
the “Test to include”-editbox the next expression and add it to the list and so on. If you want to 
delete some expression from the listbox, select it with the mouse cursor and then click the 
“Delete”-button. When all desirable p-value expressions are in the listbox, click OK. The 
program begins to order the joint distribution in two ways described above (8.7.1) and to 
compute the appropriate combined p-values. For a big number of replicates the process can 
take some minutes. You will see the progress of computation in the lower part of the dialog. 
You can break the process by clicking “Cancel”-button. If the distribution generation was 
performed successfully, the dialog closes and the new sub-item with appropriate name appears 
in the STATISTICS-item of the document tree. 
 

8.7.3. Computing combined P-value for MCP. 
 
 To use the joint distribution for computing combined p-value double click on its icon in 
the document tree. The “Compute P-Value”-dialog opens. If after the generation of the 
distribution you have closed the document file, the definition of the joint distribution items is 
saved, but the distribution itself should be initialized once more each time as the document is 
opened. If this is the case, click the “Initialize Distribution”-button. The progress of the 
initialization is shown in the lower part of the dialog. 
 

   
 

  If the buttons “Add”, ”Clear list” and “Compute” are enabled, this means that the 
distribution is already initialized. To compute combined p-value you should place the P-values 
vector into the listbox named “List of P-values” in the same order as the component tests are 
listed in the upper editbox. To do this type (or copy using <Ctrl-V>) the first p-value into the 
“P-value to add”-editbox and click the “Add” button, the value appears in the list. Then type 
the next p-value and click “Add” once more. Repeat these actions up to all values appear in the 
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list. Now click the “Compute”-button. In the results editbox in the lower part of the window 
you will see computation for two type of significance scoring: population level of asymmetric 
(8.7.1 SA) and symmetric (8.7.1 SB) regions. For both types you will see the score value 
(column”Score”) and count of replication having less or equal score (column”Below score”). 
The most conservative (greater) proportion of replications below score can be taken as an 
estimator of combined P-Value. 
 

 
 
 You can clear the list of p-values using “Clear list”-button, specify the new P-values 
vector and click once more the “Compute”-button. New result will be added to the previous 
contents of the results editbox. You can select the contents of the result editbox by the mouse 
and copy it into clipboard by <Ctrl-C> hotkey. 
 You should recognize that if you analyze the very significant vector of P-values, you 
distribution should have the appropriate number of replication. The combined P-value can be 
treated as reliable if the number of replication below score is about 100. 
 Using the joint distribution you can see the relation between theoretical and 
experimental false discovery rate (FDR) on you sample for selected set of tests. To do this, 
check the “FDR”-checkbox. Specify the value in the “P-value to add”-editbox and click the 
“Compute”-button. In the results window you will see the proportion of replicates having at 
leas one test from the set significant on the specified FDR level, accounting for the number of 
tests in the defined list of tests.  
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