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Abstract

Colloidal systems are composed of mesoscopic rigid particles (10nm-10μm in size) dispersed in a molecular, viscous fluid. Earlier studies on a pair of, or a system of many, driven colloids mostly focused on symmetric objects, such as spheres or spheroids. General treatment of driven, asymmetric colloids has been recently presented on a single object level, demonstrating how the coupling between translation, rotation and the external drive can yield new types of controllable transport phenomena. In this Thesis I study the flow-mediated interactions between arbitrarily shaped, driven colloids, and their effects on orientational alignment and collective dynamics of asymmetric non-Brownian suspensions.

In the first part of the work we explore the hydrodynamic interactions between two arbitrarily shaped objects, which are driven through a viscous fluid, in the limit of zero Reynolds number. We study rigorously the general properties and symmetries of the pair-mobility matrix governing the instantaneous relative linear and angular velocities of the two objects. We treat analytically the leading (monopolar and dipolar) interaction, affecting the pair response at large separation. We focus, in particular, on self-aligning objects—a large class of irregular objects whose asymmetric shape causes them to orient with an external constant force, or further synchronize with a forcing protocol that varies in time. We prove that the instantaneous hydrodynamic interaction linearly degrades the orientational alignment between two such objects. The time-dependent effects of hydrodynamic interactions are explicitly demonstrated via numerically calculated trajectories of model self-aligning objects composed of four point-like particles (stokeslets). In addition to the orientational effect, we find that the interplay between the orientational interaction and the translational one, in most cases, leads over time to repulsion between the two objects. Consequently, in the presence of time-dependent aligning protocols, the mutual degradation of alignment weakens as the two objects move away from each other, and full alignment is restored at long times.

These findings— the instantaneous relative linear velocity and the effective repulsion over time— lead us in the second part of the work to study in more detail the implication of hydrodynamic interactions on the translational response of two arbitrarily shaped objects. It is well known that in the case of two identical rigid spheres in an unbounded fluid at zero Reynolds number, the hydrodynamic interaction does not produce relative translation. We demonstrate that, more generally, such an effective pair-interaction vanishes in configurations with spatial inversion symmetry; for example, an enantiomorphic pair in mirror image positions has no relative translation. We show that the breaking of inversion symmetry by boundaries of the system accounts for the interactions between two spheres in confined geometries, as previously observed in experiments. The same general principle also provides new predictions for interactions in other object configurations near obstacles. We examine in detail the time-dependent relative translation of two self-aligning objects. We show that the typical repulsion for this class of objects is qualitatively different compared to the more symmetric case of uniform prolate spheroids. The mutual separation between the objects, in each case, evolves with a different asymptotic power law of time.

In the third part we show that the distinctive effects in the motion of irregular object pairs have an impact on the many-body dynamics of driven colloids. In a sedimenting suspension
comprising self-aligning objects, the anisotropic response of the objects to flow, caused by their tendency to align with gravity, act as a mechanism which directly suppresses concentration and velocity fluctuations. This allows the suspension to avoid the anomalous fluctuations predicted for suspensions of symmetric spheroids. We show, using fluctuating hydrodynamics, how the suppression of concentration fluctuations leads to a correlated, hyperuniform structure. For certain object shapes, the anisotropic response may act in the opposite direction, destabilizing uniform sedimentation.

The findings of this Thesis thus show sharp qualitative differences between driven colloids of symmetric shapes and of irregular ones — on the level of a pair of objects, as well as in the collective dynamics.
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Chapter 1

Introduction

1.1 Background

Muddy water, proteins in our body cells, or the ink which brings forth the hard-copy of this very Thesis, are all examples of colloidal systems—10 nanometer to 10 micron sized objects dispersed in a molecular liquid. Colloidal suspensions exhibit ubiquitous equilibrium phenomena and non-equilibrium processes [1]. The coupling between the fluid-flow and the motion of the dispersed objects leads to rich and complex dynamics with wide applicability in the context of designing synthetic materials, e.g., modeling drug-delivery nano-agents [2], and in understanding emergent phenomena of biological materials, e.g., collective motion of bacteria [3, 4].

The thermal fluctuations of the molecular fluid lead to a stochastic (Brownian) motion of the colloids. In addition, the medium affects direct, e.g., electrostatic and Van-der-Waals interactions among the suspended objects; induces entropic interactions such as depletion forces; and gives rise to flow-mediated interactions, i.e., the response of an object to a flow generated by another object. The latter effect—termed hydrodynamic interactions—is long-ranged and plays a central role in colloidal systems, especially in non-equilibrium phenomena. The study of dynamical processes in suspensions is divided into two classes, intrinsically (self-propelled\(^1\)) and externally driven objects. Generally, in both cases, the system constantly dissipates energy and therefore, is always out of thermal equilibrium. This Thesis focuses on the latter class of externally driven systems, and on physical scenarios in which the long-ranged hydrodynamic interactions prevails all other inter-particle interactions.

Commonly used driving mechanisms are simple body forces such as gravity (sedimentation) and centrifugal forces (centrifugation), electric fields (electrophoresis), thermal gradients

\(^1\)Systems of self-propelled objects are known as “active matter” [5].
(thermophoresis), concentration gradients (diffusiophoresis) and shear flows. These underlie various related non-equilibrium processes in biological and synthetic materials, and have many technological applications. For instance, manipulation of DNA molecules and proteins such as transport, aggregation, and chiral separation of enantiomers [6, 7], are standard procedures in many biochemical or biophysical laboratories. Other examples are bed fluidization that is widely used in reactors and water treatment [8] or the electrophoretic ink which is used in certain electronic displays [9].

The transport of a single symmetric object is well established. The fundamental theories were instituted more than 100 years ago. For example, the calculation of the drag force on a sphere of radius \( \ell \), moving with velocity \( V \) through a fluid of viscosity \( \eta \), was derived by Stokes in 1851, \( F_{\text{drag}} = -6\pi\eta\ell V \). Another example is the analysis of a charged sphere transport in electrolyte due to an external electric field, which was derived by Helmholtz [10] in 1879 and Smoluchowski [11] in 1903.

In several cases, the theory was generalized to include the transport of objects with arbitrary shape [12–15]. While the study of symmetric objects underlies the physics of driven systems and provides a simple example of transport phenomena, exploring objects of arbitrary shape is more practical since many biological and synthetic colloidal objects are not symmetric. Moreover, the absence of symmetry in the shape of the object may sometimes yield new phenomena, such as: chiral separation by shear flow [16, 17] or by capillary electrophoresis [7, 18]; programming lock-and-key binding between two asymmetric colloids [19]; efficient transport of chiral magnetic objects subjected to a rotating magnetic field [2]; and the application of an external body force to rotationally synchronize initially incoherent system of chiral suspensions. The latter system will be one of the focuses of this Thesis.

The rest of this Chapter is organized as follows: In Sec. 1.2 we introduce the hydrodynamic description of the molecular liquid, specializing to the inertia-less (zero Reynolds number) regime that characterizes colloidal systems. The fundamental properties of externally driven colloidal phenomena are discussed in Sec. 1.3. Then we elaborate on the established theories and phenomena of driven colloids, which are relevant to the work to follow, separating the review to the levels of a single-object motion (Sec. 1.4), pair of objects dynamics (Sec. 1.5), and collective behavior (Sec. 1.6). In Sec. 1.7 we present a useful mathematical representation for the dynamics of asymmetric objects. In Sec. 1.8 we summarize the main notations and symbols that are used throughout this Thesis. Finally, the outline of the Thesis is given in Sec. 1.9.

1.2 Hydrodynamics of the Dispersing Medium

In colloidal systems, there is a clear length- and time-scale separation between the suspended objects and the molecular liquid, hence, it is beneficial to describe the latter by a continuum
model [20]. The fluid is characterized by density, stress and velocity fields at position \( r \) and time \( t \), indicated by \( \rho(r, t) \), \( \sigma(r, t) \), and \( u(r, t) \) respectively. Conservation of fluid mass is captured by the continuity equation
\[
\partial_t \rho + \nabla \cdot (\rho u) = 0. \tag{1.1}
\]
We will focus on *incompressible* fluids, where the density does not change locally and can be assumed to be a constant over space and time. We will denote it hereafter by \( \rho_l \). In this case, Eq. (1.1) becomes
\[
\nabla \cdot u = 0. \tag{1.2}
\]
An additional equation that describes conservation of momentum is given by applying Newton’s second law to any fluid volume, which, with the aid of Eq. (1.2), reads
\[
\rho_l \partial_t u + \rho_l (u \cdot \nabla) u = \nabla \cdot \sigma + f_{ext}, \tag{1.3}
\]
where \( f_{ext} \) refers to external force density. In simple viscous flows, in addition to an isotropic pressure term, the stress tensor includes terms that are proportional to the first derivatives of the velocity field (shear rate):
\[
\sigma_{ij} = -p \delta_{ij} + \eta (\nabla_i u_j + \nabla_j u_i) + \zeta (\nabla \cdot u) \delta_{ij}, \tag{1.4}
\]
where \( p \) is the pressure field of the fluid, \( \eta \) is the *coefficient of shear viscosity*, \( \zeta \) is the *coefficient of bulk viscosity*, and \( \delta_{ij} \) is Kronecker delta. Substituting this stress definition into Eq. (1.3) and taking into account the incompressibility of the flow (Eq. (1.2)), we get
\[
\rho_l \partial_t u + \rho_l (u \cdot \nabla) u = -\nabla p + \eta \nabla^2 u + f_{ext}. \tag{1.5}
\]
This is the *Navier-Stokes equation* describing the hydrodynamics of viscous incompressible fluids. Since the bulk viscosity \( \zeta \) is irrelevant for incompressible flows, \( \eta \) will be referred hereafter as the viscosity of the fluid. In principle, a complete description of the fluid also includes equations for energy conservation. However, we will consider an isothermal liquid, in which the temperature is constant in space and time (i.e., any dissipation is immediately transferred to an external temperature bath). The above hydrodynamic equations determine a variety of complex nonlinear phenomena such as turbulence and lift forces. In this Thesis we will focus on colloidal processes, for which the Navier-Stokes equation can be simplified, as will be discussed next.

### 1.2.1 Stokes Equation

Consider a flow with a characteristic length \( L \) and a characteristic velocity \( U \). By rescaling velocity, length, time, pressure and force density according to \( \bar{u} \rightarrow u/U, \bar{r} \rightarrow r/L, \bar{t} \rightarrow tU/L, \bar{p} \rightarrow p/L^2, \bar{f} \rightarrow f/L, \)
\[ \bar{\rho} \rightarrow pL/(\eta U), \text{ and } \bar{f} \rightarrow fL^2/(\eta U), \text{ respectively, the Navier-Stokes equations are given as} \]

\[ \text{Re} \left( \partial_t \bar{u} + \bar{u} \cdot \nabla \bar{u} \right) = -\nabla \bar{p} + \nabla^2 \bar{u} + \bar{f}_{\text{ext}} \]  

(1.6)

where

\[ \text{Re} \equiv \frac{\rho_f UL}{\eta} \]  

(1.7)

is called the Reynolds number of the flow. At high Reynolds number, \( \text{Re} \gg 1 \), the non-linear term dictates non-dissipative energy and momentum transfer between different layers within the fluid. At this limit, turbulent flow can be generated, and the fluid can be assumed as in-viscid except for small length scales at which viscosity is important. At low Reynolds number, \( \text{Re} \ll 1 \) the inertial-forces are negligible with respect to the viscous ones, the flow varies slowly in time and a turbulent behavior cannot occur. The Reynolds number sometimes provides useful experimental transformation between systems of different scales, namely, systems with the same Reynolds number are expected to exhibit similar phenomena\(^2\). For instance, the motion of a micron-sized object in water should be similar to the one of a mm-sized object moving with the same velocity in glycerol, since glycerol is \( \sim 10^3 \) times more viscous than water, but has approximately the same (1.4 times larger) density.

Colloidal systems are typically characterized by \( \text{Re} \ll 1 \). For example, a \( \mu \text{m}\)-sized object in water (\( \rho_f \sim 10^3 \text{ kg m}^{-3}, \eta \sim 10^{-3} \text{ Pa s} \)), moving with \( \mu \text{m s}^{-1} \) translational velocity or rotating with \( \text{s}^{-1} \) angular velocity, corresponds to \( \text{Re} \sim 10^{-6} \). Therefore, colloidal systems are analyzed at the limit of zero Reynolds number, in which the Navier-Stokes equation (Eq. (1.5)) becomes

\[ 0 = -\nabla \bar{p} + \eta \nabla^2 \bar{u} + \bar{f}_{\text{ext}}. \]  

(1.8)

Eq. (1.8) is known as the Stokes Equation; it describes inertia-less flows (also termed as “creeping flows” or “Stokes flows”). The properties of the Stokes equation differ significantly from those of the Navier-Stokes equation—it is a linear differential equation; it describes a steady state flow; and it is time-reversible, i.e., invariant under inversion of time, velocities and forces. The consequences of these properties, in the context of driven colloids, will be dealt with in Sec. 1.3.

The inertia-less limit governs the fluid hydrodynamics in colloidal systems. Therefore, in the work to follow, the embedding fluid dynamics will be mandated by the Stokes equation, Eq. (1.8), together with the incompressibility of the flow, stated in Eq. (1.2). In the rest of this section we elaborate on the properties of hydrodynamic interactions and drag forces in inertia-less flows, both of these play an important role in the dynamics of driven colloids.

---

\(^2\)This is true when there are no additional effects that are not scale-invariant, such as Brownian motion, which is negligible in large scales but not in small ones.
1.2. HYDRODYNAMICS OF THE DISPERSING MEDIUM

1.2.2 Hydrodynamic Interactions

Flows excited by moving objects induce effective hydrodynamic interactions among objects. The basic properties of these interactions in driven systems are clarified by examining the response of the fluid to external point force:

\[-\nabla p + \eta \nabla^2 \mathbf{u} + \delta(\mathbf{r} - \mathbf{r}_0) \mathbf{F}_0 = 0,\]
\[\nabla \cdot \mathbf{u} = 0,\]

(1.9)

where \( \mathbf{F}_0 \) is a constant vector and \( \delta(\mathbf{r} - \mathbf{r}_0) \) is the Dirac Delta function. A point force in the inertia-less regime is called stokeslet, as first coined by Hancock [21] in 1953\(^3\). Linearity implies that the solution to Eq. (1.9) has the form \( \mathbf{u}(\mathbf{r}) = G(\mathbf{r}, \mathbf{r}_0) \cdot \mathbf{F}_0 \), where the tensor \( G \) is a Green’s function of the Stokes equation that depends on the geometry of the boundaries, the boundary conditions, the fluid viscosity and the dimensionality of the flow. Below we consider the stokeslet flow in two specific 3D geometries—unbounded fluid and a fluid bounded by a plane wall. These two examples, especially the first one, will be the basis for the analysis in the following Chapters.

Unbounded 3D Fluid– the Oseen Tensor

The geometry of an unbounded system has translational invariance, thus, the Green’s function depends only on the distance relative to the forcing point, i.e., \( G(\mathbf{r}, \mathbf{r}_0) = G(\mathbf{r} - \mathbf{r}_0) \), and we can simplify further by taking \( \mathbf{r}_0 = 0 \). The solution to Eq. (1.9) can be obtained by transforming to Fourier space \((\mathbf{r} \rightarrow \mathbf{q})\), where for any function \( g(\mathbf{r}) \) we have

\[ \tilde{g}(\mathbf{q}) = \int g(\mathbf{r}) e^{i\mathbf{q} \cdot \mathbf{r}} d\mathbf{r} \]
\[ g(\mathbf{r}) = \frac{1}{(2\pi)^3} \int \tilde{g}(\mathbf{q}) e^{-i\mathbf{q} \cdot \mathbf{r}} d\mathbf{q}. \]

(1.10)

(1.11)

Fourier transforming Eq. (1.9) yields the algebraical equations

\[ iq_m \tilde{p} - q^2 \eta \tilde{u}_m + F_{0,m} = 0,\]
\[-iq_m \tilde{u}_m = 0,\]

(1.12)

whose solution reads

\[ \tilde{p} = -\frac{i \mathbf{F}_0 \cdot \mathbf{q}}{q^2},\]
\[ \tilde{u}_m = \frac{1}{\eta q^2} \left( \delta_{mj} - \frac{q_m q_j}{q^2} \right) F_{0,j}. \]

(1.13)

(1.14)

\(^3\)Historical note: the solution to Eq. (1.9) was first given in 1896 by Lorentz [22], whereas Stokes [23] was the one who found the flow generated by a moving sphere in 1851.
CHAPTER 1. INTRODUCTION

Figure 1.1: The flow lines (thin blue arrows) of the fundamental solutions corresponding to a stokeslet (green thick arrow) in an unbounded and semi-infinite geometries (left panel and right panel respectively). The black rectangle on the right panel indicates the plane wall on which the fluid’s velocity vanishes. A 2D projection is presented as the flows have axial symmetry about the stokeslet direction.

By inverting Eq. (1.14) back to real space we have $u = G(r) \cdot F_0$, where

$$ G_{mj}(r) = \frac{1}{8\pi\eta r} \left( \delta_{mj} + \frac{r_m r_j}{r^2} \right). \tag{1.15} $$

The tensor $G$ is called the Oseen tensor [24], and it is at the core of hydrodynamic interactions, as it captures how applying a force at one point in the fluid affects the velocity at some other point. Eq. (1.15) states that the flow decays algebraically with the distance as $r^{-1}$ from the forcing point. This slow decay manifests the long-range nature of hydrodynamic interactions.

The fact that $G \sim 1/(\eta r)$ could have been drawn based on general considerations [25]. Momentum conservation requires that the total momentum flux through any envelope enclosing the source is constant, that is, for a spherical envelope of radius $r$ the local flux is proportional to $1/r^2$. Since the local flux is given by the stress tensor $\sigma \sim \eta \nabla u \sim \eta u/r$, one finds that $u \sim 1/(\eta r)$. The flow resulting from a stokeslet in an unbounded geometry is given on the left panel of Fig. 1.1.

3D Fluid Bounded by a Wall with a No-Slip Boundary Condition

We consider a stokeslet in a semi-infinite medium $z < h$ confined by a wall at $z = h$. The problem is governed by Eq. (1.9) with a no-slip boundary condition at the wall

$$ u(x, y, h) = 0. \tag{1.16} $$
Before writing the solution to the above problem, it is essential to mention the analogy, and difference, between electrostatics and Stokes flows. The electrostatic potential \( \phi_e \) generated by a distribution of charges \( n_{\text{charge}} \) in a medium of permittivity \( \varepsilon \) is dictated by the Poisson equation \( \nabla^2 \phi_e = -\frac{n_{\text{charge}}}{\varepsilon} \). The resemblance between the Poisson and Stokes equations (Eq. (1.8)) implies that finding the electrostatic potential for a given charge density is similar to the problem of determining a Stokes flow \( \mathbf{u} \) generated by an external force density \( \mathbf{f}_{\text{ext}} \). However, there is no exact equivalence between the two problems since the latter involves an additional pressure field (this field imposes incompressibility and thus is related to mass conservation, which is not included in electrostatics). This is the essential difference between the two systems. The current semi-infinite hydrodynamic problem highlights the usefulness of the analogy together with illustrating its incompleteness.

The analogy suggests that a convenient approach to find flow fields in bounded geometries is the method of images—placing image charges such that the boundary conditions are satisfied—which is widely used in electrostatics. Now, let us consider the hydrodynamic problem and assume that the stokeslet is placed at the origin \( \mathbf{r}_0 = (0, 0, 0) \). The analogous electrostatic problem is for a point charge placed near a grounded plane. A naïve solution based on this analogy is to place a mirror image stokeslet:

\[
F_0^d (r) = 2h \hat{z}.
\]

However, the flow resulting from the stokeslet and its image, which is proportional to \( G(\mathbf{r}) - G(2h \hat{z}) \), does not vanish on the plane wall at \( \mathbf{r} = (x, y, h) \) with \( x, y \neq 0 \). The correct solution \([24, 26-28]\) includes additional singular solutions at the mirror position \( \mathbf{r}^m = 2h \hat{z} \), associated with a force-dipole and a fluid-mass-dipole\(^4\). The flow generated by these multipoles is given by the first derivatives of the Oseen tensor and the source flow \( (\propto \mathbf{r}/r^3) \), respectively. The total Green’s function of a stokeslet near a wall then reads

\[
G_{ij}^{\text{wall}}(\mathbf{r}) = G_{ij}(\mathbf{r}) - G_{ij}(\mathbf{r} - \mathbf{r}^m) + 2h Y_{skj}^{\text{FD}} \delta_{s j} G_{ik}(\mathbf{r} - \mathbf{r}^m) + 2h^2 Y_{skj}^{\text{MD}} \delta_{k j} u^M_{i}(\mathbf{r} - \mathbf{r}^m),
\]

where \( u^M = \mathbf{r}/(8\eta r^3) \) is a mass source flow, and the tensors of coefficients \( Y_{skj}^{\text{FD}} \) and \( Y_{skj}^{\text{MD}} \) contain numerical values that imply the direction of the force-dipole and source-dipole:

\[
Y_{skj}^{\text{D}} = \begin{cases} 
\delta_{s j} \delta_{k 3} & j = 1, 2 \\
-\delta_{s j} \delta_{k 3} & j = 3 
\end{cases}, \quad Y_{skj}^{\text{MD}} = \begin{cases} 
\delta_{k j} & j = 1, 2 \\
-\delta_{k j} & j = 3 
\end{cases}.
\]

An example of the flow generated by a stokeslet pointing in a direction perpendicular to the wall is given in the right panel of Fig. 1.1.

### 1.2.3 Drag Forces on Moving Objects

A rigid body is defined as an object in which the distance between any two points is constant. The kinematics of a rigid object is represented by a translational velocity \( \mathbf{V} \), and an angular

\(^4\)In the hydrodynamic literature there is usually a usage of different terminology concerning singularities; see Refs. [28, 29].
velocity $\omega$. More specifically, we choose an arbitrary reference point rigidly affixed to the object, designated hereafter as the origin of the object, and denote its instantaneous translational velocity with $V$. Then, any point of the rigid object, at a position $\mathbf{r}$ from its origin, moves with translational velocity $\mathbf{V} + \mathbf{w} \times \mathbf{r}$, where $\mathbf{w}$ is the instantaneous angular velocity of the object. Note that the angular velocity is independent of the choice of origin, and that the origin does not necessarily lie on the instantaneous axis of rotation of the object.

A rigid object translating and rotating in a medium feels drag forces on its surface that resist its motion. The corresponding hydrodynamic problem is dictated by the Stokes equation together with specified boundary conditions at the object’s surface. We will assume no-slip boundary condition on surfaces, i.e., the flow matches the object velocity at the surface:

$$\mathbf{u}(\mathbf{r}) = \mathbf{V} + \mathbf{w} \times \mathbf{r}, \quad \mathbf{r} \in \text{object’s surface}. \tag{1.19}$$

The linearity of both the Stokes equation and the boundary conditions implies that the flow $\mathbf{u}(\mathbf{r})$ must be linear in $\mathbf{V}$ and $\mathbf{w}$. Therefore, the resulting drag on the object, given by integrating the hydrodynamic stress ($\sim p + \eta \nabla \mathbf{u}$) on the object’s surface, obeys a linear relation as well, which can be written in a matrix form:

$$\begin{pmatrix} \mathbf{F}_{\text{drag}} \\ \tau_{\text{drag}} \end{pmatrix} = -\mathcal{P} \begin{pmatrix} \mathbf{V} \\ \omega \end{pmatrix}, \quad \text{with} \quad \mathcal{P} \equiv \begin{pmatrix} \mathbf{K} & \bar{\mathbf{C}} \\ \mathbf{C} & \mathbf{H} \end{pmatrix}. \tag{1.20}$$

The matrix $\mathcal{P}$ is called the propulsion matrix, and it depends on the shape of the object and its orientation. The propulsion matrix is a generalization of Stokes’ celebrated formula to an object with arbitrary shape. According to Stokes [23], for a sphere with radius $\ell$: $\mathbf{K} = 6\pi \eta \ell \mathbb{I}_{3 \times 3}$, $\bar{\mathbf{C}} = \mathbf{C} = 0$ and $\mathbf{H} = 8\pi \eta \ell^3 \mathbb{I}_{3 \times 3}$, where $\mathbb{I}_{3 \times 3}$ is the identity matrix. For a general shape, the propulsion matrix is less trivial. Generally, a straightforward calculation of $\mathcal{P}$ involves solving the Stokes equation in a complex geometry, given by the shape of the object. The discussion on the properties of the propulsion matrix and the different numerical methods to calculate it is postponed to the next Section, where we consider the inverse matrix of $\mathcal{P}$.

### 1.3 Being Driven at Zero Reynolds Number

The Stokes equation, Eq. (1.8), possesses the three key features of (i) time reversibility, (ii) linearity, (iii) mediation of long-ranged hydrodynamic interactions. This nature leads to counter-intuitive consequences and distinct phenomena for the motion of colloids. For example, in his seminal work, Purcell [30] showed how the propagation of bacteria through water differs significantly from the swimming of a human. For $\mu$m-sized organisms in water, which live in the inertia-less regime, reciprocal motion— changing the organism shape back and forward in a reversible manner— cannot result in a net translation. This fact stems from the time-reversibility

---

5This term was coined by Purcell [30], in the literature it is also known as the resistance matrix.
of the Stokes equation. On the other hand, a human can efficiently swim in water, by applying periodic motions that generate inertial flows. The aforementioned characteristics of the Stokes equation play a crucial role in the context of externally driven rigid objects, as will be discussed in the following sections. In the rest of the section we introduce the main tools and framework in which general problems of driven suspensions are analyzed.

### 1.3. Mobility Matrix

Consider a rigid object driven through a viscous fluid by an external force $\mathbf{F}$ and external torque $\mathbf{\tau}$. The object’s instantaneous linear and angular velocities follow Newton’s and Euler’s second laws, respectively,

$$
\begin{align*}
    m\dot{\mathbf{V}} &= \mathbf{F}_{\text{drag}} + \mathbf{F}, \\
    \mathbf{I} \cdot \dot{\mathbf{\omega}} &= \mathbf{\tau}_{\text{drag}} + \mathbf{\tau},
\end{align*}
$$

where $m$ is the mass of the object and $\mathbf{I}$ is its tensor of inertia. The ratio between the change of inertia and the drag terms goes as $\rho_o/\rho_l\text{Re}$, where $\rho_o$ is the object’s mass density. Thus, the limit of zero Reynolds number corresponds to an inertia-less regime, where the inertia of both fluid and embedded objects are negligible. Under these conditions, at any given time we have $\mathbf{F}_{\text{drag}} = -\mathbf{F}$ and $\mathbf{\tau}_{\text{drag}} = -\mathbf{\tau}$. Using Eq. (1.20) we get the linear relation

$$
\begin{pmatrix}
    \mathbf{V} \\
    \mathbf{\omega}
\end{pmatrix} = \mathbf{M} \begin{pmatrix}
    \mathbf{F} \\
    \mathbf{\tau}
\end{pmatrix}, \text{ with } \mathbf{M} = \mathbf{P}^{-1} = \begin{pmatrix}
    \mathbf{A} & \mathbf{T} \\
    \mathbf{T}^T & \mathbf{S}
\end{pmatrix}. 
$$

The matrix $\mathbf{M}$ is the self-mobility matrix of the object. It is a geometric property that depends on the object’s shape and orientation. The mobility matrix is symmetric, i.e., $\mathbf{A} = \mathbf{A}^T$, $\mathbf{S} = \mathbf{S}^T$, $\mathbf{T} = \mathbf{T}^T$, and positive definite. Onsager relations dictate the former property, whereas the latter one is demanded by positive energy dissipation rate,

$$
\dot{E}_{\text{dissipation}} = (\mathbf{V}, \mathbf{\omega})^T \cdot (\mathbf{F}, \mathbf{\tau}) = \eta^{-1}(\mathbf{F}, \mathbf{\tau})^T \cdot \mathbf{M} \cdot (\mathbf{F}, \mathbf{\tau}) > 0.
$$

The propulsion matrix, $\mathbf{P}$, being the inverse of $\mathbf{M}$, is symmetric and positive-definite as well. The linear response represented by $\mathbf{M}$ comprises tensors— the diagonal blocks $\mathbf{A}$ and $\mathbf{S}$, relating between two vectors or two pseudo vectors, respectively; and a pseudo tensor— $\mathbf{T}$, relating between a vector and a pseudo vector. Henceforth, for simplicity we will refer to $\mathbf{M}$ or its blocks as “matrices”. Following the terminology of Ref. [34] for the $3 \times 3$ blocks of the mobility matrix we have: $\mathbf{A}$– the alacrity matrix, $\mathbf{S}$-- the screw matrix, and $\mathbf{T}$– the twist matrix. We note that the different blocks scale as $\eta^{-1}$, but with different powers of the object’s typical linear size $\ell$: $\mathbf{A} \sim \eta^{-1}\ell^{-1}$, $\mathbf{T} \sim \eta^{-1}\ell^{-2}$, and $\mathbf{S} \sim \eta^{-1}\ell^{-3}$.

---

6 The mobility matrix also depends on the boundary condition on the object surface. As specified above, we assume a no-slip boundary condition.
The mobility matrix depends on the choice of object’s origin. Consider two frames, \( \Sigma \) and \( \Sigma' \), which differ only by the point about which the objects’ linear velocity and external torque are measured. Let \( \mathbf{h} \) be the vector pointing from the origin in \( \Sigma \) to the origin of \( \Sigma' \). The relation between \( M \) and \( M' \) can be found by requiring that in both frames, the object feels the same net force and torque and thus responds with the same motion \([32, 34]\). This requirement entails \( \mathbf{F} = \mathbf{F}' \), \( \mathbf{\tau} = \mathbf{\tau}' + \mathbf{h} \times \mathbf{F} \), \( \mathbf{V} = \mathbf{V}' - \omega \times \mathbf{h} \), and \( \omega = \omega' \), which in turn results in the following linear transformation \([34]\):

\[
M = \begin{pmatrix}
I_{3 \times 3} & \mathbf{h}^x \\
0 & I_{3 \times 3}
\end{pmatrix}
M' = \begin{pmatrix}
I_{3 \times 3} & 0 \\
-h^x & I_{3 \times 3}
\end{pmatrix},
\]

where a vector \( \mathbf{y} \) with a superscript \( ^x \) indicates the matrix \((\mathbf{y}^x)_{ij} = \epsilon_{ijk}y_k\), and \( \epsilon \) is the Levi-Civita tensor.

Hereafter we consider the following scenario: We focus on objects subjected only to an external force, with no net torque, e.g., as in sedimentation. This, in turn, allows us to use the following simplification: To resolve the ambiguity of mobility matrices referring to choice of different origins, we will choose the object’s origin as the forcing point, \( \text{viz} \), where the measured torque is zero. For instance, in the case of sedimentation, for an object with a uniform mass distribution the origin is taken at the center of buoyant mass.

The mobility matrix of an arbitrarily shaped object can be determined numerically by solving a hydrodynamic problem in the proper geometry, defined by the object’s shape; see Sec. 1.2.3. There are equivalent numerical schemes, known as boundary integral methods, in which 2D boundary integral equations are solved instead of solving the 3D partial differential equations governing the Stokes flow \([24, 28, 35]\). There are more convenient methods for calculating analytically or numerically the mobility matrix of an object, without solving explicitly the hydrodynamic problem. For example, if the object consists of a discrete set of small spheres, separated by much larger rigid distances, the mobility matrix can be calculated analytically by approximating each sphere as a point-force (stokeslet). Since this type of objects will be considered in the following Chapters, we elaborate on their properties separately in Sec. 1.4.4. In the case of continuous smooth objects, there are three numerical routines known in the literature. The first technique uses extrapolation of the stokeslets approximation by smoothing the singularity of the stokeslets \([36]\); the second method uses hydrodynamic codes for objects composed of ellipsoids \([37]\); and the third method uses the known spherical harmonics, or force multipole expansion, of the Stokes flow outside a single sphere \([38–40]\).

**Péclet Number**

Even in the absence of driving, a colloidal object suspended in a fluid undergoes a seemingly random motion due to its incessant collisions with the fluid molecules. This is the well known
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Brownian motion, named after the botanist Robert Brown who observed this transport phenomenon in 1827. Einstein [41] showed that the Brownian motion of an object is equivalent to a diffusion process. His famous result connects the diffusion coefficients $D$ to the mobility of the object via fluctuation-dissipation relations— $D = k_B T M$, where $T$ is the fluid temperature. When a Brownian object is subjected to an external drive, its transport and orientation are dictated by a stochastic feature of diffusion and a deterministic response to the external drive. The relative strength between these two features is given by the corresponding Péclet numbers for translation and rotation, respectively:

$$\text{Pe}_T = \frac{\ell |\mathbf{V}|}{D_T}, \quad \text{Pe}_R = \frac{|\mathbf{\omega}|}{D_R},$$ (1.25)

where $D_T$ are $D_R$ are the translational and rotational diffusion coefficients. For $\text{Pe} \gg 1$ the dynamics is essentially deterministic while for $\text{Pe} \ll 1$ the dynamics is stochastic. Throughout this Thesis we will consider the limit of high Péclet number, $\text{Pe} \gg 1$, where thermal effects will be neglected. This limit might not be applicable for very small colloidal objects. In the case of sedimentation, the translational Péclet number of an object with typical size $\ell$ is $\text{Pe}_T \sim \ell F / k_B T \sim \ell^4 \Delta \rho g / k_B T$, where $\Delta \rho$ is the density difference between the object and the fluid, and $g$ is the acceleration of gravity. Therefore, for example, a polystyrene sphere with radius of $1 \mu m$ suspended in water at room temperature ($\Delta \rho \approx 40 \text{ kg m}^{-3}$, $k_B T \approx 4 \cdot 10^{-21}$) has a Péclet number of order 1, whereas a sphere with radius of $10 \mu m$ at the same conditions has a Péclet number of order $10^4$.

In the next Sections we consider the motion of driven, non-Brownian objects at zero Reynolds number.

1.4 Single Object Dynamics

The dynamics of an isolated rigid object subjected to an external force is fully captured by the mobility matrix in Eq. (1.23)— the instantaneous linear and angular velocities are given as

$$\mathbf{V} = \mathbf{A} \cdot \mathbf{F},$$ (1.26)

$$\mathbf{\omega} = \mathbf{T} \cdot \mathbf{F}.$$ (1.27)

Below, we provide a general review on the motion of an isolated object— first we consider the case of regular objects whose $T$ matrix vanishes, and then we discuss in detail the case of irregular objects with $T \neq 0$. 
Figure 1.2: Left panel: Sedimentation of an isolated prolate spheroid. The spheroid maintains its orientation ($\omega=0$) while it is gliding horizontally according to its tilted orientation. Right panel: sedimentation of two identical, isolated spheres. The hydrodynamic interaction between the spheres results in (a) translation perpendicular to the force direction, which is absent in the case of a single sphere, and (b) a change in the magnitude of the settling speed; Yet, the interaction does not bring about relative translation between the spheres.

1.4.1 Regular Objects

“Regular objects” will refer to objects with $T = 0$. These objects do not rotate under external body force, regardless of their orientation in space. Spheres and spheroids are examples of such objects. The fact that an isolated sedimenting spheroid maintains its orientation can be understood by symmetry considerations. Consider a spheroid as depicted on the left panel of Fig. 1.2— it is subjected to a constant force at its center, and its major axis is oriented by an angle $\theta$ from the forcing direction. Assume by negation that the spheroid responds to the force with a rotation that decreases $\theta$. On the one hand, time-reversibility of the inertia-less regime requires that inverting the force gives an opposite rotation, viz, increasing $\theta$; On the other hand, reversing the force keeps the same physical picture, for which we assume that $\theta$ decreases. Hence, we reach a contradiction, and conclude that a spheroid cannot respond with a rotation to a force.

The translational response of regular objects can have a component perpendicular to the force direction. For example, a sedimenting prolate spheroid, whose major axis is tilted with respect to gravity, will glide sideways; see left panel of Fig. 1.2. This gliding effect stems from the fact the drag along the spheroid’s major axis is smaller than the drag along the semi-axis.
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1.4.2 Classification of Irregular Objects

“Irregular objects”— defined as objects with non-vanishing $T$ matrix— exhibit complex dynamics, as their motion possesses coupling between translation and rotation. The tensor $A$ and the pseudo-tensor $T$ rotate as the object rotates with angular velocity $\omega$. Thus, Eq. (1.27) is a nonlinear equation for the object’s orientation. The evolution of $A$ and $T$ in time can be resolved as follows [34, 42, 43]: the relation between the twist matrix at some time $t$ and after a small time interval $dt$, is given by a small rotation,

$$T(t + dt) = (I_{3 \times 3} - dt \omega^\times) \cdot T(t) \cdot (I_{3 \times 3} + dt \omega^\times).$$

Keeping terms up to order $dt$ reads

$$T(t + dt) = T(t) + dt (T \cdot \omega^\times - \omega^\times \cdot T).$$

Next, substituting $\omega$ from Eq. (1.27) and taking the limit $dt \to 0$ we find

$$\dot{T} = [T, (T \cdot F)^\times],$$

(1.28)

where the square brackets denote commutation. The nonlinear differential equation for $T$ in Eq. (1.28) dictates the object’s orientational dynamics. The translational motion varies in time as the object changes its orientation. This is captured by the dynamics of $A$ according to

$$\dot{A} = [A, (T \cdot F)^\times].$$

(1.29)

The derivation of Eq. (1.29) is similar to the one which gives Eq. (1.28). Once the evolution of $A$ and $T$ is found, the motion of the object can be integrated from Eq. (1.26) and Eq. (1.27).

In many cases, it is convenient to work in the body frame ($\Sigma_{(b)}$) where $T_{(b)}$ is constant. In this frame, the external force rotates with angular velocity $-\omega$, and therefore its evolution is dictated by the nonlinear differential equation

$$\dot{F}_{(b)} = -(T_{(b)} \cdot F_{(b)}) \times F_{(b)},$$

(1.30)

(Here we consider a force which is constant in the laboratory frame. If the external force is time varying in $\Sigma$, then the term $\partial_t F_{(b)}$ should be added to the right-hand-side of Eq. (1.30)). Since $|F|$ is constant, Eq. (1.30) describes a dynamical system on a 2D surface of a sphere. Such a system can evolve into three different orbits— fixed point, closed orbit, or limit cycle [44]. We divide the objects whose $T$ is nonzero into three classes (not directly related to the latter three kinds of orbits) [34, 42, 43, 45]:

1. “Symmetric-$T$” objects— correspond to symmetric $T_{(b)}$. The twist matrix has 3 real eigenvalues, and thus, the dynamical system for $F_{(b)}$ has six fixed points, given by the
directed by the corresponding eigenvectors—four of them are neutrally stable and the two others are unstable. In addition, all the trajectories of \( F(b) \) are closed orbits. This fact can be deduced from an analogy to free rotation from classical mechanics. There, a rigid object, with a symmetric tensor of inertia \( \mathbb{I} \), rotates with a constant angular momentum \( \mathbb{L} \). The motion is mandated by Euler’s equation \( \dot{\omega} = \mathbb{I}^{-1} \cdot \mathbb{L} \), in analogy to Eq. (1.27). The vector \( \mathbb{L} \) is constrained to lie on a sphere of radius \( |\mathbb{L}| \). In addition, the symmetry of \( \mathbb{I} \) refers to a conservation of the energy \( E = \frac{1}{2} \mathbb{L}^T \cdot \mathbb{I} \cdot \mathbb{L} \), which in turn, constrains \( \mathbb{L} \) to another closed surface. The two constraining surfaces enforce the trajectory of \( \mathbb{L}(b) \) to lie in a closed orbit. Therefore, the orientational motion of a driven symmetric-T colloid in the laboratory frame is equivalent to the motion achieved by flipping a rigid body to the air.

2. “Self-aligning” objects—correspond to objects with a twist matrix which is sufficiently asymmetric such that it has only one real eigenvalue, \( \lambda_3 \). This Thesis will mostly focus on this type of objects. These objects were shown to occupy a significant portion of the space of irregular objects [34]. The dynamical system in the body frame \( \Sigma(b) \) has one globally stable fixed point and an unstable one. The matching ultimate dynamics in the laboratory frame involves an alignment of the eigenvector corresponding to \( \lambda_3 \) with the force direction, and rotation about this direction with an angular velocity \( \lambda_3 |F| \). Ref. [34] studied thoroughly the properties of self-aligning objects. The next Subsection is devoted to the dynamics of self-aligning objects and its applications.

3. “Non-aligning” objects—correspond to \( T(b) \) which has three real eigenvalues but is not symmetric. The dynamics in this case is richer than in the self-aligning class. Basically, there are two stable fixed points and limit cycles may also appear.

### 1.4.3 Dynamics of a Self-Alighting Object

The dynamics of self-aligning objects contains two distinguished features: (1) alignment of a specific eigen-direction affixed to the object with the force, and (2) axial rotation about this ultimate aligned state. These two features are captured by the twist matrix \( T \), and thus, are geometrical properties of the object. In what follows, we analyze in more detail the aligning dynamics and review the interesting consequences arising from the ultimate rotation.

Let us consider the motion of \( F(b) \) according to Eq. (1.30). This autonomous equation has two fixed points, in opposite directions, given by the eigenvectors \( \pm v_{3,(b)} \) that corresponds to \( \lambda_3 \). The stability of the fixed points can be determined by the time-derivative of the quantity \( F(b) \cdot v_{3,(b)} \) — its sign tells whether \( F(b) \) moves toward or away from the fixed point. One can show [34, 43] that \( \partial_t F(b) \cdot v_{3,(b)} \) keeps its sign for any \( F(b) \neq \pm v_{3,(b)} \); hence, one direction, \( v_{3,(b)} \) or \( -v_{3,(b)} \), is a globally stable fixed point whereas the other is unstable.

Another useful quantification of the fixed point is given by a linear stability analysis. With-
out loss of generality, assume that $v_{3,(b)}$ is the stable fixed point. Substituting $F_{(b)} = v_{(3)} + \delta F$ into Eq. (1.30), and keeping terms up to order $O(\delta F)$, we have

$$\dot{\delta F} = (v_{3,(b)}^T \cdot T_{(b)} - \lambda_3 v_{3,(b)}^x) \cdot \delta F.$$ (1.31)

The stability matrix $(v_{3,(b)}^x \cdot T_{(b)} - \lambda_3 v_{3,(b)}^x)$ has a zero eigenvalue that corresponds to $v_{3,(b)}$, and two nonzero ones. The real values of the latter two, denoted hereafter by $a_1$ and $a_2$, are negative, giving the rates at which an aligned state is restored from a slightly misaligned one. This quantity characterizes the alignability strength of self-aligning objects.

The real eigenvalue $\lambda_3$ characterizes the ultimate rotation of an externally driven self-aligning object. The choice of a rotation sense under a unidirectional force— given by the sign of $\lambda_3$— implies a chiral response. Such richer responses can be exploited to obtain “steerable colloids”— objects whose orientation and transport can be controlled in much more detail. One example is the application of external torque by a rotating uniform magnetic field to achieve efficient transport of chiral magnetic objects [2]. This is based on the dynamics according to $V = T^T \cdot \tau$. Another example, which is relevant to this Thesis, is the ability to achieve orientational alignment of asymmetric objects by applying an external force.

Sedimentation of many identical, self-aligning, non-interacting objects, which are initially distributed in different orientations, results in partial orientational alignment. It is partial because each object has its own phase, depending on its own initial orientation. Refs. [46–48] provided two time-dependent forcing protocols to reach full alignment of non-interacting, self-aligning objects— (1) a force randomly alternating in time between two directions, and (2) a force uniformly rotating about an axis. The theory guarantees full alignment only in the limit of an infinitely dilute system, in which the interaction between the objects is neglected. The effect of hydrodynamic interactions on orientational alignment is one of the subjects studied in this Thesis.

### 1.4.4 Stokeslets Objects

In this Thesis we aim to study general properties of driven asymmetric objects, thus, we do not restrict ourselves to specific object shapes. A useful approach to demonstrate, or to numerically explore, generic trends is through randomly generated objects. Arguably the simplest form of an arbitrarily shaped object is the so-called stokeslets object—a discrete set of small spheres, separated by much larger, rigid distances, where each sphere is approximated as a point force. The usefulness of this simple type of objects was illustrated in Ref. [34] which studied general properties of the motion of a single self-aligning object. We now present in detail how the mobility matrix of stokeslets objects can be determined explicitly.

The mobility matrix of stokeslets objects can be derived self-consistently from linear rela-
tions describing the stokeslets’ configuration [34, 49]. This method is based on the approach of Kirkwood and Riseman, as described by Ref. [50]. Consider an object consisting of \( N \) stokeslets, which moves with linear and angular velocities \( \mathbf{V} \) and \( \omega \). The configuration and its kinematics are represented by the following sets of \( N \) 3-vectors (denoted by underlined letters, see Sec. 1.8): the stokeslets’ strengths, \( \mathbf{f} = (f_1, \ldots, f_N) \); their positions measured from the object’s origin, \( \mathbf{r} = (r_1, \ldots, r_N) \); and the velocities of the spheres representing the stokeslets, \( \mathbf{v} = (v_1, \ldots, v_N) \). Each sphere is of radius \( \varrho \), where \( \varrho < \min(r_1, \ldots, r_N) \). An illustration of a stokeslet object is given in Fig. 1.3 (see also Fig. 2.2). The boundary conditions at the sphere surface enter only through its self-mobility coefficient (i.e., through the use of the Stokes mobility). The velocity of the \( n \)th sphere is known from the object’s linear and angular velocities, \( \mathbf{v}_n = \mathbf{V} + \omega \times \mathbf{r}_n \). In a matrix form we can write

\[
\mathbf{v} = \mathbf{U} \cdot \begin{pmatrix} \mathbf{V} \\ \omega \end{pmatrix}, \quad \text{with} \quad \mathbf{U} = \begin{pmatrix} \mathbb{I}_{3 \times 3}, -r_1^x \\ \vdots \\ \mathbb{I}_{3 \times 3}, -r_N^x \end{pmatrix}.
\]  

(1.32)

Next, we derive the linear relation between the stokeslets and the spheres’ velocities. Consider the stokeslet at position \( \mathbf{r}_n \). The flow at that point is generated by the other stokeslets, \( \mathbf{u}(\mathbf{r}^n) = \sum_{m \neq n} \mathbf{G}(\mathbf{r}_n - \mathbf{r}_m) \cdot \mathbf{f}_m \). The stokeslet at that point is proportional to the velocity of the sphere relative to the local flow, \( \mathbf{f}_n = (6\pi\eta\varrho)^{-1} (\mathbf{v}_n - \mathbf{u}(\mathbf{r}_n)) \). This gives a linear relation between the stokeslets and the velocities of the spheres,

\[
\mathbf{v} = \mathbf{L} \cdot \mathbf{f},
\]

(1.33)

where the \( 3N \times 3N \) matrix \( \mathbf{L} \) is composed of the following \( N^2 \) \( 3 \times 3 \) blocks:

\[
(\mathbf{L}_{nm}) = \begin{cases} 
\mathbf{G}(\mathbf{r}_n - \mathbf{r}_m) & \text{if } n \neq m \\
(6\pi\eta\varrho)^{-1}\mathbb{I}_{3 \times 3} & \text{if } n = m 
\end{cases}.
\]

(1.34)

Let us now find the mobility matrix, in Eq. (1.23), which gives the object’s linear and angular velocities as a response to the external force and torque acting on it. The latter two must be equal to the sum of the stokeslets and the corresponding total torque, respectively. In a matrix form we can write

\[
\begin{pmatrix} \mathbf{F} \\ \tau \end{pmatrix} = \mathbf{U}^T \cdot \mathbf{f},
\]

(1.35)

where \( \mathbf{U} \) is defined in Eq. (1.32). Using the linear relations of Eq. (1.32), Eq. (1.33), and Eq. (1.35) we have

\[
\mathbf{U}^T \cdot \mathbf{L}^{-1} \cdot \mathbf{U} \cdot \begin{pmatrix} \mathbf{V} \\ \omega \end{pmatrix} = \begin{pmatrix} \mathbf{F} \\ \tau \end{pmatrix}
\]

From this expression we identify the self-mobility matrix as

\[
\mathbf{M} = \left[ \mathbf{U}^T \cdot \mathbf{L}^{-1} \cdot \mathbf{U} \right]^{-1}.
\]

(1.36)
Figure 1.3: Illustration of a stokeslet object. The object comprises small spheres, with radius $\varrho$, separated by rigid, dragless distances. Each sphere represents a stokeslet (red solid arrows). The linear velocity of the $i$-th stokeslet is $v_i$ (green dashed arrows), and its position relative to the object’s origin is $r_i$ (black dashed lines).

The expression in Eq. (1.36) allows to calculate the mobility matrix of stokeslets objects, based on the stokeslets’ configuration, the radius of the spheres they represent, and the Oseen tensor alone. The method described here can be generalized to the case of a discrete set of spheres with different radii [34, 49], or to the case of non-sparse objects [49]. In the latter scenario one can use the Rotne-Prager-Yamakawa tensor [51, 52]— a finite-size correction to the Oseen tensor. In addition, stokeslets objects provide a framework for calculating mobilities of compact objects, as mentioned in Sec. 1.3.1.

1.5 A Pair of Objects

The motion of two objects involves long-ranged correlations, excited by the force on each object. The self-mobility of a single object (Eq. (1.23)) can be generalized to the case of two or more objects which are driven through a viscous fluid— the velocities of the suspended objects at a given moment are proportional to the external forces acting at that moment [53]. In particular, the instantaneous response of two rigid objects, $a$ and $b$, subject to external forces and torques $F^a, F^b$ and $\tau^a, \tau^b$ is captured by a $12 \times 12$ pair-mobility matrix [24, 32, 53]:

$$
\begin{pmatrix}
V^a \\
\omega^a \\
V^b \\
\omega^b
\end{pmatrix}
= 
\begin{pmatrix}
A^{aa} & (T^{aa})^T \\
T^{aa} & S^{aa} \\
A^{ab} & (T^{ba})^T \\
T^{ba} & S^{ab}
\end{pmatrix}
\begin{pmatrix}
F^a \\
\tau^a \\
F^b \\
\tau^b
\end{pmatrix}.
$$

(1.37)

As in the single-object case, the pair-mobility in Eq. (1.37) is a symmetric and positive definite matrix. It depends on the whole geometry of the system (i.e., the shapes of the objects, their mutual configuration, the shapes of the surrounding boundaries, and the choice of objects’ ori-
gins), as well as the boundary conditions at all the surfaces. The diagonal $6 \times 6$ blocks (with the superscripts $aa$ or $bb$) correspond to the self-response of the objects, which nevertheless depends on the configuration of both objects. The off-diagonal $6 \times 6$ blocks (with the superscripts $ab$ or $ba$) describe the pair hydrodynamic interaction.

Previous studies on the mobility of object pairs and the resulting time-dependent trajectories focused on the case of symmetric objects, e.g., spheres [54–56], and spheroids [57–60]. In addition, several numerical techniques were developed to study pair-mobilities of arbitrarily shaped colloids [61, 62]. The hydrodynamic interaction between two identical sedimenting spheres, isolated in an unbounded fluid, affect the magnitude and the direction of the individual sphere’s motion [54], see right panel of Fig. 1.2. Nevertheless, the interaction does not bring about any relative translation— the spheres neither reduce nor increase their mutual distance while settling through the fluid. This remarkable result can be related to the time-reversal symmetry of the Stokes equations [63]. Assume by negation that the spheres get further apart while forced along the $-z$ direction. Reversibility implies that if the forces are reversed, i.e., pointing along the $z$ direction, then the spheres will get closer; however, reversing the forces does not change the physical picture, and we reach a contradiction. Thus, we deduce the fact that the spheres maintain their relative separation under the same force.

1.5.1 Hydrodynamic Pseudopotentials

Pair configurations which deviate from the geometry of two spheres in an unbounded fluid may lead to relative translation induced by hydrodynamic interaction. For instance, consider two point-like objects (stokeslets) placed in parallel to a solid wall and forced away from the wall. The flow generated by one stokeslet will advect the other object towards it (and vice versa); see flow lines of a stokeslet near a wall on the right panel of Fig. 1.1. Hence, two objects moving away from the wall develop relative velocity, making them approach one another. In the same manner, settling of two spheres towards the wall leads to separation between the spheres, as was demonstrated in numerical simulations by Tran-Cong and Phan-Thien [62]. Squires and Brenner [64] showed how such flow-mediated effects can explain the optical tweezers experiments in Ref. [65], which measured long-ranged attraction between two like-charged spheres in the presence of a similarly charged wall. Similar apparent interactions were observed in other pair configurations [66], as well as in more complex phenomena, such as collective phonon-like excitations in driven object arrays [67, 68]. Squires [69] referred to such effects as “hydrodynamic pseudopotentials” as the apparent interactions merely originate from the flow velocity fields generated by the driven objects rather than from any direct, e.g., electrostatic or van der Waals interaction.

Whereas previous studies of such hydrodynamic couplings treated specific experimental scenarios, this Thesis addresses the general geometrical principles underlying apparent hydrodynamic interactions.
1.6 Three to Many Objects

The vanishing relative velocity between two spheres is violated already at the level of three spheres. Moreover, it has been shown that the settling trajectories of three spheres in a vertical plane within a quiescent, unbounded 3D-fluid are sensitive to the initial configuration of the spheres [70]. This chaotic behavior arises purely from hydrodynamic interactions in the inertia-less regime. Although the Stokes equation governing the flow are linear, the dynamics of a driven suspension is dictated by a nonlinear equation, including, for example, the $1/R$ Oseen interaction between object pairs with mutual separation $R$; see Eq. (1.15). The effect of the nonlinear, long-ranged interactions is even more pronounced in the case of a many-body system. There, they lead to a stochastic-like behavior of the driven suspension. Examples for related ubiquitous physical processes are sedimentation—the settling of colloidal objects under gravity [71]; bed fluidization [72]—where an upward constant fluid flow is injected through a settling suspension; and externally sheared colloidal materials [73]. An example for clear evidence of stochasticity is the diffusion of a tracer object in the midst of the driven suspension, as was observed in numerical simulations [74] and experiments [75, 76] of sedimenting non-Brownian spheres.

1.6.1 Sedimentation

We focus on steady sedimentation, i.e, a bulk of settling objects with a constant, spatially uniform number density, and whose statistical state is stationary [77]. The many-body long-ranged interactions, and the non-equilibrium nature of this process, lead to various paradoxes where theory or simulations do not agree with experiments. Some of these paradoxes were eventually resolved, whereas others are still under debate; see recent Reviews in Refs. [63] and [78]. In this section we present the problem of sedimenting spheres, which has been extensively studied in experiments and previous theoretical works.

Consider a suspension consisting of spheres of radius $\ell$. Each sphere is subjected to a constant external force—a combination of gravity and buoyancy—$F = -\frac{4}{3}\pi \ell^3 (\rho_o - \rho_f) g \hat{z}$, where $\rho_o$ is the object’s mass density and $g$ is the acceleration of gravity. We indicate the velocity of an isolated sphere by $V_s$, which according to Stokes’ Formula reads $V_s = F / (6\pi \eta \ell)$. In a sedimenting suspension, the many-body hydrodynamic interactions result in a distribution of objects’ velocities, both in parallel and perpendicular to gravity. In the dilute limit, a naïve estimation of the mean settling velocity can be achieved by calculating the velocity of a test object, while all the other objects are assumed to be point-like,

$$\bar{V}_i = V_{s,i} + \int_{L^3} G_{ij}(\mathbf{r}) F_j c_0 d\mathbf{r},$$

(1.38)

where $G$ is the Oseen tensor given in Eq. (1.15), $c_0$ is the mean number density of the suspen-
sion, and $L^3$ is the volume of the system. Since $G \sim 1/r$ the integral in Eq. (1.38) diverges with the size of the system, $\bar{V} \sim V_s \varphi (L/\ell)^2$, where $\varphi = \phi_0 4\pi \ell^3 / 3$ is the volume fraction of the suspension. However, experiments clearly indicate a finite mean settling velocity, measuring $\bar{V} \approx V_s (1 - 5\varphi)$ for the dilute limit $\varphi \ll 1$. While two isolated sedimenting spheres settle faster than a single one, many spheres, on average, settle more slowly (this effect is sometimes termed hindered velocity). A quantitative theoretical treatment that explains the experimental results was first given by Batchelor [79]. He noted that in a finite container, having an impenetrable bottom, the mean velocity of the whole suspension must vanish; Thus, he concluded that there must be a steady fluid backflow from the bottom of the container, which on average cancels the flow generated by the settling spheres. The volume flux carried by the sedimenting objects, and therefore the backflow, is proportional to $\varphi$. An explicit calculation yields [79, 80]

$$\bar{V} = V_s (1 - 6.55\varphi). \quad (1.39)$$

(An alternative renormalization analysis was given by Hinch [81]. He modified the fluid equations by considering effective density and viscosity.)

Another key issue of steady sedimentation, which is still under debate, is the magnitude of the settling velocity variance. Caflisch and Luke [82] pointed out that the magnitude of velocity fluctuations of individual objects should diverge with the system’s size. This prediction has been evident in numerical simulations [74, 83–86] as well; however, experimentally, the indefinite growth of velocity fluctuations with system size has not been observed [71, 75, 76]. Over the years, several theories [63, 87–89] have been developed to resolve this discrepancy between experiments and theory or simulations.

The extent of object’s velocity fluctuation in steady sedimentation is directly related to the statistics of objects’ number density. This can be shown by the following scaling argument of Ref. [80]. Consider a blob of radius $R$. The number of objects inside the blob has an average $\sim \phi_0 R^3$, and, assuming Poissonian fluctuations, a standard deviation $\sim \sqrt{\phi_0} R^3$. The velocity fluctuation of the blob can be found by equating the force fluctuation within the blob and the total drag acting on it, $6\pi \eta R \delta V^2 = \sqrt{\phi_0} R^3 F$. Thus, the velocity variance grows as the linear size of the blob, $\delta V^2 \sim R$. Since there is no limitation on the size of the blob, this scaling argument suggests that the variance of settling velocity should diverge with the system’s size $L$. This is the famous Caflish-Luke result. Conversely, if we demand that the velocity fluctuation be independent of system size, then the variance of the number of objects in the blob should increase as $R^2$, i.e., as the surface rather than the volume. (See Sec. 1.6.2 below.)

The relation between concentration and velocity fluctuations can be quantified more explicitly [63, 89]. A local fluctuation in number density, $c(r)$, corresponds to a fluctuation in force density, $c(r)F$, which in turn generates a flow

$$u_i(r) = \int G_{ij}(r - r')c(r')F_j(r')dr' = -F \int G_{iz}(r - r')c(r')dr'. \quad (1.40)$$
The resulting velocity point-correlation reads

$$\langle u_i^2(0) \rangle = F^2 \int G_{iz}(r') G_{iz}(r'' + r') \langle c(r') c(r'' + r') \rangle dr' dr'' \sim \int \frac{1}{r^2} \langle c(0) c(r) \rangle dr, \quad (1.41)$$

or in Fourier space

$$\langle u_i^2(0) \rangle = \frac{c_0 F^2}{(2\pi)^3} \int \left| \tilde{G}_{iz}(q) \right|^2 S(q) dq \sim \int \frac{1}{q^4} S(q) dq, \quad (1.42)$$

where

$$S(q) = c_0^{-1} \int \langle c(0) c(r) \rangle e^{iqr} dr \quad (1.43)$$

is the static structure factor of the suspension. If there are no long-range correlations in concentration fluctuations, i.e., $S(q) \sim \text{Constant}$, then the integral in Eq. (1.42) diverges linearly with the size of the system, in accordance with the scaling result above. Therefore, in the inertia-less regime, finite velocity fluctuations must be accompanied with a mechanism which smooths inhomogeneities and results in density correlations characterized by $S(q \to 0) = q^a$ with $a > 1$. Indeed, the latter property was observed in experiments [90] and numerical simulations [91] of settling spheres; see also Sec. 1.6.2.

The experiments in Refs. [71] and [92] observed large-scale velocity correlations in the form of swirls, having a finite range of $\xi \approx 20 \ell_0 \varphi^{-1/3}$. They measured for $0.01% < \varphi < 5%$ a finite velocity variance $\langle u^2 \rangle \sim \xi$ whenever the size of the system (container) was larger than the typical length $\xi$. Following these observations of hydrodynamic screening, several screening mechanisms have been suggested, where a characteristic length emerges from correlations between concentration fluctuations [87], e.g., as a result of stratification [93, 94]; inertial effects [89]; side-wall effects [89]; and noise-induced concentration fluctuations [63, 88].

In this section we have focused on sedimentation of spherical objects, as this phenomenon demonstrates well the underling physics and the relevant questions referring to the dynamical process of sedimentation. We note that sedimentation of non-spherical suspensions, such as spheroids [95, 96], rod-like objects [97–103], and permeable spheres [104], were studied as well. Moreover, it is crucial to mention that these systems show qualitatively different behavior from the spherical case. For instance, dilute suspensions of rods exhibit clumping instability, alignment in the direction of gravity, and occasional flipping [99].

In the next Subsection we present a standard model for analyzing correlations in sedimentation of spheres. As was indicated above, this steady, dynamical process involves suppression of long-wavelength concentration correlations. Sec. 1.6.2 presents this property— known as hyperuniformity— in the more general context studied recently.
Levine, Ramaswamy, Frey, and Bruinsma (LRFB) [88] studied a stochastic continuum model (fluctuating hydrodynamics) of steady sedimentation. They considered a coarse-grained model, ignoring microscopic details, that accounts for large length and time scales of the system. In such a description only the most slowly-varying fields are considered. For steady sedimentation, these are two conserved variables [105]— concentration of suspended objects and momentum density of the suspension. The aforementioned chaotic behavior of many-body dynamics in Stokes flow enters into the description of the long wavelength degrees of freedom as two stochastic terms— random fluxes of objects, which is a direct effect of the eliminated fast degrees of freedom, and an indirect, diffusive flux. The latter is characterized by a phenomenological matrix of diffusion coefficients $\mathbf{D}$, measurable in experiments [75]. The fluctuating object fluxes $f(\mathbf{r},t)$, are assumed to follow a Gaussian white noise with variance $\langle f^T(\mathbf{r},t)f(\mathbf{r}',t') \rangle = 2c_0 N \delta(\mathbf{r}-\mathbf{r}') \delta(t-t')$ [63, 88], where the phenomenological parameters $N$ can be determined from numerical simulations [91]. The two non-Brownian stochastic responses emerge from the complex many-body interactions excited by the external drive $F$ at each object, therefore: (i) They are not bound to obey a fluctuation-dissipation relation, i.e., $\mathbf{D}$ is not necessarily equal to $N$. (ii) Based on dimensional considerations, both phenomenological parameters, $\mathbf{D}$ and $N$, should scale as $tV \sim F/\eta$. (iii) Following the axial symmetry of the system, $\mathbf{D}$ and $N$ must be axisymmetric tensors, e.g., $D_{ij} = D_\perp \delta_{ij} + (D_\perp - D_z) \delta_{iz} \delta_{jz}$, where $\perp$ refers to the direction perpendicular to gravity.

Following the above principles, the objects’ concentration and the velocity fields are coupled via a stochastic advection–diffusion equation

$$\partial_t c(\mathbf{r},t) + \nabla \cdot \left[ (c_0 + c(\mathbf{r},t)) \mathbf{V} - \mathbf{D} \cdot \nabla c(\mathbf{r},t) - f(\mathbf{r},t) \right] = 0,$$

where $c(\mathbf{r},t)$ is the fluctuation in concentration about the mean, and $\mathbf{V}(\mathbf{r},t)$ is the objects’ velocity fluctuation field about the mean settling velocity $\bar{\mathbf{V}}$.

While the applicability of fluctuating hydrodynamics for describing steady sedimentation has been criticized by some authors, e.g., in Ref. [78], it has been successfully applied to explain several notable properties of steady sedimentation, as described below.

First, the original work by LRFB [88] yields the characteristic length $\zeta$ (up to prefactor) that was measured in early experiments [71, 92]. In their model, the objects are point-like, and thus, are merely advected with the fluid velocity, $\mathbf{V} = \mathbf{u}$, where $\mathbf{u}$ is given in Eq. (1.40). Consequently, the objects’ flow is divergenceless ($\partial_i V_i = 0$) and proportional to $c$ through the long-ranged interaction ($G(\mathbf{r}) \sim 1/r$). This results in a nonlinear ($\sim c^2$) advective term in the stochastic equation for $c(\mathbf{r},t)$, Eq. (1.44). Substituting $\mathbf{V}$ from Eq. (1.40) into Eq. (1.44), and
Fourier transforming, gives
\[ \partial_t \hat{c}(q,t) + \mathbf{q} \cdot \nabla \hat{c}(q,t) + i \int \mathbf{q} \hat{G}_\mathbf{i}(\mathbf{k}) \hat{c}(\mathbf{k},t) \hat{c}(\mathbf{q} - \mathbf{k},t) + i \mathbf{q} \cdot \hat{f} = 0. \] (1.45)

LRFB utilized a self-consistent scheme, based on one loop expansion in mode-coupling theory [106, 107], and found that the nonlinear advection renormalizes the diffusive relaxation rate \( \sim D q^2 \), adding a non-diffusive one \( \sim \gamma_0 (q_\perp / q)^2 \). The constant \( \gamma_0 \) depends on the mean concentration \( c_0 \), the Péclet number of the suspension \( \text{Pe} \equiv F / (\eta D_\perp) \), and the ratios between the phenomenological parameters \( D \) and \( N \). The resulting structure factor, Eq. (1.43), reads
\[ S(q) = \frac{N q^2}{D_\perp + \gamma_0 (q_\perp / q)^2}. \] (1.46)

The non-diffusive relaxation rate \( \gamma_0 (q_\perp / q)^2 \) causes \( S(q) \) to decay to zero as \( q^2 \), except for the line \( q = q_\perp \mathbf{z} \) for which \( S(q_\perp \mathbf{z}) \to 0 = N / D_\perp \). The nonlinear mechanism by LRFB produces screening— that is, regulates velocity variance according to Eq. (1.42)— when the inhomogeneity is sufficiently anisotropic (as \( \gamma_0 \) is nonzero for certain ranges of \( D_\perp / D_\perp \) and \( N_\perp / N_\perp \); see Ref. [88]).

There are other non-equilibrium processes that can be described by fluctuating hydrodynamic models. In another example that explores sedimentation of spheres, it was shown that Eq. (1.44) captures the essential details of more recent experiments, once a vertical concentration gradient (stratification) is included in the statistical properties of sedimentation [94].

### 1.6.2 Hyperuniformity

"Hyperuniformity" [108] refers to a system of point pattern that does not possess infinite-wavelength fluctuations\(^7\). While a perfect crystal falls into this definition, recently, many studies indicated the hyperuniform structure of various disordered systems and highlighted the importance of such characterization [108, 110–112]. The structure of these systems lies between that of a crystal, which is ordered and has long-ranged density correlations, and that of a liquid—a disordered state, with no density correlations at large-scales. Below, following previous studies, we provide a mathematical definition of hyperuniformity and mention the interesting basic properties of hyperuniform systems, which are relevant to this Thesis.

Consider \( N \) points distributed in \( d \)-dimensional space. The point pattern’s statistics can be characterized as follows: Let us mark by \( N(R) \) the number of points in a \( d \)-dimensional sphere of radius \( R \), whose center is positioned at some arbitrary point. The number variance of points within the spherical window is
\[ \sigma^2_N \equiv \langle N^2(R) \rangle - \langle N(R) \rangle^2, \] (1.47)

\(^7\)Such point patterns are also known as “superhomogeneous” [109].
where the angular brackets denote ensemble average over different realizations of the point distribution. In the case of a Poisson distribution, for increasing window size, the number variance scales as \( \sigma^2_N(R) = \langle N(R) \rangle \sim R^d \), \( \text{viz} \), grows as the sphere’s volume. Systems in which the number variance grows more slowly than \( R^d \) are termed hyperuniform\(^8\). A crystal is thus hyperuniform since it has \( \sigma^2_N(R) \sim R^{d-1} \) [108].

The suppression of long wavelength fluctuations in hyperuniform systems can be captured by the static structure factor defined in Eq. (1.43). One can show [108, 112] that for such systems \( S(q) \to 0 \) as \( q \to 0 \). This important signature of hyperuniformity is relevant to scattering experiments.

Recent studies showed how hyperuniform structures are useful for designing materials with photonic gaps [113, 114]; play a role in self-organization processes [110, 111, 115]; underlie non-equilibrium transitions from “active” to static absorbing states (including universality with some resemblance to equilibrium phase transitions) [112]; and govern the structure of some jammed systems, such as maximally random jammed object packings [116]. In this Thesis we report a new type of dynamic hyperuniformity in the sedimentation of irregular objects (Chapter 4).

### 1.7 Orientational Dynamics of a Rigid Object

The mobilities of a single, or many, asymmetric objects depend on the orientations of the objects. Therefore, the treatment of a suspension of asymmetric objects must include an efficient representation of 3D object orientations. Below we provide such a convenient representation, which will be used in the Thesis (Chapter 2 and Chapter 3).

#### 1.7.1 Quaternions

Studying the dynamics of arbitrarily shaped objects involves the complexity of rotations in 3D space. The orientation of a rigid object in the laboratory frame is defined by a 3D rotation of axes affixed to the object (the body frame)—there is a \( 3 \times 3 \) rotation matrix \( \mathbf{R} \) such that a vector \( \mathbf{y}^{(b)} \) in the body frame is oriented along \( \mathbf{y}^{(l)} = \mathbf{R} \cdot \mathbf{y}^{(b)} \) in the laboratory frame. The choice of the axes affixed to the object with respect to the laboratory frame is arbitrary. One way to represent a rotation in three dimensions is by an axis of rotation, \( \mathbf{n} \), and a rotation angle, \( \theta \). This representation consists of three independent variables since \( |\mathbf{n}| = 1 \). The corresponding

\(^8\)There are several subtleties concerning the windows’ shape and the choice of its center. We ignore these issues for simplicity and clearer representation of the subject.
rotation matrix is given by the Rodrigues’ rotation formula

$$R_{ij}(\hat{n}, \theta) = (1 - \cos \theta)\hat{n}_i\hat{n}_j + \cos \theta \delta_{ij} + \sin \theta \epsilon_{ikj}\hat{n}_k.$$  \hspace{1cm} (1.48)

In this thesis we will use a more convenient representation of 3D rotations, which is given by four parameters \((\Gamma, \Omega)\) defined as

$$\left(\Gamma, \Omega\right) \equiv \left(\cos \left(\frac{\theta}{2}\right), \hat{n} \sin \left(\frac{\theta}{2}\right)\right).$$  \hspace{1cm} (1.49)

These are the Euler-Rodrigues parameters\(^9\) [117, 118] (also known as Euler parameters or unit quaternion of rotation). The 4-vector \(\hat{Q} = (\Gamma, \Omega)\) satisfies \(|\hat{Q}| = \Gamma^2 + \Omega^2 = 1\). In terms of computational simplicity, efficiency, and stability, this representation surpasses the alternative ones (e.g., Euler angles, or the axis-angle representation described above); Therefore it is ubiquitous in the fields of computer graphics and computer vision [119], as well as in numerical studies of physical phenomena, e.g., calculations of aircraft orbits [120], molecular dynamics simulations [121–123], and studies of colloidal motions [124, 125]. In addition, it can facilitate analytical description, as is evident in the elegant work by Favro [126] on the Brownian motion of arbitrarily shaped objects. Below we describe the properties of the Euler-Rodrigues representation.

1. The parameters \((\Gamma, \Omega)\) and \((-\Gamma, -\Omega)\) correspond to the same rotation. This comes from the fact that rotating with angle \(\theta\) about \(\hat{n}\) is equivalent to rotating with angle \(2\pi - \theta\) about \(-\hat{n}\).

2. The rotation matrix as a function of \((\Gamma, \Omega)\) is given by

$$R(\Gamma, \Omega) = I_{3 \times 3} + 2\Gamma \Omega^x + 2(\Omega^x)^2,$$  \hspace{1cm} (1.50)

where \(I_{3 \times 3}\) is the identity matrix, and as defined above \(\Omega^x\) indicates the matrix \((\Omega^x)_{ij} = \epsilon_{ikj}\Omega_k\), with \(\epsilon\) being the Levi-Civita tensor.

3. Composition of two rotations: rotating by \((\Gamma_0, \Omega_0) = (\cos(\theta_0/2), \hat{n}_0 \sin(\theta_0/2))\) and then by \((\Gamma', \Omega') = (\cos(\theta'/2), \hat{n}' \sin(\theta'/2))\), where \(\hat{n}'\) is measured in the body frame, results in the parameters

$$\left(\Gamma'_0, \Omega'_0\right) = (\Gamma'\Gamma_0 - \Omega' \cdot \Omega_0, \Gamma'\Omega_0 + \Gamma_0\Omega' - \Omega' \times \Omega_0).$$  \hspace{1cm} (1.51)

4. Connection between the object angular velocity and the time derivative of \((\Gamma, \Omega)\): Consider an object whose orientation at time \(t\) results from the rotation \((\Gamma(t), \Omega(t))\). A subsequent rotation in an infinitesimal time interval \(dt\) can be represented by a small angle

---

\(^9\)This representation is related to Pauli matrices: Any 3-vector \(y\) can be identified with a 2-dimensional matrix \(Y = y \cdot \sigma = \sum_{i=1}^3 y_i \sigma_i\), where \(\sigma_i\) is the \(i\)-th Pauli matrix. A rotation in 3D by \((\Gamma, \Omega)\) corresponds to a 2-dimensional rotation matrix \(W(\Gamma, \Omega) = \Gamma + i\Omega \cdot \sigma\), meaning \(Y' = R(\Gamma, \Omega)y \iff Y' = W(\Gamma, \Omega) \cdot Y \cdot W^T(\Gamma, \Omega)\).
\[ \omega_{(b)} dt \ll 1 \] around some axis \( \hat{n} \), where \( \omega_{(b)} = \omega_{(b)} \hat{n} \) is the instantaneous angular velocity of the object measured in the body frame. The orientation of the object at time \( t + dt \) is given by combining, according to Eq. (1.51), the small orientation \( (1, \hat{n} \omega_{(b)} dt / 2) \) successively to the given orientation \( (\Gamma(t), \Omega(t)) \):

\[
(\Gamma(t + dt), \Omega(t + dt)) = \left( \Gamma(t) + \frac{\omega(t) dt}{2} \cdot \Omega(t) + \Gamma \frac{\omega(t) dt}{2} - \frac{\omega(t) dt}{2} \times \Omega \right).
\]

In a matrix form we can write

\[
\begin{pmatrix}
\dot{\Gamma} \\
\dot{\Omega}
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
0 & -\omega^T_{(b)} \\
\omega_{(b)} & -\omega^T_{(b)}
\end{pmatrix} \begin{pmatrix}
\Gamma \\
\Omega
\end{pmatrix}, \quad \text{or} \quad \begin{pmatrix}
\dot{\Gamma} \\
\dot{\Omega}
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
0 & -\omega^T_{(l)} \\
\omega_{(l)} & -\omega^T_{(l)}
\end{pmatrix} \begin{pmatrix}
\Gamma \\
\Omega
\end{pmatrix},
\]

(1.52)

where \( \omega_{(l)} = R(\Gamma, \Omega) \cdot \omega_{(b)} \) is the angular velocity measured in the laboratory frame.

Given the angular velocity evolution \( \omega_{(l)} \), the object’s orientational dynamics can be found by numerical integration\(^{10}\) according to Eq. (1.52).

5. Changing the laboratory frame from \( \Sigma \) to \( \bar{\Sigma} \) by rotation \( (\Gamma_0, \Omega_0) \) corresponds to

\[
\begin{pmatrix}
\Gamma \\
\Omega
\end{pmatrix} = \begin{pmatrix}
\Gamma_0 & \Omega_0^T \\
-\Omega_0 & \Gamma_0 I_{3 \times 3} - \Omega_0^x
\end{pmatrix} \begin{pmatrix}
\Gamma \\
\Omega
\end{pmatrix}.
\]

(1.53)

Since all the 4-vector considered here are of norm 1, the above transformation is unitary.

6. The dot product of two orientation 4-vectors is given as usual by

\[
(\Gamma^a, \Omega^a) \cdot (\Gamma^b, \Omega^b) = \Gamma^a \Gamma^b + \Omega^a \cdot \Omega^b = \cos \left( \frac{\theta^a}{2} \right) \cos \left( \frac{\theta^b}{2} \right) + (\hat{\mathbf{n}}^a \cdot \hat{\mathbf{n}}^b) \sin \left( \frac{\theta^a}{2} \right) \sin \left( \frac{\theta^b}{2} \right).
\]

The unitary transformation in Eq. (1.53) guarantees that the dot-product is conserved under rotations of the laboratory frame.

### 1.8 Glossary of Main Notations and Symbols

The dynamics of arbitrarily shaped objects is complex and requires an elaborate notation. We use the following notation regarding vectors, tensors, and matrices throughout the Thesis:

1. 3-vectors are denoted by a bold letter, \( \mathbf{v} \), and unit 3-vectors by a hat, \( \mathbf{\hat{v}} \).

2. A set of 3-vectors are denoted by underscore, \( \mathbf{F} \).

3. Matrices are marked by a blackboard-bold letter, e.g., \( \mathbf{M} \), where the dimension of the matrix is understood from the context.

---

\(^{10}\)While using the numerical scheme it is important to preserve the relation \( \Gamma^2 + \Omega^2 = 1 \) \cite{121}.\n
4. Tensors of rank 3 are denoted by a capital Greek letter, e.g., $\Phi$.

5. Subscripts with parentheses, e.g., $M_{(2)}$, represent a term in a multipole expansion.

6. $I_{n \times n}$ is the $n \times n$ identity matrix.

7. The matrix $y^\times$ obtained from the vector $y$ is defined as $(y^\times)_{ij} = \epsilon_{ikj}y_k$, such that, for any vector $x$, $y^\times \cdot x = y \times x$.

Next, we provide the main symbols and definitions which are used in the current Chapter and in the work to follow:

1. $u$: fluid velocity.

2. $\eta$: the fluid's viscosity.

3. $G(r)$: The Oseen tensor.

4. $\ell$: the typical linear size of an object, e.g., the radius of a sphere, or one of the axes of a spheroid. For objects of irregular shape, the linear length which is relevant to mobility problems (known as the “hydrodynamic radius”) is proportional to the object radius of gyration [34].

5. $V$: the linear velocity of an object.

6. $\omega$: the angular velocity of an object.

7. $F$: the external force acting on an object.

8. $\tau$: the external torque acting on an object.


10. $A$: Alacrity matrix, which gives the linear velocity of an object as a response to an external force.

11. $T$: Twist matrix, which gives the angular velocity of an object as a response to an external force.

12. object’s origin: the point about which the external torque on an object and its linear velocity are measured.

13. $\lambda_3$: the real eigenvalue of the $T$ matrix of a self-aligning object.

14. $t_{\text{align}}^{-1}$: the slowest rate at which a self-aligning object, once misaligned, returns to its aligned state under constant force. This rate is given by $t_{\text{align}}^{-1} = \alpha F / (\eta \ell^2)$, where $\alpha$ is a dimensionless parameter related to the component of $T$ via $\max \{ \alpha_1 \eta \ell^2, \alpha_2 \eta \ell^2 \}$; see Eq. (1.31) and the text below it.

15. $\phi$: volume fraction of a suspension.

16. $(\Gamma, \Omega)$: Euler-Rodrigues 4-parameters which represent the object’s orientations.
CHAPTER 1. INTRODUCTION

1.9 Outline of the Thesis

In this Introduction we have presented the crucial role of hydrodynamic interactions in the dynamics of externally driven colloidal dispersions. The theories established in previous studies mostly focused on suspensions of symmetrically shaped objects. On the collective level, the long-ranged interactions may create large-scale structures and strong fluctuations, as in the sedimentation of spherical colloids. At the level of a forced pair of symmetric objects, several works addressed the apparent hydrodynamic interactions (pseudopotentials) which were observed in experiments involving confined geometries. The dynamics of arbitrarily shaped objects has been examined more recently, at the level of a single object. The combination of driving and hydrodynamics generally leads to rotation-translation coupling (i.e., in the case of irregular objects). In turn, such coupling can be exploited to achieve rotational coherence between non-interacting colloids.

The rich behavior of an isolated, irregular object under external drive raises two questions: (1) What is the effect of hydrodynamic interactions on the orientational alignment of self-aligning colloids? (2) More generally, in a system of two or many colloids, do irregular objects exhibit new phenomena which is absent in the case of symmetric colloids?

In this Thesis we address these fundamental questions. We consider the limits of zero Reynolds number and high Péclet number, viz, we neglect inertia and thermal fluctuations. We aim to explore general properties of the hydrodynamic interaction which are independent of the nature of specific objects. We thus do not restrict ourselves to specific shape, but rather analyze arbitrarily shaped objects. The following Chapters are organized as follows:

- The feasibility of actually achieving rotational coherence of self-aligning colloids awaits experimental investigations. Until then, we further strengthen the theoretical basis of this phenomenon by studying in Chapter 2 the effect of hydrodynamic interactions on orientational alignment schemes. We study the properties and symmetries governing the hydrodynamic interaction between two identical, arbitrarily shaped objects. We treat analytically the leading (dipolar) terms of the pair-mobility matrix, affecting the instantaneous relative linear and angular velocities of the two objects at large separation. The time-dependent effects of the hydrodynamic interactions are explicitly demonstrated through numerically calculated trajectories of model self-aligning objects composed of four stokeslets. The two key results of Chapter 2 are: (1) The instantaneous hydrodynamic interaction gives rise to relative translation and rotation between the objects. The latter linearly degrades the orientational alignment by an external time-dependent drive. (2) The separation between pairs of self-aligning objects typically increases with time.

- Motivated by these results, in Chapter 3 we continue to explore the hydrodynamic pair-interaction, focusing on its effect on relative translation rather than relative rotation. We expand the theoretical treatment along two separate lines. First, we study the symme-
tries of the instantaneous interaction in relation to the issue of hydrodynamic pseudopotentials. Secondly, we determine the mechanism which results in the typical repulsion between two self-aligning objects presented in Chapter 2. We compare this repulsion with the dynamics of a more symmetric case of uniform spheroids.

- The results of Chapter 2 and Chapter 3 lead us to Chapter 4 in which we study the sedimentation of irregular objects. First, based on the effects studied in the previous Chapters, we provide a qualitative scaling argument for how self-aligning objects can either smooth, or enhance, inhomogeneities in a sedimenting suspension. We then use fluctuating hydrodynamic to study the steady sedimentation of self-aligning objects. We provide quantitative predictions for the behavior of this system, focusing on its hyperuniform structure and screened velocities.

- Finally, in Chapter 5 we propose future theoretical directions motivated by the results and indicate the experimental significance of their implications.

Several appendices at the end of the Thesis provide technical details, which may be useful in future studies.
Chapter 2

Hydrodynamic Interactions between Two Forced Objects of Arbitrary Shape: Effect on Alignment

As discussed in Sec. 1.4.3 above, an irregular, self-aligning object will align itself with an external driving force. Many such non-interacting objects can be brought to full orientational alignment by a time-dependent drive \([46–48]\). The motivation of the current Chapter is to explore the effect of hydrodynamic interaction (HI) between two irregular objects on their correlated dynamics, in particular, their mutual alignment. However, the results introduced below have a broader impact on understanding the role of HI in the motion of asymmetric driven colloids in general.

The theoretical groundwork for treating the HI between arbitrary objects in Stokes flow was laid by Brenner and O’Neill \([53, 128]\). The theory was subsequently applied to a pair of objects of various regular shapes \([54–60]\). There are key differences between regular objects, such as uniform spheroids, and the irregular objects studied here. The symmetries of a uniform spheroid lead to: (a) the absence of a translation-rotation coupling for a single object, and therefore lack of alignability by an external force; (b) the absence of a \(1/R^2\) contribution to the relative velocity developed between two such objects at mutual distance \(R\) (see below). In this Chapter we focus on simple, general properties of the pair HI between two arbitrarily shaped objects at zero Reynolds number, and the resulting effect on their alignment. The study of translational effects will be presented in the subsequent Chapter 3.

The current Chapter is made of two distinct parts. The first part, Sec. 2.1 together with Sec. 2.2, treats rigorously the instantaneous HI, i.e., the pair-mobility matrix. We use Brenner’s

\(^1\)The material presented in this Chapter was published in T. Goldfriend, H. Diamant, and T. A. Witten, Phys. Fluids 27, 123303 (2015) [127].
analytical framework [14, 129], specializing to the leading order of the HI in the distance between the objects (multipole expansion, also known as the method of reflections [32]). The second part addresses the time-dependent trajectories of forced objects. This is a multi-variable, highly non-linear dynamical system exhibiting complex and diverse dynamics. In this second part we are limited to numerical integration of the objects’ trajectories. First, in Sec. 2.3 we derive the resulting properties of model self-aligning objects composed of four stokeslets. Then, in Sec. 2.4 we use them to perform numerical time integration for the evolution of randomly generated object pairs and their alignment.

2.1 Pair-Mobility Matrix: General Considerations

We begin by discussing the general properties and symmetries of the pair-mobility matrix for two arbitrarily shaped objects.

2.1.1 Structure of the Pair-Mobility Matrix

Consider two arbitrarily shaped rigid objects, \(a\) and \(b\), with typical size \(\ell\), subject to external forces and torques \(F^a\), \(F^b\) and \(\tau^a\), \(\tau^b\) in an unbounded, otherwise quiescent fluid of viscosity \(\eta\). In the inertia-less regime, the objects respond with linear and angular velocities to the external forces and torques through a 12\(\times\)12 pair-mobility matrix (see Sec. 1.5),

\[
\begin{pmatrix}
V^a \\
V^b
\end{pmatrix} = \frac{1}{\eta \ell} \begin{pmatrix}
M^{aa} & M^{ab} \\
M^{ba} & M^{bb}
\end{pmatrix}
\begin{pmatrix}
F^a \\
\tau^a / \ell
\end{pmatrix},
\]

(2.1)

where we define generalized velocity and generalized force 6-vectors, \(V^x = (V^x, \ell \omega^x)^T\) and \(F^x = (F^x, \tau^x / \ell)^T\) for \(x = a, b\). We hereafter omit the factor \((\eta \ell)^{-1}\) (i.e., set \(\eta \ell = 1\)). This, together with the representation of the generalized forces and velocities, make the pair-mobility \(M\) dimensionless and dependent on the geometry alone. Since \(V\) and \(\tau\) depend on the choice of object origins, so does the pair-mobility matrix. The transformation between pair-mobility matrices corresponding to different origins is given in Appendix A.1.

The pair-mobility matrix is a function of the objects’ geometries, their orientations, and the vector connecting their origins, indicated hereafter by \(R\). (We define the direction of \(R\) from the origin of object \(b\) to the origin of object \(a\).) The geometry of object \(x\) is denoted by \(r^x\). For example, if the object consists of a discrete set of \(N_x\) stokeslets (see Sec. 1.4.4), then \(r^x\) is a \(3N_x\)-vector specifying the positions of the stokeslets; otherwise, it represents the surface of the object.

The pair-mobility matrix is positive-definite and symmetric [31–33]. Hence, \(M^{ab} = (M^{ba})^T\),
and the self-blocks can be written as

\[ M^{xx} = \begin{pmatrix} A^{xx} & (T^{xx})^T \\ T^{xx} & S^{xx} \end{pmatrix} \].

As in the analysis of Ref. [34] for isolated objects, the self-mobility matrix contains the following 3 × 3 blocks: the alacrity matrix \( A \) (translational response to force); the screw matrix \( S \) (rotational response to torque); and the twist matrix \( T \) (translation–rotation coupling). The twist matrix characterizes the alignability and chiral response of the object (the sense of rotation under a force). In the present Chapter we deal with self-aligning objects, whose individual \( T \) is necessarily non-vanishing; see Sec. 1.4.2. Furthermore, in the case of a pair of objects, the presence of the other object makes the self-twist matrix, \( T^{xx} \), differ from the single-object one. As to the off-diagonal blocks of the pair-mobility matrix, the symmetry of \( M \) (see Sec. 1.5) implies the following structure:

\[ M^{ab} = \begin{pmatrix} A^{ab} & (T^{ba})^T \\ T^{ab} & S^{ab} \end{pmatrix}, \quad M^{ba} = \begin{pmatrix} (A^{ab})^T & (T^{ab})^T \\ T^{ba} & (S^{ab})^T \end{pmatrix}. \]

### 2.1.2 Further Symmetries of the Pair-Mobility Matrix

The discussion in the preceding subsection has been for a general pair of objects, which are not necessarily identical. In the present subsection, we focus on the case in which the two objects are identical in shape and orientation, i.e., \( r^a = r^b \equiv r \). Our goal is to understand what the instantaneous relative velocities (linear and angular) between the two objects are, when the objects are subjected to the same external forcing. The restriction to identical objects makes \( M \) invariant under exchange of objects. This additional symmetry is made of two operations: interchanging the blocks \( M^{aa} \leftrightarrow M^{bb} \) and \( M^{ab} \leftrightarrow M^{ba} \); and inversion of \( R \). That is,

\[ M(r, R) = EM(r, -R)E^{-1}, \] (2.2)

where \( E \) is a 12 × 12 matrix which interchanges the objects,

\[ E = \begin{pmatrix} 0 & I_{6 \times 6} \\ I_{6 \times 6} & 0 \end{pmatrix}, \] (2.3)

with \( I_{6 \times 6} \) denoting the 6 × 6 identity matrix.

The symmetry to object exchange, when combined with the parity of \( M \) (i.e., whether it remains the same or changes sign) under \( R \)-inversion\(^2\) has important consequences for the effect of HI on alignment. If \( M \) has a definite parity one can determine what the relative response of the objects to forcing is — i.e., whether they attain the same or the opposite linear

\(^2\)Parity does not mean here symmetry under full spatial inversion, as such an operation would turn the chiral objects into their enantiomers; rather, we mean here symmetry under the inversion of \( R \).
and angular velocities. If the term is symmetric to inversion, the velocities would be identical, and if it is antisymmetric, they would be opposite. This is because
\[
\begin{pmatrix}
M_{aa}(R) & M_{ab}(R) \\
M_{ba}(R) & M_{bb}(R)
\end{pmatrix} = \pm \begin{pmatrix}
M_{aa}(-R) & M_{ab}(-R) \\
M_{ba}(-R) & M_{bb}(-R)
\end{pmatrix} = \pm \begin{pmatrix}
M_{bb}(R) & M_{ba}(R) \\
M_{ab}(R) & M_{aa}(R)
\end{pmatrix},
\]

where the second equality comes from the response to exchange of objects, Eq. (2.2). Consequently, under identical forcing of the two objects one finds,
\[
\mathbf{V}^a = \left( M_{aa} + M_{ab} \right) \mathbf{F} = \pm \left( M_{bb} + M_{ba} \right) \mathbf{F} = \pm \mathbf{V}^b.
\]

Thus, since any \( M \) can be decomposed into even and odd terms, we find that only the odd ones cause relative motions of the two objects.

The pair-mobility as a whole, however, never has a definite parity under R-inversion, i.e., it is made of both even and odd terms. This becomes clear when \( M(\mathbf{r}, R) \) is expanded in small \( \ell/R \), i.e., in multipoles. A general discussion of the parity of each multipole term is given in the next section. For now, let us consider those two leading multipoles which are independent of the objects’ shape, and therefore always exist. The monopole–monopole interaction (Oseen tensor in Eq. (1.15)), which is the leading term in \( A_{ab} \) making object \( a \) translate due to the force on object \( b \), is symmetric under \( R \)-inversion. The part of the monopole–dipole interaction causing the second object to rotate due to the force on the first, i.e., the leading term in \( T_{ab} \), is antisymmetric. For example, even the most symmetric pair of objects — two spheres — has an \( R \)-symmetric \( A_{ab} \), leading to zero relative velocity, and an \( R \)-antisymmetric \( T_{ab} \), causing them to rotate with opposite senses under an identical force [32]. Thus, for a general object, the highest order which maintains \( M \) of definite parity is the monopole \( 1/R \) Oseen one, which is even. (The self-blocks are constant up to order \( 1/R^4 \); see below.)

From this discussion we can immediately conclude that, to leading order in the separation of two identical, fully aligned objects, their instantaneous hydrodynamic interaction must linearly degrade the alignment. The leading degrading term comes from \( T_{ab} \), their rotational response to force, and is of order \( 1/R^2 \). It is worthwhile to note again that such a rotational response is present as well for a pair of uniform spheres or spheroids; yet, such regular objects are not self-aligning to begin with.

The relation between object-exchange symmetry and the symmetry of the linear-velocity response is intimately related to the issue of hydrodynamic pseudopotentials (Sec. 1.5.1), which will be discussed in detail in Chapter 3.
2.2 Far-Field Interaction: Multipole Expansion

There are two characteristic length scales in our problem: the typical size of the objects, \( \ell \), and the distance between them, \( R = |\mathbf{R}| \). If \( \ell \ll R \), we can write the pair-mobility matrix as a power series in \( (\ell / R) \),

\[
M = M(0) + M(1) + M(2) + \ldots,
\]

where \( M(n) \sim (\ell / R)^n \). The analysis of this expansion as given below holds for any pair of objects, whether identical or not. The zeroth order, \( M(0) \), is a block diagonal matrix which is made of the self-mobilities of the two non-interacting objects. (These should be distinguished from \( M^{aa} \) and \( M^{bb} \), the self-mobilities of the interacting objects.)

The hydrodynamic multipole expansion (also known as the method of reflections) is based on the Green’s function of Stokes flow, the Oseen tensor in Eq. (1.15). Using the simplified units of this Chapter \( (\eta \ell = 1) \), it is given by

\[
G_{ij}(\mathbf{r}) = \frac{1}{8\pi r} \ell \left( \delta_{ij} + \frac{r_i r_j}{r^2} \right).
\]

This is a symmetric \( 3 \times 3 \) tensor, invariant under \( \mathbf{r} \)-inversion. A point force at \( \mathbf{r}_0 \), \( \delta(\mathbf{r} - \mathbf{r}_0)f \), generates a velocity field \( \mathbf{u}(\mathbf{r}) = G(\mathbf{r} - \mathbf{r}_0) \cdot \mathbf{f} \).

We obtain two general results concerning the multipoles of the HI between two arbitrary objects. The two objects need not be identical\(^3\). The proofs are given in Appendix A.2.

1. The leading interaction multipole in the self-blocks of the pair-mobility matrix is \( n = 4 \). That is, any response of one object to forces on itself, owing to the other object, must fall off with distance \( R \) between the objects at least as fast as \( R^{-4} \).

2. The \( n \)th multipole has self-blocks of \( (-1)^n \) parity, and coupling blocks of the opposite, \( (-1)^{n+1} \) parity. Thus, e.g., the leading term in \( M^{aa} \), proportional to \( R^{-4} \), is invariant under \( \mathbf{R} \)-inversion, and the \( R^{-4} \) part of \( M^{ab} \) changes sign under \( \mathbf{R} \)-inversion. Likewise for the multipole varying as \( R^{-5} \), the \( M^{aa} \) changes sign under \( \mathbf{R} \)-inversion while \( M^{ab} \) remains invariant.

These statements pertain to the mobility matrix. As to the propulsion matrix (the inverse of the mobility matrix), the leading correction to the self-block becomes \( \sim 1 / R^2 \), and the second statement concerning parity remains intact.

We now consider for a moment two identical objects and specialize to the first and second multipoles, i.e., the HI up to order \( 1 / R^2 \). The discussion in the preceding and current sections

\(^3\)In fact, these results are not special to the HI but can be similarly proven for any multipole expansion. As such, they were most probably derived before.
implies the following form of the two leading terms in the pair-mobility matrix:

\[
M^{(1)} = \begin{pmatrix} 0 & M_{ab}^{(1)} \\ M_{ab}^{(1)} & 0 \end{pmatrix}, \quad M^{(2)} = \begin{pmatrix} 0 & M_{ab}^{(2)} \\ -M_{ab}^{(2)} & 0 \end{pmatrix}.
\] (2.7)

In more detail: there are no first- and second-order corrections to the objects’ self-mobility. Hence, these two multipoles have definite parities — the first is even, and the second is odd. Consequently, the first multipole does not cause any relative motion of the two objects, whereas the second multipole makes them translate and rotate in opposite linear and angular velocities.

The essential characteristics of the first two multipoles are schematically illustrated in Fig. 2.1. The first multipole arises directly from the Green’s function,

\[
M_{ab}^{(1)} = \begin{pmatrix} G(R) \\ 0 \\ 0 \\ 0 \end{pmatrix},
\] (2.8)

where \( G(R) \) is the Oseen tensor, given in Eq. (2.6).

In the interaction described by the second multipole one object sees the other as a point, see Fig. 2.1. Accordingly, this term contains two types of interaction: (1) the response of object \( a \) to the non-uniformity of the flow due to the force monopole at object \( b \) (regarded as a point); (2) the advection of object \( a \) (regarded as a point) by the flow due to the force dipole acting at object \( b \). These two effects are both proportional to \( \nabla G(R) \sim 1/R^2 \). Each can be written as a product of a tensor which arises from the medium alone, through derivatives of the Oseen tensor \( \nabla G(R) \), and another tensor which depends on the objects’ geometry. The second-order correction to the velocity of object \( a \) is given by the sum of these two effects, each expressed in terms of a coupling tensor \( \Theta \) and an object tensor \( \Phi \)

\[
\nabla \dot{G}_{(2)}^b = M_{ab}^{(2)} \cdot \hat{F}^b \\
M_{ab}^{(2)} = \Phi^b : \Theta(R) - \Theta^T(R) : \tilde{\Phi}^b,
\] (2.9)

where the double dot notation denotes a contraction over two indices. Eq. (2.9) contains three tensors of rank 3, denoted by capital Greek letters. The first, \( \Phi \), with dimensions \( 6 \times 3 \times 3 \), gives the generalized velocity of the object in linear response to the velocity gradient of the flow in which it is embedded. The second, \( \tilde{\Phi} \), having dimensions \( 3 \times 3 \times 6 \), gives the force dipole acting on the fluid around the object’s origin in linear response to the generalized force acting on it. Both \( \Phi \) and \( \tilde{\Phi} \) depend on the objects’ geometry alone\(^4\). The third tensor, \( \Theta \), with dimensions \( 3 \times 3 \times 6 \), describes the coupling of these object responses through the fluid. It is given by

\[
\Theta_{skj}(R) \equiv \begin{cases} \\
\partial_j G_{kj}(r) |_{R} & j = 1, 2, 3 \\
0 & j = 4, 5, 6.
\end{cases}
\] (2.10)

\(^4\)These tensors are related to the two introduced by Brenner [129]. Brenner’s tensors give the force and torque exerted on an object in linear response to a flow gradient in which it is embedded. Our \( \Phi \) is related to these two via the individual self-mobility matrix.
Repeating the same procedure for \( \mathbf{V}^b \) in response to \( \mathbf{F}^a \) while using the odd parity of \( \Theta \), we get

\[
M_{ba}^{(2)} = \Theta^\top (\mathbf{R}) : \Phi^a - \Phi^b : \Theta(\mathbf{R}). \tag{2.11}
\]

The tensors \( \Phi \) and \( \Phi \) are not independent [24]. We now show that \( \Phi = \Phi^\top \). The symmetry of \( M \) implies that each multipole is also a symmetric matrix. Using Eq. (2.9) and Eq. (2.11), and equating \((M_{ba}^{(2)})^\top = M_{ab}^{(2)}\), we get \( \Phi^a = (\Phi^a)^\top \) and \( \Phi^b = (\Phi^b)^\top \).

To summarize, the matrix \( M_{(2)} \) is given by

\[
M_{(2)} = \begin{pmatrix}
0 & \Phi^a : \Theta(\mathbf{R}) - [\Phi^b : \Theta(\mathbf{R})]^\top \\
-\Phi^b : \Theta(\mathbf{R}) + [\Phi^a : \Theta(\mathbf{R})]^\top & 0
\end{pmatrix}. \tag{2.12}
\]

This result is valid for a general pair of objects. If the two objects are identical, the off-diagonal blocks have the same form with opposite signs. The additional condition that the entire \( M \) must be symmetrical implies then that each block by itself is antisymmetric.

By separating the tensors \( \Phi \) and \( \Theta \) into their symmetric and antisymmetric parts, the second-order term of the pair-mobility matrix can be simplified further. It should be mentioned, in addition, that the \( \Phi \) tensor depends on the origin selected for the object. These two technical issues are addressed in Appendix A.3 and Appendix B, respectively. Finally, we note that the terms in these tensors corresponding to the translational response vanish for spheres and spheroids. Consequently, two such regular objects develop relative velocity only to orders \( 1/R^3 \) and above (if at all; see Chapter 3).

### 2.3 Numerical Analysis for Stokeslet Objects

In the preceding sections we have derived the general properties of the instantaneous HI between two arbitrarily shaped objects. We now move on to the second part of this Section, addressing the time evolution of the two objects. This complicated problem is not tractable analytically, and we resort to numerical integration of specific examples. Because of the complexity of the problem, and since we are interested in generic properties, we allow ourselves to restrict the analysis to the simplest, even if unrealistic, objects—stokeslets objects (see Sec. 1.4.4). The sparseness of these objects makes them free-draining, which may be valid for macromolecules but not for compact objects.

We treat pairs of identical objects, each made of four stokeslets. To obtain representative sampling of numerical examples we do not design these objects but create them randomly. Four points are placed at random distances ranging between 0 and 1 from an arbitrary origin. The origin is then shifted to the points’ center of mass. The radius \( \varrho \) of the stokeslets is taken
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Figure 2.1: Illustration of the two leading orders of the hydrodynamic interaction between two forced objects. The leading term in the pair-mobility matrix (light blue/dash-dotted arrow between the objects’ origins), decaying as $1/R$, comes from the point-like response of object $a$ to the local flow caused by the force monopole on object $b$ (blue/thick arrow). The next-order term, decaying as $\ell/R^2$, has two contributions: (i) The point-like response of object $a$ to the local flow caused by the force dipole on object $b$ (red/dashed arrow from the red/thin arrows at object $b$ to the origin of $a$). (ii) The response of object $a$ to the local flow gradient caused by the force monopole on object $b$ (magenta/dotted arrow from the origin of $b$ to the magenta/thin arrows at object $a$).

\[
M_{(1)}^{ab} \sim G(R) \sim \frac{1}{R} \\
M_{(2)}^{ab} \sim \nabla G(R) \sim \frac{\ell}{R^2}
\]
as 0.01. The resulting configuration is checked to be “sufficiently chiral”, in the sense that the T-matrix of the individual object is strongly asymmetric, having a single real eigenvalue of absolute value $|\lambda_3| > 0.005$, which makes the object self-aligning (see Sec. 1.4.3). Examples of the stokeslets objects we use are provided in Fig. 2.2.

The way to calculate the mobility of a single stokeslet object has been presented in Sec. 1.4.4. First, we briefly present in Sec. 2.3.1 the simple extension of this method to pair-mobilities. We calculate both the pair-mobility and the tensor $\Phi$ introduced in Sec. 2.1 and Sec. 2.2. The latter allows us to more efficiently calculate pair mobilities up to second order in the multipole expansion. Sec. 2.3.2 describes how we use the pair-mobility to numerically calculate the time evolution of the pair configuration.

### 2.3.1 Pair-Mobility and $\Phi$ Tensor

As demonstrated in Sec. 1.4.4 the properties of a stokeslets object can be derived self-consistently from the linear relations which describe the stokeslets’ configuration. This is done without finding the stokeslets’ strengths explicitly. Below we find the pair-mobility matrix, and the $\Phi$ tensor associated with a single object, given the stokeslet configuration and the size of the spheres that they represent.

Each of the two objects, $x = a, b$, consists of $N_x$ stokeslets, $f^x = (f^x_1, \ldots, f^x_{N_x})$, in a known configuration, $r^x = (r^x_1, \ldots, r^x_{N_x})$. (We recall the notation, introduced in Sec. 1.8, where an underlined letter denotes a set of $N$ 3-vectors.) Here $r^x_n$ indicates the position 3-vector of the $n$th stokeslet in object $x$ with respect to the object’s origin. Each stokeslet is a sphere of radius $\varrho$, where $\varrho < \min(r^x_1, \ldots, r^x_{N_x})$. The velocities of the spheres, $v^x_n$, are known from the object’s linear and angular velocities,

$$
\begin{pmatrix}
    v^a \\
    v^b
\end{pmatrix}
= \begin{pmatrix}
    U^a & 0 \\
    0 & U^b
\end{pmatrix}
\begin{pmatrix}
    v^a \\
    v^b
\end{pmatrix}, \\
\text{with } U^x = \begin{pmatrix}
    I_{3\times3}, -r^x_i / \ell \\
    \vdots \\
    I_{3\times3}, -r^x_{N_x} / \ell
\end{pmatrix}, \\
\text{for } x = a, b,
$$

(2.13)

where the matrix $y^x$ obtained from the vector $y$ is as defined in the Sec. 1.8, $(y^x)_{ij} = \epsilon_{ijk}y_k$. Each stokeslet force is proportional to the relative velocity of the sphere that it represents with respect to the flow around it as created by the other stokeslets. This gives a linear relation between the stokeslets and the velocities of the spheres$^5$,

$$
\begin{pmatrix}
    v^a \\
    v^b
\end{pmatrix}
= \begin{pmatrix}
    L^{aa} & L^{ab} \\
    L^{abT} & L^{bb}
\end{pmatrix}
\begin{pmatrix}
    f^a \\
    f^b
\end{pmatrix}, \\
\text{where}
$$

(2.14)

$^5$An explicit derivation of this relation is given in Sec. 1.4.4.
First we find the pair-mobility matrix as a generalization of the analysis presented in Sec. 1.4.4. The sum of the stokeslets and the corresponding total torque must be equal to the external generalized forces applied on the objects. In a matrix form we can write

\[
\begin{pmatrix}
F^a \\
F^b
\end{pmatrix} = \begin{pmatrix}
U^a & 0 \\
0 & U^b
\end{pmatrix}^T \begin{pmatrix}
L^{aa} & L^{ab} \\
L^{ba} & L^{bb}
\end{pmatrix}^{-1} \begin{pmatrix}
U^a & 0 \\
0 & U^b
\end{pmatrix} \begin{pmatrix}
V^a \\
V^b
\end{pmatrix} = \begin{pmatrix}
F^a \\
F^b
\end{pmatrix}.
\]  

Using Eq. (2.13) and Eq. (2.14), we have

\[
\begin{pmatrix}
U^a & 0 \\
0 & U^b
\end{pmatrix}^T \begin{pmatrix}
L^{aa} & L^{ab} \\
L^{ba} & L^{bb}
\end{pmatrix}^{-1} \begin{pmatrix}
U^a & 0 \\
0 & U^b
\end{pmatrix} = \begin{pmatrix}
M^a \\
M^b
\end{pmatrix},
\]

This expression allows to calculate the pair-mobility matrix, with the help of Eq. (2.13) and Eq. (2.15), based on the stokeslets’ configuration and the Oseen tensor alone.

Next, we derive the \( \Phi^x \) tensor of a stokeslets object \( x \). From this tensor we may readily obtain the second multipole of the pair interaction (cf. Sec. 2.2). The force dipole around the origin of a forced object is given by Eq. (2.9), \( (\mathbf{r})^x \equiv (\Phi^x)^T \cdot \mathbf{F}^x \). Similar to the \( U^x \) matrix relating the stokeslets to the total generalized force, \( F^x = (U^x)^T \cdot \mathbf{f}^x \), we define a tensor of rank 3, \( Y^x \), which relates the stokeslets forces to the total force dipole on the object by \( (\mathbf{f})^x = (Y^x)^T \cdot \mathbf{F}^x \). (Note that no force dipole is applied on the individual stokeslets; being arbitrarily small they possess only a force monopole.) Specifically, it is made of \( N \) blocks of \( 3 \times 3 \times 3 \), given by \( (Y_n)_{ijs} = r_{ns}\delta_{ij}, \) \( n = 1 \ldots N, i,j,s = 1,2,3 \) (i.e., \( r_{ns} \) is the \( s \) Cartesian coordinate of the stokeslet \( n \)). Using Eq. (2.13) and Eq. (2.14), we have \( (\mathbf{f})^a = (Y^a)^T \cdot (L^{aa})^{-1} \cdot U^a \cdot V^a \). This implies \( (\Phi^x)^T = (Y^x)^T \cdot (L^{xx})^{-1} \cdot U^x \cdot M^x_{\text{self}} \). Recalling that the matrices \( M_{\text{self}} \) and \( L \) are symmetric, we finally get

\[
\Phi^x = M^x_{\text{self}} \cdot (U^x)^T \cdot (L^{xx})^{-1} \cdot Y^x.
\]  

It is important to note that in the above derivation we compute \( M \) and \( \Phi \) under the assumption that, for each object, the stokeslet sizes are arbitrarily small compared to the distances between them, \( q \ll \ell \) (where \( \ell \) is the object’s radius of gyration). However, in a more general case one can use the Rotne-Prager-Yamakawa tensor [51, 52], which corrects the Oseen tensor for force distributions with finite size [49].
2.3. NUMERICAL ANALYSIS FOR STOKESLET OBJECTS

2.3.2 Numerical Time Integration

We present a numerical integration scheme for the dynamics of two stokeslet objects. We should first define the reference frames used in the scheme. Each rigid object is characterized by axes which are affixed and rotate with it. We define the body frame such that its $z$ axis coincides with the object’s alignment axis (the corresponding eigenvector of the $T$-matrix). The other two axes are selected arbitrarily. The $z$ axis of the laboratory frame is defined along the forcing direction. During the evolution we follow the translation and rotation of the body frame in the laboratory frame.

We represent the orientation of an object by the Euler-Rodrigues 4-parameters $[126]$, $(\Gamma, \Omega) \equiv (\cos \frac{\theta}{2}, \hat{n} \sin \frac{\theta}{2})$, where $\hat{n}$ and $\theta$ are the axis and angle of rotation. The properties of this representation are given in Sec. 1.7.

Since we choose the body frame such that the $z$-axis is the axis of alignment, the terminal orientation of a self-aligning object under a constant force along the $z$-axis is $(\Gamma, \Omega) = (\cos (\omega t + \zeta), \hat{z} \sin (\omega t + \zeta))$, where $\zeta$ is a constant phase which depends on the object’s initial orientation at time $t = 0$.

The state of a pair of objects at time $t$ is described by the position of the origins of the objects, $R^a(t)$ and $R^b(t)$, and their orientation parameters, $(\Gamma^a(t), \Omega^a(t))$ and $(\Gamma^b(t), \Omega^b(t))$. We time-integrate from the initial state, $R^a_0 = (0, 0, 0)$, $R^b_0 = R^a_0$, $(\Gamma^a_0, \Omega^a_0)$ and $(\Gamma^b_0, \Omega^b_0)$, as follows. Given the positions of the stokeslets at time $t$, the pair-mobility matrix, $M(t)$, is calculated as explained in Sec. 2.3.1, either exactly or using the multipole approximation. Then, the linear and angular velocities of the objects are given by

$$\begin{bmatrix} V^a(t) \\ V^b(t) \end{bmatrix}^T = M(t) \begin{bmatrix} F^a(t) \\ F^b(t) \end{bmatrix}^T.$$  

From them the origins and orientations of the objects at time $t + dt$ are derived according to

$$\begin{bmatrix} R^x(t + dt) \\ \Gamma^x(t + dt) \\ \Omega^x(t + dt) \end{bmatrix} = \begin{bmatrix} R^x(t) + V^x(t)dt \\ dt \begin{bmatrix} 0 & -w^x \omega_{x}^T \\ \omega_{x}^T & \omega_{x}^x \end{bmatrix} \end{bmatrix} \begin{bmatrix} \Gamma^x(t) \\ \Omega^x(t) \end{bmatrix}$$

for $x = a, b$. During the evolution we make sure that the small stokeslet spheres do not overlap, and that the pair-mobility matrix remains positive-definite. In practice we never encountered such problems when using the exact pair-mobility matrices; when it did happen in the case of the multipole approximation we stopped the integration.

We define a scalar order parameter which characterizes the degree of mutual alignment of the two objects,

$$m \equiv \left( (\Gamma^a, \Omega^a) \cdot (\Gamma^b, \Omega^b) \right)^2 = \left( \Gamma^a \Gamma^b + \Omega^a \cdot \Omega^b \right)^2.$$  

As required, the order parameter is invariant under 3-rotation (see property 6 in Sec. 1.7). When the objects are aligned, $(\Gamma^a, \Omega^a) = \pm (\Gamma^b, \Omega^b)$, and $m = 1$; otherwise $0 \leq m < 1$. In the
case of partial alignment, \( m = \cos^2 \left( \frac{\Delta \zeta}{2} \right) \), where \( \Delta \zeta \) is the mutual phase difference\(^6\).

Another scalar property of the two-object system is the energy dissipation rate. At time \( t \), the latter is given by

\[
\dot{E}_{\text{dissipation}} = \mathbf{V}^a(t) \cdot \mathbf{F}^a(t) + \mathbf{V}^b(t) \cdot \mathbf{F}^b(t).
\]

Since the pair-mobility matrix is positive definite the energy dissipation of the driven pair is positive at all times (as demanded by the second law of thermodynamics).

### 2.4 Numerical Results: Effect on Alignment

We present in Fig. 2.3–Fig. 2.8 several examples for the numerically integrated evolution of object pairs under various conditions. One can immediately appreciate the diversity of possible trajectories. To make your way through this richness it is important to make two distinctions between types of trajectories. The first distinction is between constant forcing (as in sedimentation), which can make the objects only partially aligned without synchronizing their phases of rotation \([34, 43]\), and a time-dependent forcing protocol, which is known to lock the phase of an individual object onto that of the force \([46, 47]\). The main issue examined below is how the presence of HI affects these two behaviors. The second distinction, therefore, is whether HIs are included (dashed, dotted and dash-dotted/colored curves) or turned off (solid gray curves). In the absence of HIs (or when they get weak as the objects move far apart), the time-dependent aligning force will make the objects fully synchronized, whereas under constant forcing the objects will generally become unaligned.

The results are presented in a dimensionless form, using units such that \( \eta = |\omega_0| = 1 \) and \( \varrho = 0.01 \). The distances between the stokeslets of each object are taken randomly between 0 and 1; hence, \( \varrho \ll \ell \sim 1 \). The time-dependent forcing protocol is defined according to Ref. \([47]\):

\[
\mathbf{F} = F_0 \left( -\sin(\omega_0 t) \sin(\theta), \cos(\omega_0 t) \sin(\theta), -\cos(\theta) \right),
\]

where \( \theta = 0.1 \pi, F_0 = -|\lambda_3|^{-1}, \omega_0 = \text{sign}(\lambda_3) \) and \( \lambda_3 \) is the real eigenvalue of the single-object twist matrix. We examine both the trajectories of the separation vector connecting the origins of the two objects, and the corresponding evolution of the alignment order parameter.

We begin with the case of a time-dependent forcing, Fig. 2.3 and Fig. 2.4. The first observation, most clearly demonstrated in Fig. 2.4(b), is that HI degrades the alignment of the two objects, as has been rigorously inferred based on symmetry considerations in Sec. 2.1.2. Another conclusion, supported by additional examples not shown here, is that most objects, which start sufficiently far apart, especially if they start fully aligned, tend to repel each other.

\(^6\)If the symmetry of the objects is such that their phase difference is unobservable (e.g., two spheroids rotating around their major axis), then we set it to zero.
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(Fig. 2.3). Even if they are not fully aligned, the growing distance and weakening interaction make them individually more aligned with the forcing, and therefore also mutually synchronized. Thus, the repulsion helps restore the alignment at long times. The increasing separation occurs in the $xy$ plane, while along the $z$ axis the separation decreases and saturates to a finite distance, dependent on initial conditions, see Fig. 2.3. The nature of this effective repulsion will be addressed in Chapter 3, where we discuss in detail the effect of HI on the relative translation of object pairs.

The repulsion is accompanied by a decrease in dissipation rate (up to small oscillations), as demonstrated in Fig. 2.7. When the HI is turned off, the dissipation rate reaches a constant value as the two independent objects set into their ultimate aligned state (solid curves in Fig. 2.7).

The repulsive effect is observed for most examples of our randomly generated pairs of objects but is not a general law. For instance, when the objects start at a sufficiently small separation, some pairs remain “bound” in a limit cycle, oscillating about a certain mean separation and mean orientational alignment, as demonstrated by the green/dashed curves in Fig. 2.3 and Fig. 2.4.

In Fig. 2.5 and Fig. 2.6 we examine the same properties under constant forcing. The two effects—degradation in the alignment of a pair which is initially fully aligned, and mutual repulsion—are observed here as well. Yet, in the absence of a time-dependent aligning force, as the two objects move apart, alignment is not restored. At long times, and for the common case of repulsion, we distinguish between two observed behaviors: a) The order parameter continues to change without saturating to a constant value (e.g., red/dash-dotted curve and cyan/dotted curve in Fig. 2.6(a) and Fig. 2.6(b), respectively). This non-intuitive result can be explained as follows. The fact that the interaction becomes weak does not necessarily imply that the accumulation of phase difference stops. If the two distant objects are partially aligned we have $m \simeq \cos^2(\delta \omega_z t/2)$, where $\delta \omega_z$ is the difference between the objects’ angular velocity along the alignment axis. Hence, if the decay of $\delta \omega_z$ with time is slower then $t^{-1}$ then phase difference will continue to accumulate. This depends on the detailed dynamics of repulsion which will be addressed in Chapter 3. b) The other option is that $m$ converges to some value dependent on the initial state, with no particular chosen $m$ (green/dash-dotted curve in Fig. 2.6(b) and cyan/dash-dotted curve in Fig. 2.6(c)), i.e., the two objects continue to rotate with a fixed relative orientation. In the examples that we checked there seems to be a tendency toward ultimate anti-alignment ($m = 0$). Therefore, we also checked the stability of anti-alignment in pairs which start from such a state. Fig. 2.6(d) examines the stability of this configuration for objects initially confined to the $xy$ plane (perpendicular to the force). Whereas the aligned pair (blue/dotted curve) is unstable, the anti-aligned one (red/dashed curve) remains stable for the duration of integration. It may well be that this stability survives for a long but finite time, see e.g., dark red/dotted curve in Fig. 2.6(c). In addition, a separation of the pair along the $z$-axis destabilizes an anti-aligned pair as well (examples not shown). Fi-
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Figure 2.2: Two examples of randomly generated self-aligning stokeslet objects, which were used in the simulations. The objects comprise four stokeslets connected by dragless rods. The origin of the objects is at point (0,0,0) and the aligning direction is \( \hat{z} \). The object on the left corresponds to the dark red/dotted trajectories in the left panels of Fig. 2.5 and Fig. 2.6, and the one on the right corresponds to the purple/dashed trajectories in the right panels of Fig. 2.3 and Fig. 2.4.

Finally, we note that even if the final phase difference were arbitrary and uniformly distributed, the value of \( m \) would be evenly distributed around 1/2 but non-uniformly, with larger weights on \( m = 0, 1 \). (This follows from the definition of \( m \), see Eq. (2.21).)

Fig. 2.8 compares results obtained using the full pair-mobility matrix of the stokeslet objects with those obtained from the multipole (dipole) approximation. As expected, the two calculations agree for objects whose mutual distance increases with time, and disagree for objects whose trajectories reach close proximity.

2.5 Discussion

Irregular objects display rich dynamics already at the level of a pair of objects, as has been demonstrated above. In the present Chapter we have focused on the effect of the HI on the orientational alignment of such object pairs.

The HI, in general, degrades the alignment. We have rigorously proven the instantaneous linear degradation for fully aligned objects at large mutual distances. In other circumstances, such as nearby or unaligned objects, the HI may have an opposite effect. The leading degradation effect in distance is dipolar rather than monopolar; yet, it is significant—a large mutual distance (compared to the object size) is required to make the degradation negligible. More quantitatively, the degradation will be significant when the perturbation to the angular veloc-
Figure 2.3: Trajectories of the separation vector between the object’s origins, $\mathbf{R}(t)$, under time-dependent forcing. The three rows, from top to bottom, correspond, respectively, to the separation along the $z$ direction, its projection onto the $xy$ plane, and its total magnitude. The squares in the middle row indicate the state at the end of the simulation. The panels show results for three different objects indicated by different line styles and colors. The pairs of objects start from either a random mutual orientation (left column) or their fully aligned state (right column). The green/dashed trajectory on the right panels was integrated longer than 150 time units to verify that it continues in a limit cycle.
Figure 2.4: Alignment order parameter, \( m(t) \) (defined in Eq. (2.21)), as a function of time, under time-dependent forcing, for the examples of Fig. 2.3. (a) Results for random initial orientations, \( 0 < m(t = 0) < 1 \) (examples on the left column of Fig. 2.3); the additional solid gray curves correspond to non-interacting objects. (b) Results for initially fully aligned object pairs, \( m(t = 0) = 1 \) (right column in Fig. 2.3).

ity due to HI, \( \delta \omega \), becomes comparable to the inverse of the time required to align a single object. The unperturbed angular velocity is given by \( \omega_0 = \lambda_3 F \). The dimensionless eigenvalue of the self-twist matrix is generally found to be about an order of magnitude smaller than the dimensionless self-mobility coefficient \([2, 46, 47]\), i.e., \( \omega_0 \sim 0.1 F / (8 \pi \ell^2) \). As presented in Sec. 2.1.2, \( \delta \omega \sim \text{Tr}^{ab} F \sim F / (8 \pi \ell^2) (\ell / R)^2 \). The alignment time is typically \( t_{\text{align}} \sim 10 / \omega_0 \) (see Fig. 2.4). Hence, the degree of degradation is \( t_{\text{align}} \delta \omega \sim 10^2 (\ell / R)^2 \). The conclusion is that the separation between the objects should be larger than ten times their size to maintain alignment. In the case of many objects this implies a maximum volume fraction \((\ell / R)^3 \sim 10^{-3}\).

At the same time, as shown in Sec. 2.4, for most of our randomly generated pairs of objects, the HI makes the rotating objects repel each other. As a result, at long times the HI usually becomes negligible and each of the objects gets aligned again with the time-dependent force. As will be explained in Chapter 3, this repulsion is related to the mutual rotation of the two objects which causes them to glide away from each other. In fact, the objects need not be irregular to exhibit this gliding effect; two forced spheroids which start parallel to one another will experience the same repulsion \([60, 124, 130]\). (However, as will be shown in the next Chapter, the dynamics resulting from the gliding effect is different for self-aligning objects compared to spheroids.) For the case of a finite number of objects the repulsion will help restore the alignment as the objects drift apart. It should be kept in mind, however, that the repulsion is not a general law. We observed it for a few dozens pairs of stokeslet objects. Yet, a few counter-examples have been also provided in Sec. 2.4.

An interesting counterpart of the effects discussed here is found in the interaction between a forced object and a nearby wall \([32, 131]\). The wall can be represented by an image (though not identical) object forced in the opposite direction \([28]\). As a result, the object will rotate and, if it is non-spherical, also glide toward or away from the wall, as was indeed shown for a rod
Figure 2.5: Trajectories of the separation vector between the objects’ origins, $\mathbf{R}(t)$, under constant forcing. The meaning of the various panels are the same as in Fig. 2.3. In all the examples shown here, the two objects repel each other except for the example which corresponds to the blue/dashed curve in the left panels. (The repulsive trajectories were actually integrated to times longer than presented here.)
Figure 2.6: Orientation order parameter, $m(t)$ (defined in Eq. (2.21)), as a function of time, under constant forcing, for the examples of Fig. 2.5. (a) Results for random initial orientations, $0 < m(t = 0) < 1$ (examples on the left column of Fig. 2.5); the solid gray curves correspond to non-interacting objects. (b) Results for initially fully aligned object pairs, $m(t = 0) = 1$ (right column in Fig. 2.3). (c) Results for objects with initial partial alignment, $m(t = 0) = \cos^2(\Delta \zeta / 2)$, (rotating around the same axis with random initial phases $\Delta \zeta$). (d) The stability of anti-alignment; shown are trajectories of two identical pairs, which start on the $xy$ plane from the same separation and axes of rotation but with different relative phases. Blue/dotted and red/dashed curves represent, respectively, a pair which starts aligned (zero relative phase, $m(t = 0) = 1$) and one which starts anti-aligned (relative phase of $\pi$, $m(t = 0) = 0$).
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Figure 2.7: Dissipation rate (defined in Eq. (2.22)) as a function of time for object pairs starting from arbitrary orientations, under time-dependent forcing (a) and constant forcing (b). Dash-dotted and dotted colored curves correspond to the examples of the same styles/colors in the preceding figures. Solid curves show the results in the absence of hydrodynamic interactions.

Figure 2.8: Comparison between the evolution of pair separations, $R(t)$, obtained using the full pair-mobility matrix (dashed, dotted and dash-dotted colored curves) and its multipole approximation (solid curves). Each panel presents three examples of pairs under time-dependent (a) and constant (b) forcing. All pairs start from a fully aligned state. The multipole approximation includes the monopolar and dipolar terms.
falling near a wall [131]. Obviously, the interaction of a self-aligning object with a wall will also degrade the alignment.

This Chapter shows that asymmetry in sedimenting objects leads to a wealth of hydrodynamic interaction effects not seen for spheres. This study was undertaken to assess how interactions disrupt the rotational synchronization of such objects. However, it proves to have striking effects independent of this alignment. The prevalent repulsion, the occasional entrapment and the intricate quasiperiodic motions shown above are examples. These effects could have significant impacts on real colloidal dispersions, e.g., in fluidized beds of catalyst objects, as will be demonstrated in Chapter 4.

The two key results of this Chapter— instantaneous relative motion and typical repulsion at long-times— lead us to the next Chapter where we show, by further general treatment of the pair HI, that many of the effects we have found above apply more generally.
Chapter 3

Hydrodynamic Interactions between Two Forced Objects of Arbitrary Shape: Relative Translation

In Chapter 2, we have studied general properties of the hydrodynamic interaction and considered its effect on orientational dynamics. In the present Chapter we extend this study, focusing on translational motion of object pairs.

It is well known that in the case of two identical sedimenting spheres, isolated in an unbounded fluid, the hydrodynamic interaction at zero Reynolds number does not produce relative translation (see Sec. 1.5). This rule is readily violated by changing the system’s geometry. Previous studies of apparent interactions (pseudopotentials) originating in hydrodynamic coupling treated specific experimental scenarios [64, 66, 69]. In this Chapter we address two additional general questions: (i) At zero Reynolds number, what are the geometrical configurations for which relative translation between two objects necessarily vanishes? (ii) In cases where it does not vanish, what are the consequences for the long-time trajectories of the two objects? Looking for properties of general applicability, we consider arbitrarily shaped objects and do not restrict ourselves to a specific geometry.

Here we extend the analysis of Chapter 2 along two separate directions: (a) In Sec. 3.1 we continue to study the instantaneous response of object pairs, i.e., the rigorous properties of the pair-mobility matrix. We provide examples for configurations with spatial inversion symmetry, where the relative translation vanishes, as well as simple geometries, for which this symmetry is broken. (b) In Sec. 3.2 we return to examine in more detail the repulsive trend in the far-field time evolution of self-aligning object pairs, providing an intuitive explanation

---

1The material presented in this Chapter was published in T. Goldfriend, H. Diamant, and T. A. Witten, Phys. Rev. E. 93, 042609 (2016) [132].
of the phenomenon. We further compare it to the time evolution of two non-alignable objects (uniform prolate spheroids), and point out the qualitative difference between the two cases.

3.1 Instantaneous Response: Symmetrical Pair Configurations

In this Chapter we focus on the translational dynamics of two forced objects (without external torques), which is captured by a $6 \times 6$ sub-matrix of the pair-mobility in Eq. (2.1), indicated hereafter by $A$,

$$
\begin{pmatrix}
V^a \\
V^b
\end{pmatrix}
= 
\begin{pmatrix}
A^{aa} & A^{ab} \\
A^{ba} & A^{bb}
\end{pmatrix}
\begin{pmatrix}
F^a \\
F^b
\end{pmatrix}.
$$

The properties of the full pair-mobility matrix in Eq. (2.1) imply that $A$ is positive definite and symmetric [31–33]. Next, we discuss additional symmetries of the matrix $A$.

As a first step, we consider the transformation of the pair-mobility matrix under various operations—spatial proper and improper rotations (rotations combined with reflections), and exchange of objects. We note that the positions of the objects’ origins, i.e., the external forcing points, are an essential part of the system geometry. In this section we will restrict our treatment to cases where the forcing point is at the geometric centroid of the object, that is, the center of mass if the object has a uniform mass density. Consider the transformation between two pair-mobility matrices which differ by a rigid rotation. Given the rotation matrix $R$ between a given configuration and the rotated one, the blocks in $A$, being all tensors, transform accordingly: $A^{aa} \rightarrow RA^{aa}R^T$, $A^{ab} \rightarrow RA^{ab}R^T$ and $A^{bb} \rightarrow RA^{bb}R^T$. The same law applies to the transformation between systems which differ by a rigid improper rotation with improper rotation matrix $\bar{R}$. We note here that the twist matrices $T$, the blocks in $A$ which relate forces to angular velocities, are pseudo-tensors; thus, their transformation under improper rotation includes a change of sign, $T^{aa} \rightarrow -\bar{R}T^{aa}\bar{R}^T$. Since the pair-mobility matrix inherently refers to two distinguishable objects, $a$ and $b$, we should also consider its transformation under interchanging the objects’ labeling, $a \leftrightarrow b$. This transformation corresponds to interchanging the blocks $A^{aa} \leftrightarrow A^{bb}$ and $A^{ab} \leftrightarrow A^{ba}$; or, in matrix form,

$$
A \rightarrow EAE^{-1},
$$

where $E$ is the $6 \times 6$ matrix

$$
E = \begin{pmatrix}
0 & I_{3\times3} \\
I_{3\times3} & 0
\end{pmatrix}.
$$

(in analogy to Eq. (2.3).)

As mentioned above, at zero Reynolds number, sedimentation of two identical rigid spheres in an unbounded fluid does not induce relative motion of the two spheres. In contrast, we showed in Chapter 2 that two identical, arbitrarily shaped objects in an unbounded fluid, un-
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Under the same forcing, may attract or repel each other. In addition, using the symmetry of such a system under exchange of objects, we found the leading (dipolar) order of this effective interaction at large mutual separation. We now examine the HI for several symmetric configurations. In this part of the Chapter we focus on what symmetry has to tell us, and do not yet anticipate when its consequences are useful. To demonstrate the resulting principles, therefore, we allow ourselves to examine specially designed configurations. Examples for the usefulness of these principles will be given later on.

3.1.1 Two Enantiomers in an Unbounded Fluid

As the first example, we examine a system possessing inversion symmetry. The spatial inversion of the Stokes equations under reversing time has been shown to imply fundamental consequences concerning the dynamics of rigid objects. For example, it was used previously to deduce generic properties of shear flow response, in the cases of a single spheroid [133] and an enantiomeric non-interacting pair [17]. The fact that the instantaneous response, under the same forcing, of pair-configurations with spatial inversion symmetry does not induce relative translation may have already been given elsewhere; yet, we are not aware of works which give a rigorous derivation of it. Accordingly, we review this basic result below from matrix transformations and time-reversibility points of view.

Consider a system of two enantiomers in an unbounded fluid as depicted in the left panel of Fig. 3.1. We choose the mutual orientation of the objects such that one object is the mirror image of the other; hence, the system’s geometry is invariant under spatial inversion, \( r \to -r \). This symmetry implies that the pair-mobility matrix is invariant under two consecutive operations (see Fig. 3.1): spatial inversion followed by exchange of objects’ labels, or, in matrix form, \( \mathbf{A} = \mathbf{E}(-\mathbf{I}_{6 \times 6})\mathbf{A}(-\mathbf{I}_{6 \times 6})\mathbf{E}^{-1} \), where \( \mathbf{E} \) has been defined in Eq. (3.3). This last equality yields \( \mathbf{A}^{aa} = \mathbf{A}^{bb} = \mathbf{A}_{\text{self}} \) and \( \mathbf{A}^{ab} = \mathbf{A}^{ba} = \mathbf{A}_{\text{coupling}} \), i.e.,

\[
\text{Enantiomeric pair: } \mathbf{A} = \begin{pmatrix} \mathbf{A}_{\text{self}} & \mathbf{A}_{\text{coupling}} \\ \mathbf{A}_{\text{coupling}} & \mathbf{A}_{\text{self}} \end{pmatrix},
\]

which applies in fact for any inversion-symmetric situation. This form of the pair-mobility matrix implies that, under the same force \( \mathbf{F} \), the two objects will develop identical velocities, \( \mathbf{V}^a = \mathbf{V}^b = (\mathbf{A}_{\text{self}} + \mathbf{A}_{\text{coupling}}) \cdot \mathbf{F} \). Thus: the instantaneous response under the same forcing of a pair, whose configuration possesses an inversion symmetry, does not include relative translation. As noted above, a system of two sedimenting spheres is a particular example of this general result.

The vanishing relative motion in a system which is invariant under spatial inversion can be understood alternatively by the following argument. Assume by negation that two enantiomers in an unbounded fluid develop a relative velocity under the same forcing. Without loss of generality, let us take the case when the two objects get closer together; see configuration
(a) in the right panel of Fig. 3.1. The mirror configuration of the system \((r \rightarrow -r)\), depicted in configuration (b), implies that the two also get closer when reversing the forces. On the other hand, Stokes equations are invariant under inversion of time and forces; hence, reversing the forces in configuration (a) should make the objects get further apart, as depicted in configuration (c). Since (b) and (c) represent the same system, we reach a contradiction, and deduce that the relative velocity between the two enantiomers must vanish.

To summarize, it is inversion symmetry that governs the vanishing relative velocity between two forced objects at zero Reynolds number; hence, whenever this symmetry is broken one should expect relative translation.

An important remark bears mentioning here. The instantaneous rotational response of the enantiomeric pair corresponds to two opposite rotations, i.e., non-vanishing relative angular velocity. (See Chapter 2.) With time, the opposite rotations will break the inversion symmetry, unless there are additional symmetries, for example, when the objects’ shapes are isotropic, as in the case of two spheres. While the example of two enantiomers whose mutual symmetry is only instantaneous may seem artificial, the principle that it demonstrates is useful. Driving forces will sometimes bring bodies close to a symmetric situation, and then one will find especially simple motions that call for explanation. In particular, two irregular objects can be aligned by the driving \([34, 46, 47]\) (e.g., the self-aligning objects) and then we should be interested in the question of whether they keep their distance or drift apart. Moreover, not only a pair of spheres will preserve inversion symmetry over time. Another example is two spheroids, or indeed a pair of any bodies of revolution with fore-aft symmetry, whose axes are aligned on a plane perpendicular to the force; see Fig. 3.2(a). Without any calculation, we can assert that such two objects will maintain their relative position over time. The additional symmetry of the system imposes relative rotation only about the axes of symmetry (y-axis in Fig. 3.2(a)), which does not break the inversion symmetry. Another example will be given in the Discussion of this Chapter.

3.1.2 Configurations with One Reflection Plane and Exchange Symmetry

We now turn to examples where the symmetry is broken by the confining boundaries. The first system consists of two spheres, placed on a plane parallel to a wall; see Fig. 3.2(b). This system was used in Ref. \([64]\) to interpret the attraction between two like-charged spheres near a similarly charged wall, as was observed in optical-tweezers experiments \([65]\). The geometry of the system is invariant under two successive operations: reflection about the symmetry plane of the two spheres and interchanging the objects. We denote by \(\parallel\) and \(\perp\) the directions parallel and perpendicular, respectively, to the mirror plane, i.e., perpendicular and parallel, respectively, to the wall itself. The reflection leaves vectors parallel to the mirror plane unchanged but reverses vectors normal to that plane. Using the transformation laws introduced above, we find that the blocks of \(A\), which relate forces perpendicular to the wall and objects’ velocities
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Figure 3.1: Schematic description of the arguments presented in Sec. 3.1.1 for the vanishing instantaneous relative motion between two forced enantiomers. The left panel describes how the mirror symmetry of the system is expressed in terms of spatial inversion combined with interchanging the objects. The right panel demonstrates the arguments based on the symmetry of the Stokes equations under inversion of time and forces, where gray (thin) and green (thick) arrows indicate forces and velocities respectively. Configuration (b) is the spatial inversion of configuration (a) whereas configuration (c) is the response of configuration (a) under the opposite forcing.

parallel to the wall, must satisfy $A_{aa}^{\parallel \perp} = -A_{bb}^{\parallel \perp}$ and $A_{ab}^{\parallel \perp} = -A_{ba}^{\parallel \perp}$. These restrictions imply that, under forcing toward or away from the wall (e.g., as the spheres are electrostatically repelled from the wall [65]), the objects respond in opposite directions in the plane parallel to the wall, $V_a^{\perp} = (A_{aa}^{\parallel \perp} + A_{ab}^{\parallel \perp}) F^{\parallel} = -V_b^{\perp}$. Note that the symmetry of the system alone does not tell us whether the objects repel or attract under a given forcing direction. The analysis in Ref. [64] showed that forcing away from the wall results in an apparent attraction between the pair, in agreement with the experiment. This can also be deduced from the right panel of Fig. 1.1 that shows the flow lines generated by a stokeslet near a wall. It should be stressed that, unlike specific calculations as in Ref. [64], our symmetry principle is neither restricted to spheres, nor to the limit of small objects, nor to the limit of large separations.

The complete form of the pair-mobility matrix as a result of the geometrical restrictions in this system is given in Appendix A.4, Eq. (A.4), along with the explicit expressions for point objects. Another interesting conclusion, arising solely from the system’s symmetry, is that, since $A_{aa}^{\parallel \perp} = -A_{bb}^{\parallel \perp}$ and $A_{ab}^{\parallel \perp} = -A_{ba}^{\parallel \perp}$, forcing the spheres parallel to the wall will result in one sphere approaching the wall and the other moving away from it.

As a second example, let us consider the system addressed in Ref. [66] — two spheres forced to move along a ring; see Fig. 3.2(c). The corresponding pair-mobility matrix can be written in polar coordinates $(\rho, \theta)$. The system is invariant under two successive operations: inversion of the $\theta$ coordinate, $\theta \rightarrow -\theta$, and interchanging the objects. Hence, this system is similar to the previous one in the sense that it is symmetric under objects exchange by inversion of one coordinate. This leads to $A_{aa}^{\rho \theta} = -A_{bb}^{\rho \theta}$ and $A_{ab}^{\rho \theta} = -A_{ba}^{\rho \theta}$. Consequently, under the same
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Figure 3.2: The three systems discussed in Sec. 3.1.1 and Sec. 3.1.2: (a) Two identical axisymmetric objects, with fore-aft symmetry, where the vector connecting their origins is perpendicular to their symmetry axes. (b) A pair of spheres near a wall. The spatial separation between the spheres is represented by the vector \( \vec{R} \) which connects their origins. (c) A pair of spheres driven along a ring. The angular separation is indicated by \( \Delta \theta \).

forcing along the tangential direction, the spheres respond with opposite velocities along the radial direction. Sokolov et al. used a holographic optical vortex trap to study this system and observed the radial symmetry breaking experimentally [66]. In addition, they found that this effect, combined with a confining radial potential, results in overall attraction along the ring as the system evolves in time. Once again, the symmetry argument derived here is far more general than the specific limit studied theoretically in Ref. [66].

We note that the results obtained above, regarding configurations with one reflection plane of symmetry, should also be derivable using time-reversal arguments, as was done in the case of an enantiomeric pair.

3.2 Far-Field Dynamics of two Forced Objects in Unbounded Fluid

In the preceding section we considered the instantaneous response of a pair of objects given the symmetries of their configuration. The analysis of this linear problem, derived from symmetry arguments, is useful to determine the stability of a given state of the system. However, it might be inapplicable to the time-dependent trajectories, since a configuration symmetry at a given time can be broken by subsequent motion. A well known example is the sedimentation in an unbounded fluid of two prolate spheroids, which start with their major axes parallel to the force [57, 59, 124]. The initial inversion symmetry about the plane perpendicular to the force, which, according to the discussion in Sec. 3.1, precludes any relative translation, soon breaks due to the rotation of each spheroid, and relative velocity appears (see a more detailed analysis below). In general, since the instantaneous response depends on configuration, the time-dependent trajectories of a driven pair is a non-linear, multi-variable problem. We are compelled, therefore, to implement numerical integration for specific examples, and try to identify general trends. In this section we consider the time evolution of two objects under the same constant driving. In particular, we provide further insight into the results reported in Chapter 2 concerning the combined effects of rotational and translational interactions.
3.2. FAR-FIELD DYNAMICS OF TWO FORCED OBJECTS IN UNBOUNDED FLUID

3.2.1 Dynamics of an Isolated Object

Before describing the time evolution of object pairs, it is essential to introduce the different
types of objects that we consider hereafter and mention their dynamics, under a unidirectional
force, at the single-object level, following the discussion in Sec. 1.4. In the absence of external
torque, the linear and angular velocities of an object are given, respectively, by \( \mathbf{A}(0) \cdot \mathbf{F} \) and \( \mathbf{T}(0) \cdot \mathbf{F} \), where \( \mathbf{A}(0) \) and \( \mathbf{T}(0) \) are 3 \times 3 blocks of the object’s self-mobility matrix. These blocks
depend on the shape of the object, its orientation, and the position of the forcing point.

We consider three types of objects: (a) Uniform prolate spheroid — a spheroid whose forcing
point is located at its geometric centroid, as in the case of spheroids with a uniform mass
density; see left panel of Fig. 1.2. This is a regular object (i.e., whose \( \mathbf{T}(0) = 0 \)) which does
not rotate under force, regardless of its orientation. The translation direction of a uniform
spheroid is in the plane spanned by its major axis and the forcing direction \[32\]. (b) Self-
aligning prolate spheroid — a prolate spheroid whose forcing point is displaced from the centroid
along its major principal axis, e.g., spheroids with a non-uniform mass density. These objects
have an antisymmetric \( \mathbf{T}(0) \) matrix, that is, the only real eigenvalue of the self-twist matrix,
\( \lambda_3 \), is zero. For any initial orientation, a self-aligning spheroid rotates toward a state where
its major axis, and therefore its translation direction, is aligned with the external force. We
use type (b) as a simple example, which can be treated analytically, for self-aligning objects.
(c) Self-aligning object of irregular shape — an object whose \( \mathbf{T}(0) \) matrix has only one real, non-
zero eigenvalue. These objects reach an ultimate alignment with the force direction, together
with a uniform right- or left-handed rotation about it \[34, 46, 47\]. As in Chapter 2 we use the
particularly simple construction of stokeslet objects that are constructed randomly, and thus
we avoid objects of pre-designed shapes.

3.2.2 Far-Field Equations

As in the preceding parts, let us assume that there are no external torques on the objects, such
that we can choose their origins as their forcing points. We consider the case in which the
objects are subjected to the same forcing \( \mathbf{F} \). The mutual separation between the objects \( a \) and \( b \)
is designated with the vector \( \mathbf{R} \), whose direction is defined from the origin of \( a \) to the origin of
\( b \). While time-integrating the equations it is essential to take into account the coupling between
translation and rotation. Thus, we must work with the complete pair-mobility matrix, Eq. (2.1),
which gives

\[
\dot{\mathbf{R}} = \mathbf{V}^a - \mathbf{V}^b = \left( \mathbf{A}^{aa} + \mathbf{A}^{ab} - \mathbf{A}^{bb} - \mathbf{A}^{ba} \right) \cdot \mathbf{F} \quad (3.5)
\]

\[
\omega^a = \left( \mathbf{T}^{aa} + \mathbf{T}^{ab} \right) \cdot \mathbf{F} \quad (3.6)
\]

\[
\omega^b = \left( \mathbf{T}^{bb} + \mathbf{T}^{ba} \right) \cdot \mathbf{F}. \quad (3.7)
\]
A major simplification, from both the analytical and the numerical points of view, is to consider pairs with separation much larger than the typical size of the individual object $\ell$, and study the corresponding far-field interaction. In this case we can utilize the general form of the pair-mobility matrix up to second order in $\ell/R$, which has been derived in Chapter 2. Following Eq. (2.12), the equations governing the objects’ mutual separation and their rotations read

\[
\dot{R} = \left[ (A^a_{(0)} - A^b_{(0)}) + (\Pi^a + \Pi^b) : \nabla G(R) - \nabla G(R)^T : (\Pi^a + \Pi^b)^T \right] \cdot F 
\]

(3.8)

\[
\omega^a = \left[ T^a_{(0)} + (\Psi^a - \frac{1}{2} \epsilon) : \nabla G(R) \right] \cdot F 
\]

(3.9)

\[
\omega^b = \left[ T^b_{(0)} - (\Psi^b - \frac{1}{2} \epsilon) : \nabla G(R) \right] \cdot F, 
\]

(3.10)

where $A_{(0)}$, $T_{(0)}$, and $\Pi$, $\Psi$ are single-object-dependent tensors of rank 2 and 3, respectively, which depend on the individual object’s shape and orientation, $\epsilon$ is the Levi-Civita tensor, and the $:\$ sign denotes contraction over two indices. Here we separate the tensor $F$ introduced in Chapter 2 into its translational part, $\Pi$, and rotational part, $\Psi - \frac{1}{2} \epsilon$, each with dimensions $3 \times 3 \times 3$. Such separation can be inferred by the analysis in Appendix B. The tensors $A_{(0)}$ and $T_{(0)}$ are the zeroth order blocks, which give the linear and angular velocities of a single object when it is subjected to external force. The tensors $\Pi$ and $\Psi$ correspond to the linear- and angular-velocity responses to a flow gradient at the object’s origin. When these tensors are coupled with $\nabla G$ they construct second-order terms of the pair-mobility matrix, describing the direct HI between the objects. The term which is proportional to $\epsilon$ is also a part of the second-order term, giving the rotation of one object with the vorticity generated by forcing the other.

### 3.2.3 Transversal Repulsion under Constant Forcing

In Chapter 2 we examined the effect of HIs on the orientational evolution of two identical, self-aligning objects. Using numerical integration we followed the time-dependent trajectories of pairs of stokeslet objects under two types of driving— a constant force and a rotating one. We noticed that in most (though not all) of the studied examples the two identical, self-aligning objects effectively repelled each other when subjected to the same driving (see Fig. 2.5 and solid red curve in Fig. 3.4(a)). (Counter-examples, such as limit-cycle trajectories, were observed as well.) The increasing separation is transversal— taking place within the plane perpendicular to the average force direction. Below we explain the nature of this repulsion, focusing on the simpler case of constant forcing.
Two Self-Aligning objects

Let us consider the time evolution of the following system, depicted in Fig. 3.3: two identical self-aligning spheroids, positioned initially along the $x$-axis, and subjected to a constant force along the $(-\hat{z})$ direction. Self-aligning spheroids are achieved by separating the center of forcing from their centroids, e.g., through a nonuniform mass density under gravity. The configuration has an inversion symmetry about the $yz$-plane. It does not have an inversion symmetry about the $xy$-plane unless the spheroids are aligned along $\hat{z}$. Thus, according to Sec. 3.1, unless aligned, they are expected to have an instantaneous relative velocity. We denote by $\theta$ the angle between the force and the major axis of each spheroid; $\ell$ indicates the length of the major axis, and $h$ is the displacement of the forcing point from the centroid. See Fig. 3.3 (left panel).

For given $h$ and $\theta$, the individual-object’s tensors which appear in Eq. (3.8)–Eq. (3.10) can be found from the known tensors for $h = 0$ and $\theta = 0$ (e.g. Ref. [32]) by a change of origin and rotation transformation. An explicit derivation of these tensors is given in Appendix D.1. According to Sec. 3.2.1, in the absence of interactions and $\theta \neq 0$, two uniform prolate spheroids will maintain their relative tilt and glide away from or toward each other with a constant velocity, whereas two self-aligning ones will do the same but with velocity decreasing in time as they get aligned with the force.

In order to examine the effect of HIs we take the initial condition $\theta(t = 0) = 0$, for which relative translation vanishes in their absence. Using the calculated individual-object’s tensors for self-aligning spheroids, the equations of motion for the pair in the far-field regime $R \gg \ell$ and $\theta \ll 1$, Eq. (3.8)–Eq. (3.10), are then reduced to the following simple form (recall that we set $\eta\ell = 1$):

$$\dot{R} = \left[ \beta \theta + \zeta \left( \frac{\ell}{R} \right)^2 \right] \frac{F}{8\pi \ell}, \quad \quad (3.11)$$

$$\ell \dot{\theta} = \left[ -\alpha \theta + \left( \frac{\ell}{R} \right)^2 \right] \frac{F}{8\pi \ell}, \quad \quad (3.12)$$

where the dimensionless parameters $\beta$, $\zeta$ and $\alpha$ (derivable from the single-object tensors) depend on the spheroid’s aspect ratio and $h/\ell$. More details on the derivation of the above equations are given in Appendix D.2. Using the conventions of Fig. 3.3, $\beta > 0$ and $\alpha \geq 0$; hence, positive $\theta$ implies increasing separation and decreasing tilt. Differentiating Eq. (3.11), and substituting $\dot{\theta}$ from Eq. (3.12), we obtain the equation for the separation alone,

$$\ddot{x} = -\left( \alpha + 2\zeta x^{-3} \right) \frac{F}{8\pi \ell} \dot{x} + \left( \beta + \alpha \zeta \right) x^{-2} \left( \frac{F}{8\pi \ell} \right)^2, \quad \quad (3.13)$$

where we have set $x \equiv R/\ell$. 
Let us go back for a moment to Eq. (3.11) and Eq. (3.12). The translational dynamics is dictated by (i) opposite mutual glide of one object away from the other (first term on the right hand side of Eq. (3.11)), and (ii) direct HI which decays as $R^{-2}$ (second term). (We neglect the higher-order correction of the interaction $\sim \theta R^{-2}$.) The evolution of the tilt angle $\theta$ is governed by two competitive effects—the vorticity which increases it (second term on the right-hand side of Eq. (3.12)) and the tendency of the individual spheroid to align with the force (first term). Note that the second term in Eq. (3.12) has the object-independent coefficient of 1. The fact that the effect of direct HI on the angular velocities is independent of the object’s shape is specific to configurations in which $R \approx F$, regardless the object’s geometry. The effect of additional separation along the force direction is discussed at the end of this section.

The dotted blue curves in Fig. 3.4 show an example of a numerical solution of Eq. (3.11)–Eq. (3.12). Initially $\theta$ increases linearly due to the vorticity term in Eq. (3.12). After a typical time of $\sim (\alpha F/8\pi\ell)^{-1}$ this increase is suppressed by the alignability of each object, and at $t \to \infty$, the separation increases as $t^{1/3}$ while $\theta$ decreases to 0 according to a $t^{-2/3}$ law. These asymptotic laws can easily be inferred analytically from Eq. (3.13). The growth in mutual separation is a combination of a gliding term ($\beta$) and an interaction term ($\zeta > 0$). We note, however, that the $t^{1/3}$ law arises from the alignability alone, whereas the direct interaction can only quantitatively affect the dynamics. As seen from Eq. (3.13) in the limit of large $x$, the equivalent system in classical mechanics is the damped equation $\ddot{x} = -B\dot{x} + Ax^{-2}$. At long times, $t \gg B^{-1}$, acceleration is negligible and we are left with the equation $\dot{x} = (A/B)x^{-2}$ for the velocity. This equation yields the terminal $x \sim t^{1/3}$ law of the dotted blue curve in Fig. 3.4(a).

Next, we consider the repulsive time-dependent trajectories in the more general case of two self-aligning objects of irregular shape. We emphasize that this general case is expected to show a richer behavior; this has been illustrated in Sec. 2.4 of Chapter 2 for stokeslets objects, where, for example, attractive-like behavior was observed as well. The repulsive trend occurs in the majority ($\sim 80\%$) of our several dozens examples comprising randomly constructed 4-stokeslets objects. In addition, in the far-field limit, it is independent of the initial separation along the force direction, as well as the initial mutual orientation. Here, we illustrate how the theoretical result derived for self-aligning spheroids is evident also in the effective repulsion between two self-aligning objects of arbitrary shape.

As already emphasized in Chapter 1 and Chapter 2, self-aligning objects of irregular shape exhibit complex dynamics already on the single-object level, as they acquire ultimate rotation about their eigen-direction. For example, their terminal translation direction is not necessarily constant and might rotate about the forcing direction. Here we consider two identical arbitrarily shaped objects, in which the pair configuration has no spatial symmetry. We fol-

---

2The object-dependent tensor $\Psi$, which appears in Eq. (3.9) and Eq. (3.10), characterizes the response to a spatially symmetric flow gradient only (see Appendix B). When $R \perp F$, the flow gradients created by the force monopole on each object, $\pm \nabla G(R) \cdot F$, are antisymmetric. Thus, the object-dependent terms vanish, and the angular velocities are solely affected by the vorticity $\sim R \times F/R^2$. 
low a slightly different numerical approach than the one utilized in Chapter 2 (see Sec. 2.3.2). The coordinate space describing the pair includes the mutual separation $R$ and the orientation variables of each object, where we represent the latter with Euler-Rodriguez 4-parameters (Sec. 1.7). The resulting equation of motion for this coordinate space is a set of coupled nonlinear, first-order ODEs, which can be solved with conventional techniques; see Appendix D.2 for details of the integration scheme. The objects are initially separated along the $x$-axis and aligned with the force (which, as before, is along the negative $z$-axis). These specific initial conditions are used to emphasize the comparison with the pair of spheroids. As opposed to the spheroid pair, where the eigen-directions rotate only about the $y$-axis and the separation unit-vector $\hat{R}$ is fixed to its initial direction $\hat{x}$, here the former and the latter undergo a complex, 3D rotational motion.

We follow the dynamics of each object’s eigen-direction, which is affixed to the body frame and denoted by $-\hat{Z}$. For each object we define a tilt angle $\cos \theta(t) \equiv \hat{Z}(t) \cdot \hat{z}$, and an azimuthal correlation with the separation vector $\cos \phi(t) \equiv -\hat{Z}_\perp(t) \cdot \hat{R}_\perp(t)$. A scheme of the configuration with the relevant variables is depicted in Fig. 3.3 (right panel). The two objects can effectively glide away from each other, in resemblance to the case of two self-aligning spheroids, if the eigen-directions are tilted away from the separation direction, that is, $\cos \phi^a(t) = 1$ and $\cos \phi^b(t) = -1$; see inset in the right panel of Fig. 3.3. The solid red curves in Fig. 3.4, which correspond to a representative example, consisting of two identical randomly generated objects, demonstrate that such resemblance between the two cases does exist. In particular, the solid red curve in Fig. 3.4(b) shows that $\theta(t)$ of object $a$ follows the same trend as the dotted blue curve which represents the simple example of self-aligning spheroids. The tilt angle of object $b$, which is not shown, has a similar behavior. The inset in Fig. 3.4(a) shows the opposite correlations between $\hat{Z}^a$, $\hat{Z}^b$ and $\hat{R}$. The gliding effect results in an effective repulsion\(^3\), $R(t) \propto t^{1/3}$, as can be seen in Fig. 3.4a.

The example of an arbitrarily shaped, self-aligning pair, presented in Fig. 3.4, is a representative of a half-dozen other examples not shown here. More examples are given in Fig. 2.5—all the repulsive trajectories in that figure follow the $R(t) \sim t^{1/3}$ law. These randomly generated examples correspond to initial conditions, which involve also longitudinal separation and different mutual orientations. The variance in the measured exponents is within a small numerical error, of order 5%. The analytically predicted power law was found to hold for all pairs of objects which drifted far apart in the simulations (80% of the examples). This implies that the $1/3$ exponent for the asymptotic repulsion is most probably general for the class of self-aligning objects.

\(^3\)The direct interaction term in Eq. (3.8)—proportional to $\Pi$ and decaying as $R^{-2}$—can also contribute to the $t^{1/3}$ trend.
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Figure 3.3: Left panel: system of two self-aligning, prolate spheroids. The tilt angle $\theta$ is between the force and the major axis of the object, and $h$ indicates the shifted position of the forcing point. Right panel: system of two identical self-aligning objects made of 4 stokeslets. In the absence of interaction the eigen-direction of each object $(-\hat{Z})$ would eventually align with the force which is along the $(-\hat{z})$ axis (not drawn), and rotate about it with constant angular velocity. The HI tilts the objects by angles $\theta_a$ and $\theta_b$, while keeping a correlation between the transversal direction of the eigen-directions and the separation vector. This effect results in repulsion between the objects while they continuously rotate in the $xy$–plane. Here we show a snapshot of this terminal evolution. The main figure shows the projection of the system (the objects and their eigen-directions) onto the $xz$-plane, whereas the inset shows the $xy$–plane projection, together with the separation vector $\mathbf{R}$.

Figure 3.4: Representative trajectories for systems of two uniform spheroids (dash-dotted green curves), a pair of self-aligning spheroids (dotted blue curves), and two self-aligning stokeslets objects (solid red curves), together with the asymptotic behaviors at short and long times (gray dashed lines). The results are presented in dimensionless units by setting the parameters of length and time to $\ell = 1$ and $(aF/8\pi\ell)^{-1} = 0.1$, and the additional parameters to the values detailed in Appendix D.2. The distance between the objects, $R(t)$, as a function of time is shown in panel (a), exhibiting the effective repulsion between the two objects. The inset demonstrates the correlation between the eigen-directions $\hat{Z}^a, \hat{Z}^b$, and the separation vector in the case of self-aligning irregular objects. Panel (b) shows the evolution of the tilt angle $\theta$, defined in Fig. 3.3 (the solid red curve corresponds to only one of the objects).
Two Uniform Prolate Spheroids

A pair of uniform spheroids exhibits quite different behavior from that of two self-aligning objects. An individual uniform spheroid ($h = 0$) does not rotate under forcing, and does not translate in response to a flow gradient, i.e., the $T(0)$ matrices and $P$ tensors in Eq. (3.8)–Eq. (3.10) vanish. Hence, in the far field dynamics of two uniform spheroids the alignability and direct interaction are absent, i.e., $a = \zeta = 0$ in Eq. (3.11) and Eq. (3.12). The resulting picture, arising from Eq. (3.11) and Eq. (3.12), is that $\theta$ increases linearly with time until saturating to a constant value, which depends on $R(t = 0)$, and the objects move away from each other with a constant terminal velocity; see also dash-dotted green curves in Fig. 3.4. Hence, the role of HIs in this case is solely the generation of opposite tilts between the objects, which, as a result, move in opposite directions. In this case, Eq. (3.13) becomes equivalent to the one-dimensional problem from classical mechanics of two particles with a central repulsive potential, $\ddot{x} = A x^{-2}$, and the initial conditions $x(0) = x_0$ and $\dot{x}(0) = 0$. The qualitative behavior is apparent from the corresponding velocity equation $\dot{x} = \sqrt{2A(x_0^{-1} - x^{-1})}$. The positive velocity increases $x$, which in turn increases $\dot{x}$ toward a constant value, whereby $x$ continues to grow linearly with time.

The two power laws — $R(t) \sim t^{1/3}$, derived theoretically for self-aligning spheroids and demonstrated numerically for irregular objects, and $R(t) \sim t$, derived in the symmetric case of two uniform spheroids — are universal. Thus, the repulsive dynamics of pairs of symmetric objects and self-aligning objects are superficially similar, in that both arise from opposite tilts of the two objects. However, the mechanisms of the two repulsions differ qualitatively. The additional tendency of the latter objects to align with the force leads to a decrease in the relative velocity, as reflected by a weaker power law for the increase of separation with time. In addition, the terminal relative velocity in the case of two uniform spheroids is sensitive to the initial separation, as well as to the initial tilts. By contrast, the self-aligning pair has a stable asymptotic velocity independent of the initial state of alignment (assuming that $R(t = 0) \gg \ell$ such that the far-field equations, Eq. (3.8)–Eq. (3.10), are valid).

Effect of Longitudinal Separation

Up until now we have examined the simple case of constant force with initial separation perpendicular to its direction. As explained below, a small additional separation along the direction of the force should not alter qualitatively the transversal repulsion.

---

4 In Appendix B we have shown that $II^T$ gives the force-dipole at the object’s origin, induced by external forcing. The geometry of a uniform spheroid is invariant under inversion symmetry, thus, the corresponding $II$ tensor must vanish.

5 This behavior occurs in the limit of far-field dynamics. When the initial separation is small, the assumption $\theta \ll 1$ is not valid, or a periodic motion might appear; see Refs. [59, 60, 124].
The evolution of the longitudinal separation differs from the transversal one. The two components governing the far-field transversal dynamics — mutual relative orientation between the objects (the opposite tilt) and the direct interaction which decays as $R^{-2}$ — are weaker, or even absent, in the longitudinal dynamics. First, the direct interaction, originating from the off-diagonal blocks of the pair-mobility $A$, vanishes due to the constraint that $A$ is a symmetric matrix $\begin{bmatrix} 31 & -33 \end{bmatrix}$. The components relating one object’s linear velocity along the $\hat{z}$ direction with forcing on the other, satisfy $A^{ab}_{zz} = A^{ba}_{zz}$, which implies $\dot{R}_z = (A^{ab}_{zz} - A^{ba}_{zz})(-F) = 0$. Hence, relative longitudinal dynamics is solely dictated by relative orientation between the objects, which in the far-field regime corresponds to the difference between the (unperturbed) self-responses of each object.

When $R_z \ll R_\perp$ we can approximate the objects’ orientations by two opposite tilts of their eigen-directions. If the object’s shape is invariant under rotations about the eigen-direction, e.g., self-aligning spheroid, such relative orientation cannot yield relative velocity along the $z$-axis. In the case of arbitrarily shaped, self-aligning objects, we expect that any asymmetry about the eigen-direction approximately averages out by the rotation of each object. Thus, the effect of opposite tilts on the relative translation along the direction of the force is weaker than that on the transversal one. Indeed, the examples in Fig. 2.5 have shown that the longitudinal separation evolves slowly in time and seems to saturate at long times.

### 3.3 Discussion

This Chapter has been devoted to the relative motion between two equally forced objects. The first part (Sec. 3.1) has established the basic geometry dependence of the effective interaction. We have proven that invariance under spatial inversion precludes any instantaneous relative translation. In the second part (Sec. 3.2), we have treated the effect of hydrodynamic interactions on time-dependent trajectories. We have demonstrated how the characteristic $R_\perp(t) \sim t^{1/3}$ repulsion between two self-aligning objects differs qualitatively from the counterpart, asymptotic $R_\perp(t) \sim t$ behavior, which corresponds to two uniform spheroids. The preferred alignment of the individual objects reduces the relative tilt as they get further apart, thus decreasing their relative translation compared to the constantly tilted spheroids. This case highlights the sharp contrast between motion conditioned by current configuration and time-integrated motion. Two initially aligned spheroids do not have instantaneous relative velocity, while two self-aligning objects do (due to the direct interaction, $\sim R^{-2}$, term). Yet, the orientational interaction between the spheroids makes them oppositely tilt and achieve with time an asymptotic translational velocity which exceeds that of the self-aligning objects.

We have applied our general symmetry criterion to systems with confining boundaries, which break inversion symmetry. This geometrical consideration, without any further detail, accounts for the apparent interactions originated in hydrodynamic coupling, which were ob-
served in optical-tweezers experiments involving two confined configurations \([65, 66]\). Previous works \([64, 66]\) examined these apparent interactions for two point-like objects. Our treatment shows that the existence of the effect can be inferred by symmetry. It is present, therefore, in more general situations, such as non-spherical objects (e.g., Fig. 3.2(a)) and arbitrary separations, including objects in close proximity.

The symmetry arguments, which we have applied in the first part of this Chapter, can be found useful in the examination of orientational dynamics. In a system with spatial inversion symmetry, object \(a\) has the same translational response as object \(b\), and an opposite rotational response. Hence, when the objects are subjected to opposite forces, e.g., in the presence of a central force of interaction between them, they must rotate in the same sense, and spatial inversion symmetry will be maintained at all times. This means that, in the dynamics of an enantiomorph pair under opposite drive, relative orientations, possessing a spatial inversion symmetry, are fixed points in the orientational space, preserving a constant phase difference.

Finally, the distinction between irregular objects and regular ones, on the level of a pair of objects, should be significant, in particular, in driven suspensions with many-body interactions. For example, sedimentation of spheres involves only three-body effective interactions, whereas a suspension of sedimenting irregular objects will include effective pair-interactions. In the next Chapter we show how the effects demonstrated in this Chapter— the interplay between alignability and gliding— control concentration and velocity correlations in a driven suspension of self-aligning objects.
Chapter 4

Screening, Hyperuniformity, and Instability in the Sedimentation of Irregular Objects

The details of the fundamental dynamical process of sedimentation are still under debate (see Sec. 1.6.1). The long-range hydrodynamic correlations among settling objects lead to chaotic many-body dynamics, exhibiting strong fluctuations and large-scale dynamic structures even for athermal (non-Brownian) objects with negligible inertia [71, 75, 76, 135]. The non-equilibrium nature originating in the external (gravitational) drive, together with the long-ranged, many-body hydrodynamic interactions, make the analysis of this ubiquitous phenomenon challenging.

Earlier theories of steady collective sedimentation have considered symmetric objects, such as spheres (see Refs. [63, 78] and references therein), spheroids [95, 96], rod-like objects [97–103], and permeable spheres [104]. In various scenarios, including applications involving fluidized beds, the suspensions contain objects of asymmetric shapes. In this Chapter we address the sedimentation of a large class of irregular objects which are self-aligning (see Sec. 1.4.3).

4.1 Scaling Argument

We begin with a qualitative description of the effects studied here. Consider a suspension of objects sedimenting in a viscous fluid of viscosity η under force F in the −z direction. The mean concentration is c₀. Let us imagine a sinusoidal variation about c₀, c(x), in the transverse

---

1The material presented in this Chapter was published in T. Goldfriend, H. Diamant, and T. A. Witten, Phys. Rev. Lett. 118, 158005 (2017) [134].
x direction, creating vertical slabs of heavier and lighter weights. This creates a fluid velocity variation, \( u(x) \). To find the amplitude of this variation we balance the change in gravitational force with the change in viscous drag (per unit area of the slab), \( c\lambda F \sim \eta u/\lambda \), resulting in \( u \sim c\lambda^2 F/\eta \). This indefinite increase of \( u \) with \( \lambda \) is a manifestation of the Caflisch-Luke problem mentioned in Sec. 1.6.1 — the seeming divergence of velocity fluctuations with system size. The relative velocity of the slabs creates a vorticity \( \omega_{\text{flow}} \) of order \( u/\lambda \sim c\lambda F/\eta \). For spheres, this vorticity merely rotates the objects. Self-aligning objects, by contrast, are tilted away from their aligned state. Their misalignment, proportional to \( \omega_{\text{flow}} \), makes them glide in the \( x \) direction with velocity \( V_\perp \sim \gamma \ell c\lambda F/\eta \), where \( \ell \) is the size of the object and \( \gamma \) a proportionality coefficient. (The tilt-and-glide effect was discussed in detail in Chapter 3.)

4.2 Quantitative Model

To study these effects in more detail we use the framework of fluctuating hydrodynamics—Eq. (1.44) presented in Sec. 1.6.1. Similar continuum approaches were used for spheres by Levine et al. (referred to hereafter as LRFB) [88], and by Mucha et al. [94]. We consider an athermal inertia-less suspension. The system depends on the following parameters: the gravitational force on a single object, \( F \); solvent viscosity \( \eta \); characteristic size of the objects \( \ell \); and mean concentration of objects \( c_0 \). In addition, a self-aligning object has an alignability parameter \( a \), giving the slowest relaxation rate of a mis-aligned orientation toward alignment

\[
t_{\text{align}}^{-1} = aF/(\eta \ell^2)
\]

This parameter is derivable from the object’s shape and mass distribution alone.

The stochastic response of the suspension is characterized by a phenomenological diffusion coefficient \( D \), measurable experimentally [75], and fluctuating object fluxes with variance \( 2c_0 N \). The parameters \( D \) and \( N \), which originate in the complex many-body interactions excited by the force \( F \) at each object, are in general anisotropic [75, 88, 136]. Yet, unlike LRFB, the effects discussed below do not depend crucially on this anisotropy; we therefore neglect it for the sake of simplicity.

---

2The situation for symmetric, non-aligning objects, such as spheroids, is more complicated since the unperturbed object does not have a well-defined orientation with the force [95].

3\( a = \max\{a_1, a_2\} \), where \( a_{1,2} \) were introduced in Sec. 1.4.3.
In addition, we employ the following three assumptions: (1) the suspension is dilute, having volume fraction \( \phi \ll 1 \), such that direct interactions between the objects are negligible, and the hydrodynamic interaction is well described by its two leading multipoles. (2) The suspension is non-Brownian, i.e., the thermal Péclet number \( F\ell/(k_BT) \gg 1 \), where \( k_BT \) is the thermal energy. However, there is no restriction on the sedimentation Péclet number, defined as \( \text{Pe} \equiv F/(\eta D) \). (3) We assume strong alignability, i.e., that the rate of alignment \( t^{-1}_{\text{align}} \) is much faster than the interaction-induced vorticity, \( \omega_{\text{flow}} \sim 1/(\eta l^2) \), where \( l \sim \ell \phi^{-1/3} \) is the typical distance between objects. The resulting criterion, \( \alpha \gg \phi^{2/3} \), improves with dilution.

The advection-diffusion equation for the fluctuations of object concentration about \( c_0, c(r,t) \), reads
\[
\partial_t c + \nabla \cdot ((c + c_0)V) = D\nabla^2 c + \nabla \cdot f, \tag{4.1}
\]
where \( V \) is the objects’ velocity fluctuation field about the mean settling velocity. The velocity fluctuation of the fluid surrounding the objects, \( u(r,t) \), is described by an incompressible, overdamped Stokes flow, with force monopoles originating from concentration fluctuations
\[
u_i(r,t) = \int d^3r' G_{ij}(r-r')c(r',t)F_j(r') + O(\ell) = -F \int d^3r' G_{iz}(r-r')c(r',t) + O(\ell). \tag{4.2}
\]

A point-like object \( (\ell \rightarrow 0) \) is merely advected by the flow, i.e., \( V = u \). However, for nonzero \( \ell \) the two velocities do not coincide. To leading order in \( \ell \) they are bound to satisfy a relation of the form,
\[
V_i = u_i + \ell \Phi_{ikj} \partial_j u_k + O(\ell^2). \tag{4.3}
\]
The constant tensor \( \Phi \) depends on the objects’ orientations and shapes, and is assumed to be independent of \( \ell \). It is not exactly the \( \Phi \) tensor appearing in Chapter 2, but rather an effective response which also accounts for the tilt-and-glide effect introduced in Chapter 3 and mentioned in the scaling argument above. The difference between \( V \) and \( u \), and the fact that the effective response \( \Phi \) is anisotropic, lead to a new advective term in Eq. (4.1), which corresponds to an object flux with non-zero divergence, \( \partial_i V_i = \ell \Phi_{ikj} \partial_j u_k + O(\ell^2) \neq 0 \). The second term in Eq. (4.3) is at the core of the present theory; the existence of asymmetry in \( \Phi_{ikj} \), demanded phenomenologically for self-aligning objects, entails the effects described below. (For spheres the second term in Eq. (4.3) vanishes, and the higher-order terms are divergence-less.) The anisotropic response has two contributions: one from a direct translational response to shear flow, and the other due to the object’s gliding response; see more details in Appendix E.

We proceed by substituting Eq. (4.2) and Eq. (4.3) into Eq. (4.1) and Fourier-transforming.

\[^4\text{Although a dipolar term (see Sec. 2.2) of order } \ell \text{ should be included in Eq. (4.2) to have a consistent expansion to first order in } \ell, \text{ this divergenceless term has no effect on the results.} \]
\[^5\text{The mean-field assumption of constant } \Phi \text{ is valid provided that the motion of the isolated self-aligning object under external force and flow gradient can be characterized by axisymmetric hydrodynamic tensors.} \]
the resulting equation \((r, t) \rightarrow (q, v)\). This leads to

\[
- iv \tilde{c}(q, v) + \frac{c_0 \ell F}{\eta} \left( \gamma \frac{q^2}{q'^2} + \bar{\gamma} \frac{q'^4}{q^4} \right) \tilde{c}(q, v) + iF \int q \tilde{G}_{ij3}(q') \tilde{c}(q', v - v') \tilde{c}(q', v') d^3q' dv' \\
= -Dq^2 \tilde{c}(q, v) - iq \cdot \tilde{f}(q, v),
\]

where we used the fact that \(q'_i \tilde{G}_{ij}(q') = 0\) (incompressibility of Stokes flow). We denote by \(i\) the horizontal components \((x, y)\) of a vector. The coefficients \(\gamma\) and \(\bar{\gamma}\) are effective response parameters resulting from the response tensor \(\Phi\) (specifically, \(\gamma = \Phi_{zzz} - \Phi_{z\perp z} - \Phi_{\perp z\perp}, \bar{\gamma} = \Phi_{\perp \perp z} + \Phi_{\perp z\perp} + \Phi_{z\perp \perp} - \Phi_{zzz}\)). The second term in Eq. (4.4) corresponds to linear screening, which is nonzero for any wavevector \(q \neq \hat{z}\). This term makes a simple perturbation theory in small concentration fluctuations valid, allowing us to neglect the third, nonlinear term that underlies the LRFB model (see discussion in Sec. 1.6.1). In addition, to facilitate the analysis, we omit the term proportional to \(\bar{\gamma}\), which does not affect the following calculations. We thus have

\[
- iv \tilde{c}(q, v) + \gamma \frac{c_0 \ell F q'^2}{\eta q^2} \tilde{c}(q, v) = -Dq^2 \tilde{c}(q, v) - iq \cdot \tilde{f}(q, v).
\]

By equating the diffusive and screening terms in Eq. (4.5), we obtain the characteristic length that we qualitatively inferred in Sec. 4.1,

\[
\xi = \left( \gamma \frac{c_0 \ell F}{\eta D} \right)^{-1/2} = \ell \gamma^{-1/2} \eta^{-1/2} \phi^{-1/2}, \quad (4.6)
\]

4.2.1 Results

We now summarize the main results, which are readily obtained from Eq. (4.2)–Eq. (4.5) (see Appendix F for detailed analysis).

We begin with the expressions for the concentration and velocity correlation functions at steady state \((v \rightarrow 0)\):

\[
S(q) = \langle \tilde{c}(q, 0) \tilde{c}(-q, 0) \rangle = \frac{N}{D} \frac{q^2}{q^2 + \xi^{-2} (q / q)^2}, \quad (4.7)
\]

\[
\langle \tilde{V}_i(q, 0) \tilde{V}_j(-q, 0) \rangle = \frac{NF^2 \tilde{G}_{iz}(q) \tilde{G}_{iz}(-q) q^2}{D} \frac{q^2}{q^2 + \xi^{-2} (q / q)^2}, \quad (4.8)
\]

where \(S(q)\) is the static structure factor of the suspension. Fig. 4.1(a) shows \(S(q)\) along different directions of \(q\). The structure factor decays to zero at small \(q\), as \(q^2\), in all directions except \(\hat{z}\), where it is a constant at small \(q\).

Next, the velocity point-correlation functions are obtained by inverting back to real space.
and taking the limit $r \to 0$,

$$
\langle V_z^2(0) \rangle = 6 \langle V_{\perp}^2(0) \rangle = \frac{3}{64} \frac{N \xi}{D \ell} \left( \frac{F}{\eta \ell} \right)^2 = \frac{3}{64} \frac{N}{D \ell} \left( \frac{D}{\ell} \right)^2 \gamma^{-1/2} \phi^{1/2} \text{Pe}^{3/2}.
$$

(4.9)

Finally, we give the asymptotic expressions at large distances ($r \gg \xi$) for the two-point correlations in real space. For the concentration correlations we get

$$
\frac{D \xi^3}{c_0 N} \langle c(0)c(\mathbf{r}\hat{z}) \rangle = \frac{12 \xi^5}{\pi r^3}, \quad \frac{D \xi^3}{c_0 N} \langle c(0)c(\mathbf{r}\hat{r}_\perp) \rangle = \frac{\Gamma^2(5/4) \xi^{5/2}}{2\sqrt{2}\pi^2 r^{5/2}},
$$

(4.10)

where $\Gamma$ is the Gamma function. The weaker decay $\sim r^{-5/2}$ applies strictly within the $(x,y)$ plane. For the velocity correlations we get

$$
C_{\perp\perp}(\mathbf{r}\hat{z}) = \frac{8 \xi^3}{\pi r^3}, \quad C_{\perp\perp}(\mathbf{r}\hat{r}_\perp) = \frac{\xi}{\pi r},
$$

(4.11)

$$
C_{zz}(\mathbf{r}\hat{z}) = \frac{4 \xi}{\pi r}, \quad C_{zz}(\mathbf{r}\hat{r}_\perp) = \frac{2 \xi}{\pi r},
$$

(4.12)

where $C_{ij}(\mathbf{r}) \equiv \langle V_i(0)V_j(\mathbf{r}) \rangle / \langle V^2(0) \rangle$. Despite the emergence of the characteristic length $\xi$, the concentration and velocity correlations remain long-ranged, decaying algebraically with distance. In Fig. 4.1(b) we present the spatial velocity correlations at steady state along with their asymptotic power laws.

Figure 4.1: (a) Static structure factor of the suspension $S(\mathbf{q})$ (Eq. (4.7) with $N = D$) for different directions of the wavevector $\mathbf{q}$, as a function of the wavevector magnitude normalized with the characteristic length $\xi$. The blue dotted curves and the lower black solid curve, which correspond, respectively, to several directions of $\mathbf{q} \parallel \mathbf{z}$ and to $\mathbf{q} \perp \mathbf{z}$, decay to zero at small $q$ as $\sim q^2$. In the case of $\mathbf{q} \parallel \mathbf{z}$ (upper black solid line) the structure factor is constant. (b) The decay with distance $r$ of the normalized two-point velocity correlations, $C_{ij}(\mathbf{r}) \equiv \langle V_i(0)V_j(\mathbf{r}) \rangle / \langle V^2(0) \rangle$, together with their asymptotic behavior (Eq. (4.11) and Eq. (4.12)). Here The diagonal $zz$ and $\perp\perp$ components are presented for two specific directions of $\mathbf{r}$. 

4.2. QUANTITATIVE MODEL
CHAPTER 4. SEDIMENTATION OF IRREGULAR OBJECTS

Figure 4.2: Illustration of the mechanism regulating concentration fluctuations. A concentration fluctuation makes a force fluctuation $\delta F$ (green solid arrow), which in turn creates a flow fluctuation (flow lines). (a) Spherical objects respond isotropically to this flow, with velocities (magenta dashed arrows) along the direction of the flow lines; thus, there is no net flux of objects into the small volume element around the fluctuation. (b) Self-aligning spheroids have an anisotropic response, leading in this example to a total outflux of objects. The resulting flow of objects has a nonzero divergence, which reduces the concentration fluctuations.

4.3 Discussion

Let us now discuss the consequences of these results. The velocity auto-correlation of an object is given, up to corrections of $O(\ell/x)$, by the point-correlation of Eq. (4.9). From this expression we immediately see how the finite $x$ regularizes the velocity auto-correlations, thus removing the Caflisch-Luke problem [82] for the irregular objects considered here. Indeed, in the limit $\gamma \rightarrow 0$ (no self-alignment) the auto-correlation diverges, requiring a different regularization mechanism [88, 94]. Fig. 4.2 illustrates another view of the physical mechanism behind the regularization\(^6\). A concentration fluctuation within a small volume of the suspension creates a flow, which advects objects in and out of the region. Spherical objects respond to the flow isotropically, leading to mutual cancellation of the influx and outflux (Fig. 4.2(a)). The dipolar, non-divergenceless flow of irregular objects, as described by Eq. (4.3), perturbs this balance, compensating for the deficiency/surplus of objects in the region (Fig. 4.2(b)).

In all of the above we have implicitly assumed that the effective response parameter $\gamma$ is positive, leading to a positive $\xi^2$. However, $\gamma$ may be of either sign, as we now show for self-aligning spheroids. These objects, already introduced in Chapter 3, are spheroids whose center of mass is displaced from their centroid. See inset of Fig. 4.3 and detailed calculation in Appendix E. The response parameter resulting from this calculation, shown in Fig. 4.3, reveals a region of negative $\gamma$ as a function of the spheroid’s aspect ratio $\kappa$ and the off-center position $x$.\(^6\)

\[^6\]Although this figure seems similar to the one drawn in Ref. [95] for symmetric, rod-like spheroids (which are not self-aligning), the scenarios are different. Whereas the rods are aligned by the flow lines, the ones depicted in Fig. 4.2(b) self-align with the force and are only perturbed by the flow lines.
4.3. DISCUSSION

Figure 4.3: Effective response parameter $\gamma$ describing suppressed fluctuations ($\gamma > 0$) and instability ($\gamma < 0$), as predicted for sedimentation of self-aligning spheroids (inset). The response of the spheroid is calculated as a function of its geometry, characterized by the aspect ratio $\kappa$, and the displacement of the forcing point (red dot) from the centroid, given by $\chi$. Prolate self-aligning spheroids ($\kappa > 1$) cause suppression, whereas oblate ones ($\kappa < 1$) undergo instability. For spheres ($\kappa = 1$) our suppression/enhancement mechanism disappears ($\gamma = 0$).

of the forcing point$^7$ $\chi$. As $\gamma \to 0^+$, the characteristic length $\xi$ becomes indefinitely large. As is clear from the mechanism described above (Fig. 4.2), a negative $\gamma$ implies de-regularization, i.e., instability in the sedimentation of such objects, with unstable structures of size $\sim \sqrt{-\frac{\gamma}{\xi}}$. The instability clearly calls for additional theoretical and experimental study.

As described by Eq. (4.7) and Fig. 4.1(a) (in the case of positive $\gamma$), for any wavevector $\mathbf{q} \parallel \hat{z}$ the structure factor decays to zero for small wavevectors as $S(\mathbf{q}) \sim q^2$. This implies hyperuniformity of the fluctuating suspension \[108, 137\] in any direction but $\hat{z}$. (See the discussion on hyperuniformity in Sec. 1.6.2.) Calculating the fluctuation $\delta N$ in the number of objects within a spherical subvolume of radius $R$, we find $\delta N^2 \sim R^3 (R/\xi)^{-1}$, i.e., a variance that grows as the surface area rather than the volume \[137\]. The hyperuniformity is also manifest in the long-range concentration correlations in the transverse direction, as given in Eq. (4.10). In the $\hat{z}$ direction $S(\mathbf{q})$ is constant for small $q$, implying normal Poissonian fluctuations. The angular dependence of the suppression has been qualitatively explained in Sec. 4.1. For $q \neq q_\xi$ and $q < \xi^{-1}$ the vorticity-tilt effect (with rate $D\xi^{-2}$) dominates diffusion (with the slower rate $Dq^2$), while for $q = q_\xi$ this effect is absent. Several systems exhibiting hyperuniformity have been recently studied \[108, 110–112\]. Our system is different in several essential aspects: (1) it is dynamic, corresponding to continually changing configurations rather than a static absorbing state, (2) it does not require tuning of a control parameter to a critical value, (3) rather than eliminating collisions, it suppresses both positive and negative concentration fluctuations$^8$.

It has been assumed for simplicity that all the objects are identical, but the qualitative conclusions apply in more general scenarios. The key requirement is that the system contains self-aligning objects, possessing the dipolar anisotropic response treated above. Not all the

$^7$In Chapter 3 we use a different representation for this off-center position; see Appendix C.

$^8$The one-component plasma \[63, 137\] is another example of hyperuniformity brought about by long-ranged pair-interactions (electrostatic interactions in this case), falling off as $1/r$. 
objects in the suspension need to be self-aligning, and the self-aligning ones do not need to be identical. In any of these scenarios they will tilt and glide in response to the nonuniform flow, thus producing the suppression or instability mechanisms discussed here.

We now compare our screening mechanisms with the ones suggested for the sedimentation of spheres (see discussion in Sec. 1.6.1). Those theories also yielded suppression of fluctuations, but out of different physics. (Indeed, hyperuniformity was found in numerical simulations [91] and experiments [90] of sedimenting spheres.) In the theory of Ref. [88] the effects result self-consistently from the nonlinear coupling between concentration and velocity fluctuations, giving \( \xi_{\text{LRFB}} \sim \ell \phi^{-1/3} \text{Pe}^{-2/3} \). The mechanism of Ref. [94] relies on a steady concentration gradient (stratification), yielding \( \xi_{\text{strat}} \sim \ell \phi^{-1/4} \text{Pe}^{-1/4} \). Which of these is the actual screening mechanism for spheres remains an open question. If the LRFB mechanism is the one that operates for spheres, then, for asymmetric objects, our linear mechanism with \( \xi = \ell \gamma^{-1/2} \phi^{-1/2} \text{Pe}^{-1/2} \) should replace the nonlinear one; the linear glide solution is perturbatively stable against the nonlinear term at steady state, as explained in Appendix G. If stratification is the active mechanism for spheres, then screening will be caused by a combination of both stratification and asymmetry. Another distinctive feature of the asymmetry mechanism is that it remains in place as the system approaches detailed balance \( (D = N) \), whereas the LRFB screening disappears [88]. Thus, we expect the present mechanism to hold for arbitrarily small sedimentation Péclet number (while keeping the thermal Pe large).
Chapter 5

Summary and Outlook

Establishing the role of hydrodynamic interactions in a driven suspension of asymmetric colloids is the central achievement of this Thesis. The results highlight the qualitative difference between driving symmetric objects and asymmetric ones in the inertia-less regime. The theoretical results in Chapters 2–4 set the ground for further related theoretical studies and experimental investigations, as will be outlined below.

5.1 Pair Hydrodynamic Interactions

5.1.1 Summary

Chapter 2 and Chapter 3 have aimed to provide a comprehensive description of the translational and orientational hydrodynamic interactions between two forced objects, focusing on the generic features of these interactions. The study can be divided into two aspects (not directly related to the partition into the two chapters): the first deals with the instantaneous response of a given pair configuration, whereas the second addresses the time-dependent trajectories of object pairs.

In the first aspect, we have derived a formalism to predict from the system’s symmetry alone whether the hydrodynamic interactions create relative motion (orientational or translational) between the objects. Where relative motion is present, we have analyzed its multipole expansion. In particular, based on the multipole expansion in $\ell/R$ of the pair-mobility in the case of two arbitrarily shaped objects having typical size $\ell$, and separated by a distance $R$, we have shown that HI linearly degrades orientational alignment between self-aligning objects. The leading order of the interaction is dipolar, $\sim R^{-2}$, and can be written as a product of medium-dependent and object-dependent responses (see Eq. (2.12)). In addition, we have
shown how symmetry-based arguments can be useful in examining the instantaneous translational response of a pair. We have proven that spatial inversion symmetry dictates the vanishing of relative translation. In addition, we have managed to include under the same framework of geometrical considerations: (i) the previous theoretical studies of experiments in which apparent interactions were observed, e.g., radial separation between two spheres forced to move along a ring [66]; (ii) new predictions of apparent interactions, e.g., the separation between two spheres sedimenting one above the other parallel to a wall.

While our symmetry-based results for the instantaneous interaction are rigorous, in the second aspect of the study we could provide only qualitative general trends concerning the time-dependent relative motion. We have focused particularly on irregular, self-aligning objects, and on the asymptotic dynamics at long times. By carrying out numerical simulations to study the evolution of pair trajectories (translational and rotational), we have found that self-aligning objects typically repel each other, and thus, retain their alignment at long times as the $\sim R^{-2}$ HI gets weaker. The temporal asymptotic evolution follows the law $R(t) \sim t^{1/3}$. A quantitative explanation of this behavior has been given by treating analytically a simpler case of self-aligning spheroids. The typical $t^{1/3}$ separation between self-aligning objects is qualitatively different from the $R(t) \sim t$ law characterizing the case of uniform prolate spheroids.

The symmetry-based results concerning the relative translation of a pair (Sec. 3.1) remain intact even if the objects are at close proximity (see Sec. 3.3). However, the two analytical results which rely on the far-field approximation— the instantaneous degradation of orientational alignment (Sec. 2.2) and the typical repulsive trend between two self-aligning objects (Sec. 3.2.3)— may change qualitatively when the distance between the objects is comparable to their size. In addition to the higher order terms of the pair-mobility matrix that contribute to the dynamics at small separations, there are hydrodynamic, near-field repulsive interactions, i.e., lubrication effects, which dominate at close proximity [1]. It is difficult to anticipate whether and when the near-field dynamics would differ qualitatively from the one in the far-field regime. In particular, the typical repulsion between object pairs, caused by a mutual tilt-and-glide effect, might be irrelevant when the objects start at small initial separation— although lubrication effects are repulsive (thus, pushing the objects toward larger separation, where the far-field result becomes more relevant), higher multipoles of the pair hydrodynamic interaction can change the picture. For example, the separation between two uniform spheroids, which start at close proximity, exhibits a periodic trajectory [124].

5.1.2 Experimental Significance

The initial motivation for this Thesis was to explore the feasibility of achieving orientational order of asymmetric colloids by a time-dependent forcing protocol, as was suggested by Refs. [34, 46–48]. Our results imply that such an orientationally ordered system of steerable colloids is restricted to dilute suspensions, as hydrodynamic interactions degrade alignment. In particu-
lar, we have estimated an upper bound of $\varphi \sim 10^{-3}$, above which HIs have a significant effect on the orientational dynamics in a suspension. The usage of other driving mechanisms such as electrophoresis, that do not include net external force on the objects, and therefore involve weaker HI, is thus preferable.

The results have an impact on other, simpler, colloidal systems. The general theory presented in Chapter 3 can be used to obtain simple qualitative predictions, which are readily testable in experiment. A particularly simple example is the sedimentation of two identical spheres, positioned one above the other parallel to a vertical planar wall. This configuration will result in one sphere instantaneously approaching the wall, while the other being repelled from the wall. Another example is a modification of the experiment presented in Ref. [66]. Two identical spheres placed in a ring and forced in the radial direction will develop relative translation in the tangential direction. Clearly, similar symmetry-based predictions can be readily made for other configurations. We note that the general symmetry criterion concerns only the existence or absence of interaction. To determine the sign of the interaction, whether it is repulsive or attractive, one needs additional information such as the Green’s function of the given hydrodynamic problem.

Another result, which can be verified in a simple experimental setup, is the asymptotic power-law time dependence of the separation between two self-aligning objects. For the particular system comprising a pair of self-aligning (non-uniform) prolate spheroids we have shown analytically a $t^{1/3}$ law (Sec. 3.2). In the case of two, arbitrarily shaped self-aligning objects, where repulsion is not a general law, we have reported several examples with a similar trend. These examples, which are represented by the red curve in Fig. 3.4, are not sensitive to initial conditions. For spheroids, the effect of opposite tilts on the mutual repulsion is captured by the positive glide parameter $\beta$ in Eq. (3.11). The sign of $\beta$ is dictated by the elongated shape of the individual spheroid. (An oblate spheroid has a negative $\beta$, see Appendix E.) Therefore, good candidates for arbitrarily shaped, repulsive pairs may be elongated objects, whose properties, when averaged over rotations about the eigen-direction, resemble those of self-aligning spheroids. A suggestion for an experiment includes tracking the sedimentation of two micron-sized, self-aligning objects in a viscous fluid, where optical traps can be used to place the objects at a fixed initial separation, perpendicular to gravity. The effect should not depend on the initial orientations of the objects, as their alignability guarantees that after a short transient they will be close to their aligned state.

### 5.1.3 Future Theoretical Directions

The tools that we have developed to treat hydrodynamic interactions— multipole expansion and symmetry considerations— can be generalized to examine other driving mechanisms. One example is electrophoresis, the transport of charged colloids in electrolyte as a response to external electric field. Electrophoretic motion is force-free, as the driven object is effectively neu-
trally charged due to the cloud of counter-ions surrounding it. While previous works studied the response of specific pair configurations, it will be useful to lay a framework of multipole expansion, similar to the one in Sec. 2.2, to study the coupled electrophoretic motion of two arbitrarily shaped objects. Symmetry considerations, similar to those we have employed for not-force-free objects, might be useful to understand pair electrophoretic response. The motion of two identical spheres, or spheroids, with the same constant surface charged distribution do not induce relative translation \([138-140]\) (moreover, the interaction in this case completely vanishes, viz, the presence of one object does not affect the individual response of the other). This surprising and general result calls for symmetry-based explanation. There is a previous study in this spirit, given in Ref. \([141]\), concerning the motion of single object. It indicated what geometrical properties of the individual object can yield complex motion such as rotation under unidirectional external electric field.

Another future direction is to study the hydrodynamic interaction between asymmetric objects possessing a magnetic dipole, which are driven by a rotating magnetic field. On a single object level, such objects align, rotate and translate according to the external rotating field, and their dynamics can be easily controlled via the frequency of the field \([2]\). Therefore, these objects acquire orientational alignment with the direction of the field’s rotation axis, similar to the self-aligning objects studied in this Thesis. The ideas and methods developed in Chapter 2 and Chapter 3 can be generalized to the case in which a total torque is acting on each object. For example, since a torque is a pseudo-vector, one can show by symmetry arguments that the hydrodynamic interaction can induce a relative linear velocity between an enantiomorphic pair subjected to the same torque. In addition, the second order (dipolar) term of the pair-mobility matrix, given in Eq. \((A.2)\), produces a translation of one object due to a torque on the other. However, this term does not induce rotation. Therefore, in the presence of external torque alone, the tilt-and-glide effect and degradation (or enhancement) of orientational alignment will be weaker than in the case of self-aligning objects. A system of asymmetric objects actuated by a rotating magnetic field is an example of steerable colloids which can be realized in experiments \([2]\). Studying the effects of hydrodynamic interactions in such systems is an interesting direction of research that can be based on the results obtained in this Thesis.

The typical effective repulsion between pairs of self-aligning, arbitrarily shaped stokeslets objects, which were reported in Chapter 2, is not a general law; Attractive trajectories and bound states have been observed as well. This fact brings to mind two directions to extend the study of pair HI. First, what is the mechanism dictating attraction? It can be an opposite tilt-and-glide effect. Indeed, we know of objects with such property (for example, oblate self-aligning spheroids, whose response causes an unstable sedimenting suspension, as can be inferred from Fig. 4.3) . If this is the case, then one should answer the question what is the relation between the self-aligning character and the gliding response, as our randomly generated 4-stokeslets objects usually exhibit positive tilt-and-glide response.

A second interesting direction concerns the bound state trajectories, as the one shown by
the blue dashed curve on Fig. 2.5e. Bound states were observed earlier in the case of symmetric objects [124]. Here a further study should examine the following issues: (i) the basin of attraction of bound states, (ii) whether such states are restricted only to close proximity or can occur also in the far-field regime, and (iii) the relation between the object’s shape and the existence of a bound state. These general points can be explored by considering the far-field mobility derived in Sec. 2.2, and by further numerical investigation of stokeslets object dynamics. In addition, one may treat also the case of two non-identical objects.

Finally, we mention one of our symmetry-based conclusion— an enantiomorph pair under opposite drive should maintain their relative orientation in space (see Sec. 3.3). This interesting prediction might have impact on colloidal systems in which there is a central force between the suspended objects. In particular, the effect can be related to colloidal synchronization or lock-and-key mechanisms, and thus, it clearly calls for further theoretical and numerical investigation.

5.2 Sedimentation

5.2.1 Summary

In Chapter 4 we have studied the overdamped sedimentation of non-Brownian objects of irregular shape using fluctuating hydrodynamics. We have found that the anisotropic coupling between the external drive, hydrodynamic interactions, and objects’ orientations, directly suppresses concentration and velocity fluctuations. This allows the suspension to avoid the anomalous fluctuations predicted for suspensions of symmetric spheroids. The suppression of concentration fluctuations leads to a correlated, hyperuniform structure. For certain object shapes, the anisotropic response may act in the opposite direction, destabilizing uniform sedimentation.

5.2.2 Experimental Significance

The findings presented above for asymmetric dispersions can be checked experimentally, e.g., using light scattering or video microscopy. Our results highlight the different physics underlying the sedimentation of irregular objects as compared to spheroidal ones. This includes a distinctive, direct, screening mechanism, a different length scale $\xi$ beyond which hyperuniformity sets in, and unstable dynamics for certain object shapes. These results may offer new means of controlling the stability of driven suspensions such as fluidized beds.
5.2.3 Future Theoretical Directions

The study on the sedimentation of self-aligning objects can be extended further in several aspects. The model we have utilized in Sec. 4.2 is general, treating arbitrarily shaped self-aligning objects whose alignability is captured by the shape-dependent response tensor $\Phi$. We have developed methods (Sec. 2.3 and Appendix E) to explicitly determine this response for specific shapes. One can use this analysis to provide quantitative estimates of the strength of the stabilization mechanism for simple object’s shape, and examine how geometry controls homogenization ($\gamma < 0$) or instability ($\gamma > 0$) of the suspension.

We have shown that the behavior of a driven, many-body system of self-aligning objects is qualitatively different from the one of spheres, which shows screening, and uniform spheroids, which exhibit instability. Therefore, it is natural to ask what is the interplay between the alignment mechanism that we have studied, and the ones which govern the behavior of suspensions of regular objects. As the fundamental details of each system, spheres or spheroids, are still not fully understood (or under debate) [78], a unified theory for sedimentation is far from reach. Yet, one can relate the known models of each regular class to that of the self-aligning class.

Spheres: our mechanism dominates at sufficiently small volume fractions, large distance scales, and no stratified suspension (i.e., without vertical concentration gradient). The fluctuating hydrodynamics model we have employed is a standard model to study sedimentation of spheres. One can use this framework to study the interplay between our tilt-and-glide effect and the screening mechanism induced by stratification [94], or three-body interactions [63].

Spheroids: the essential ingredient of the instability in sedimentation of spheroids [78, 95] resembles the alignment mechanism—gradients of fluid flow affect the probability of orientations, which is otherwise isotropic. The resulting anisotropic distribution of orientations gives rise, through gliding response, to divergence-less objects’ fluxes; see Figure 1 in Ref. [95]. The predictions for the $\gamma$ parameter of self-aligning spheroids (Fig. 4.3) are not applicable to describe this scenario, since the calculation relies on the assumption of slightly tilted spheroids. We have quantified this by the inequality $\kappa \gg \Phi^{2/3}$ in Eq. (E.6). One way to interpolate between the two effects is to calculate an effective $\Phi(\varphi)$ tensor that captures the response of both self-aligning spheroids and uniform ones. For a dilute system, with strong alignability, our calculation of $\Phi$ is valid; for high concentration and weak alignability, the value of $\Phi$ should give the divergence-less flows of objects according to the Koch and Shaqfeh theory [95]. A generalized theory, for self-aligning objects and non-alignable ones, will allow to draw a phase diagram of screened and unstable phases, which will depend on the volume fraction $\varphi$, and the suspended objects geometry, given by the parameters $\kappa$ and $\chi$ (Fig. 4.3).
Appendices
Appendix A

Pair-Mobility: Further Details

The pair-mobility matrix has been at the core of the analysis in Chapter 2 and Chapter 3. In this Appendix we provide more details (especially technical ones) of this quantity.

A.1 Change of Object’s Origin

Here we derive the transformation of the pair-mobility matrix under change of objects’ origins. Consider a new choice of origins given by $R'^a = R^a + h^a$ and $R'^b = R^b + h^b$, and denote the objects’ properties with respect to the new origins with $'$. Following Ref. [34], the transformations for the generalized velocities and forces can be written as $V'^x = [I_{6\times6} - (B^x)^T]V^x$ and $F'^x = [I_{6\times6} + B^x]F^x$ for $x = a, b$, where

$$B^a = \begin{pmatrix} 0 & 0 \\ -h^a \times & 0 \end{pmatrix} \quad \text{and} \quad B^b = \begin{pmatrix} 0 & 0 \\ -h^b \times & 0 \end{pmatrix}.$$  

Using $[I_{6\times6} + B^x]^{-1} = [I_{6\times6} - B^x]$ we have

$$\begin{pmatrix} M'^{aa}_{,a} & M'^{ab}_{,b} \\ M'^{ba}_{,a} & M'^{bb}_{,b} \end{pmatrix} = \begin{pmatrix} [I_{6\times6} - (B^a)^T] & 0 \\ 0 & [I_{6\times6} - (B^b)^T] \end{pmatrix} \begin{pmatrix} M^{aa} & M^{ab} \\ M^{ba} & M^{bb} \end{pmatrix} \begin{pmatrix} [I_{6\times6} - B^a] & 0 \\ 0 & [I_{6\times6} - B^b] \end{pmatrix}.$$  

(A.1)

A.2 Proof of General Properties of Interaction Multipoles

Here we prove the two general results presented in Sec. 2.2 concerning the interaction multipoles.
Multipole expansions are constructed by repeated projections (“reflections”), between the two objects, of the Green’s function and its derivatives. The self-blocks of the mobility matrix result from even projections, and the coupling blocks from odd projections. In our case \( G \), the Oseen tensor, has even parity and scales as \( 1/R \).

The Green’s function \( G \) itself appears only once in the expansion, in the first \((1/R)\) multipole. This is because the force monopoles acting on the objects are prescribed. This monopolar (odd) interaction appears only in the coupling blocks. The leading multipole appearing in the self-blocks is constructed by projecting the induced force dipole on object 2 (proportional to \( \nabla G \)) back onto object 1 (by another \( \nabla G \)). Thus, this leading multipole is of 4th order, proportional to \( 1/R^4 \). This proves the first result in Sec. 2.2. Its particular manifestation for two spheres is well known \([32]\).

Now, consider the \( n \)th multipole, proportional to \( 1/R^n \). Assume that it contains \( k \) \( G \)’s and \( n-k \) derivatives. Its parity is \((-1)^{n-k}\). As explained above, for self-blocks \( k \) is even, and for coupling blocks it is odd. Hence, the parity of the \( n \)th multipole is \((-1)^{n}\) in the self-blocks and \((-1)^{n+1}\) in the coupling blocks. This proves the second result.

### A.3 General Form of the 2nd-Order Multipole of the Pair-Mobility

The basic properties of the 2nd-order multipole of the pair-mobility matrix, \( M_{(2)}^{ab} \), have been studied in Sec. 2.2. Here we provide the general form of the coupling block in this multipole term, \( M_{(2)}^{ab} \), and point out the number of its independent components. This is done by decomposing the tensors \( \Phi \) and \( \Theta \) into their symmetric and anti-symmetric parts; see Appendix B below. Without loss of generality we choose the separation vector between the two objects to be along the \( x \) axis, \( \hat{R} = \hat{x} \). For two not necessarily identical objects the matrix \( M_{(2)}^{ab} \) has the form:

\[
M_{(2)}^{ab} = \left( \frac{\ell}{R} \right)^2 \begin{pmatrix}
A_{xx}^a - A_{xx}^b & -A_{yx}^b & -A_{zx}^b \\
A_{yx}^a & 0 & 0 \\
A_{zx}^a & 0 & 0
\end{pmatrix} \begin{pmatrix}
-T_{xx}^b & -T_{yx}^b & -T_{zx}^b \\
0 & 0 & 1 \\
0 & -1 & 0
\end{pmatrix}, \tag{A.2}
\]
where the \( A_{ij}^x \) and \( T_{ij}^x \) are functions of \( \mathbf{R} \) and the shape and orientation of object \( x \), \( (x = a, b) \).

For two identical (in shape and orientation) objects we have

\[
M_{(2)}^{ab} = \left( \frac{\ell}{R} \right)^2 \begin{pmatrix}
  0 & -A_{yx} & -A_{zx} \\
  A_{yx} & 0 & 0 \\
  A_{zx} & 0 & 0 \\
  T_{xx} & 0 & 0 \\
  T_{yx} & 0 & 1 \\
  T_{zx} & -1 & 0
\end{pmatrix} \begin{pmatrix}
  -T_{xx} & -T_{yx} & -T_{zx} \\
  0 & 0 & 1 \\
  0 & -1 & 0 \\
  0 & 0 & 0 \\
  1 & 0 & 0 \\
  0 & 1 & 0
\end{pmatrix}.
\]

(A.3)

### A.4 Pair-Mobility Matrix of two Spheres Near a Wall

In Sec. 3.1.2 we have analyzed, based on symmetry considerations, a system comprising two spheres near a wall. While the symmetry arguments indicate a relative translation between the spheres, it does not tell us whether the objects repel or attract under a given forcing direction. Here we provide more detail regarding the pair-mobility matrix of that system. We write down the blocks structure of the corresponding \( \mathbf{M} \) (derivable from symmetry alone), and provide an explicit expressions for the case of point-like objects.

A schematic description of the system is given in Fig. 3.2b. Without loss of generality we assume that the spheres are located along the \( x \)-axis, where \( \mathbf{R} = \bar{x} \) points from the origin of sphere \( a \) to the origin of sphere \( b \), and the wall is placed parallel to them at height \( z = h \). The spheres’ radii are denoted by \( \varphi \). Hereafter we consider the projection of \( \mathbf{A} \) onto the \( xz \)-plane. The properties of the \( y \)-axis components can be deduced from the additional symmetry of reflection about the \( xz \)-plane, which was not included in our analysis above. According to the discussion in Sec. 3.1.2 the pair-mobility matrix of this system has the following form:

\[
\mathbf{A} = \begin{pmatrix}
  A_{xx}^{self} & A_{xx}^{self} & A_{xx}^{coupling} & A_{xx}^{coupling} \\
  A_{xx}^{self} & A_{xx}^{self} & A_{xx}^{coupling} & A_{xx}^{coupling} \\
  A_{xx}^{coupling} & A_{xx}^{coupling} & A_{xx}^{self} & A_{xx}^{self} \\
  A_{xx}^{coupling} & A_{xx}^{coupling} & A_{xx}^{self} & A_{xx}^{self}
\end{pmatrix}.
\]

(A.4)

The number of independent components can be reduced further by using the fact that \( \mathbf{A} \) is symmetric. This property is not related to the system geometry, which is the issue of Sec. 3.1.2, but rather results from Onsager relations or conservation of angular momentum in the system [31–33]. The symmetry of \( \mathbf{A} \) connects between the \( xz \) and \( zx \) components: \( A_{xz}^{self} = A_{xz}^{self} \) and \( A_{xz}^{coupling} = -A_{xz}^{coupling} \). Finally, we get

\[
\mathbf{A} = \begin{pmatrix}
  A_{xx}^{self} & A_{xx}^{self} & A_{xx}^{coupling} & A_{xx}^{coupling} \\
  A_{xx}^{self} & A_{xx}^{self} & A_{xx}^{coupling} & A_{xx}^{coupling} \\
  A_{xx}^{coupling} & A_{xx}^{coupling} & A_{xx}^{self} & A_{xx}^{self} \\
  A_{xx}^{coupling} & A_{xx}^{coupling} & A_{xx}^{self} & A_{xx}^{self}
\end{pmatrix}.
\]

(A.5)
In the case of point-like objects, i.e., spheres with infinitely small radius, the blocks can be calculated explicitly. The self blocks are given by the self-mobility of a single sphere near a plane wall (first-order in \( \varrho/h \)) [32]

\[
A^{\text{self}} = \frac{1}{6\pi \eta \varrho} \begin{pmatrix}
1 - \frac{9 \varrho}{15 \pi h} & 0 \\
0 & 1 - \frac{9 \varrho}{8 \pi h}
\end{pmatrix}.
\]

The coupling blocks, which correspond to the direct HI between the spheres, are given by the Green function of the Stokes equation with a no-slip, plane wall boundary (Eq. (1.17))

\[
A^{\text{coupling}} = \begin{pmatrix}
\frac{2x^2(4h^2+x^2)^{3/2}-2(12h^4+4h^2x^2+x^4)|x|^3}{(4h^2+x^2)^{3/2}|x|^3} - \frac{12h^3x}{(4h^2+x^2)^{5/2}} \\
\frac{12h^3x}{(4h^2+x^2)^{3/2}} & \frac{12h^3x}{(4h^2+x^2)^{5/2}} - \frac{12h^3x}{(4h^2+x^2)^{3/2}} - \frac{48h^4|x|^3-10h^2|x|^5}{x^5}
\end{pmatrix}.
\]

The component \( A_{xz}^{\text{coupling}} = -12h^3x/(4h^2 + x^2)^{5/2} \) is the one which was used in Ref. [64] to explain the effective attraction between two like-charged spheres near a similarly charged wall.
Appendix B

Properties of the Tensor $\Phi$

Below we provide a more detailed discussion regarding the rank-3 tensor $\Phi$ introduced in Sec. 2.2 of Chapter 2 (the averaged $\Phi$ tensor, presented in Chapter 4, will be discussed in Appendix E). We consider its symmetries and its dependence on the choice of origin. We separate $\Phi$ into a translational part—linear velocity response to a flow gradient, denoted by $\Phi_{\text{trans}}$, and a rotational part—angular velocity response to a flow gradient, denoted by $\Phi_{\text{rot}}$. We show that $\Phi_{\text{trans}}$ is symmetric with respect to its last two indices while $\Phi_{\text{rot}}$ has also an antisymmetric part which is the Levi-Civita tensor. In addition, we show that $\Phi_{\text{trans}}$ depends on the choice of the object’s origin whereas $\Phi_{\text{rot}}$ does not, and derive the transformation of the former under change of origins.

In order to prove the symmetry properties of $\Phi$ we consider its transpose tensor $\Phi^T = \tilde{\Phi}$ which gives the force dipole around the object when subjected to external forcing, $(rf) = \Phi \cdot F = \Phi_{\text{trans}} \cdot F + \Phi_{\text{rot}} \cdot \tau$. We write the force dipole as a sum of symmetric and anti-symmetric terms, $\frac{1}{2} \left[(rf) + (rf)^T + e \cdot \tau\right] = \Phi_{\text{trans}} \cdot F + \Phi_{\text{rot}} \cdot \tau$, where $e$ is the Levi-Civita tensor. The last equality implies that $(\Phi_{\text{trans}})_{skl}$ is symmetric with respect to $s$ and $k$ and that the anti-symmetric part of $(\Phi_{\text{rot}})_{skl}$ is $\frac{1}{2}e_{skl}$.

Following this analysis, in Chapter 3, we use the notation

$$\Phi_{\text{trans}} = \Pi, \quad \Phi_{\text{rot}} = \Psi - \frac{1}{2}e.$$ (B.1) (B.2)

Next we consider the transformation of $\Phi$ under change of origins. Let us assume that an object is given in a constant, arbitrary shear flow $u(r) = S \cdot r$, where $S$ is not necessarily a symmetric matrix. The object’s linear velocities measured about $R$ and $R' = R + h$ are $V = S \cdot R + \Phi_{\text{trans}} : S$ and $V' = S \cdot (R + h) + \Phi'_{\text{trans}} : S$ respectively. The tensor $\Phi_{\text{rot}}$ does not depend on the choice of origin since the angular velocity of the object is independent of that
choice, $\omega = \Phi_{\text{rot}} : S = \Phi'_{\text{rot}} : S$. Using the relation $V' = V - h \times \omega$ we find

$$\Phi'_{\text{tran}} : S = (\Phi_{\text{tran}} - h^s \cdot \Phi_{\text{rot}}) : S - S \cdot h.$$ 

In general, with analogy to Eq. (A.1), we can write

$$\Phi' = [I_{6 \times 6} - (B)^T] \cdot \Phi + \Delta, \quad (B.3)$$

where

$$B = \begin{pmatrix} 0 & 0 \\ -h \times & 0 \end{pmatrix} \quad \text{and} \quad \Delta_{iks} = \left\{ \begin{array}{ll} -\delta_{ik} h_s & , i = 1 \ldots 3 \\ 0 & , i = 4 \ldots 6 \end{array} \right\}.$$ 

This corrects a typo in Appendix C of Ref. [127].
Appendix C

Self-Aligning Spheroids

In Chapter 3 and Chapter 4 we have used self-aligning spheroids as a simple example of self-aligning objects. In each chapter we use a slightly different scaling and notation which serve the clarity of the respective analysis. Here we provide a general treatment concerning hydrodynamic tensors of self-aligning spheroids. Then, in Appendix D.1 and Appendix E.2 we relate these to the specific analysis of Chapter 3 and Chapter 4 respectively.

We consider a spheroid whose principal axes are \((\kappa^{-1}p, \kappa^{-1}p, p)\), as depicted in the inset of Fig. 4.3. The spheroid is subjected to an external force at a point which is displaced along the symmetry axis by a distance \(c_p\) from the center. The axisymmetric shape allows us to represent the spheroid’s orientation solely by its eigendirection, \(\hat{n}\), which is directed from the center to the forcing point. Below we consider the following hydrodynamic tensors: the self-mobility matrix \(M\), Eq. (1.23); the translational and rotational response tensors to flow gradient, which are characterized by the tensors of rank 3, \(P\) and \(Y\), respectively (see Appendix B).

We begin with the hydrodynamic response tensors of a uniform spheroid, i.e., whose forcing point is at its center (\(\chi = 0\)). These tensors, which will be indicated by the superscript \(c\), can be found explicitly in the literature, \(M^c\) and \(P^c\) can be found in Ref. [129], and \(Y\) is given in Ref. [133] (in Appendix B we show that \(Y\) is independent of the choice of origin, thus, we avoid its indication). In particular, the tensors are of the form:

\[
A_{ij}^c(\hat{n}) = \frac{1}{6\pi \eta p} \left[ A_{\perp}^c(\kappa) \delta_{ij} + \left( A_{\parallel}^c(\kappa) - A_{\perp}^c(\kappa) \right) \hat{n}_i \hat{n}_j \right],
\]

\[
S_{ij}^c(\hat{n}) = \frac{1}{8\pi \eta p^3} \left[ S_{\perp}(\kappa) \delta_{ij} + \left( S_{\parallel}(\kappa) - S_{\perp}(\kappa) \right) \hat{n}_i \hat{n}_j \right],
\]

\[
T_{ij}^c(\hat{n}) = 0,
\]

\[
\Pi_{ij}^c(\hat{n}) = 0,
\]

\[
\Psi_{ijk} = -\frac{\psi(\kappa)}{2} \left( \epsilon_{ijm} \hat{n}_m + \epsilon_{ikm} \hat{n}_m \hat{n}_j \right).
\]
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(The tensor $S$, giving the angular velocity as a response to an external torque, is independent of the choice of origin.)

Now, the properties of self-aligning spheroids ($\chi \neq 0$), $A$, $T$ and $\Pi$, can be derived by change of origin transformation; see Eq. (1.24) for transformations which correspond to the tensors of rank 2, and Eq. (B.3) for transformations concerning the tensors of rank 3. Using these transformations we find that: the tensor $A$ keeps its form,

$$A_{ij}(\hat{n}) = \frac{1}{6\pi\eta p} \left[ A_{\perp}(\kappa, \chi)\delta_{ij} + (A_{\|}(\kappa, \chi) - A_{\perp}(\kappa, \chi)) \hat{n}_i \hat{n}_j \right];$$  \hfill (C.6)

the twist matrix is antisymmetric,

$$T_{ij}(\hat{n}) = \frac{\chi S_{\perp}(\kappa)}{8\pi\eta p^2} \epsilon_{ikj} \hat{n}_k;$$  \hfill (C.7)

and the tensor $\Pi$ is nonzero

$$\Pi_{ijk}(\hat{n}) = -p\chi \left( \epsilon_{iml} \hat{n}_m \Psi_{ijk}(\kappa) + \delta_{ij} \hat{n}_k \right).$$  \hfill (C.8)

Finally, we point out the self-aligning character that is captured by the twist matrix $T$, see Sec. 1.4.3. The twist matrix of a self-aligning spheroid has one real eigenvalue which is zero, where the corresponding eigendirection is $\hat{n}$. In addition, the rate of alignment is given by $\chi S_{\perp}(\kappa)/(8\pi\eta p^2)$. The case of a uniform spheroid, i.e., $\chi = 0$, is lack of alignability.
Appendix D

Far-Field Dynamics of Object Pairs

In Sec. 3.2 we have studied the far-field trajectories of object pairs. In this Appendix we elaborate on the equations governing these trajectories in the case of spheroids, and on the numerical scheme that we have used to study the case of stokeslets objects.

D.1 Spheroid Parameters

Here we provide more details on the derivation of Eq. (3.11)-Eq. (3.12), together with indicating the specific parameters used for Fig. 3.4. Eq. (3.8)-Eq. (3.10) contain the single-object-dependent tensors, and the derivatives of the Oseen tensor, $G_{ij}(R) = 1/(8\pi R)(\delta_{ij} + R_i R_j / R^2)$. The object-dependent tensors of self-aligning spheroids are given in Appendix C. There, we consider a spheroid whose principal axes are $(k_1 p, k_2 p, p)$, and whose forcing point is displaced along the symmetry axis by a distance $\chi p$ from the center. The system studied in Chapter 3, which is depicted in the left panel of Fig. 3.3, is characterized by a different representation where $\ell = 2p$ and $h = \chi p$.

The parameters $\beta$, $\zeta$ and $\alpha$ in Eq. (3.11)-Eq. (3.12) can be found by inserting the object-dependent tensors of a tilted, self-aligning spheroid into Eq. (3.8)-Eq. (3.10). The tilted tensors are given by evaluating the tensors in Appendix C with the orientation $\hat{n} = (\theta, 0, -1)$. In particular, one finds that $\alpha$ and $\zeta$ change linearly with $h$. The trajectories presented in Fig. 3.4 correspond to spheroids with aspect ratio of 4. The dash-dotted green and dotted blue curves, respectively, are solutions to Eq. (3.11)-Eq. (3.12) with $h = 0$ (which gives $\beta \approx 1$, $\alpha$, $\zeta = 0$) and $h \approx 0.31$ ( $\beta \approx 0.6$, $\alpha \approx 1.25$, $\zeta \approx 0.95$).
D.2 Integration Scheme for Objects of Irregular Shape

Here we introduce the integration scheme used in Chapter 3 for the far-field dynamics of two irregular objects. This scheme is different from the one in Chapter 2 (outlined in Sec. 2.3.2) in several aspects: (i) It is restricted only to far-field dynamics, as only the first two multipoles of the pair-mobility matrix are considered; (ii) Instead of explicit integration, we solve a set of coupled non-linear, first-order ODEs using a Matlab routine. This method is more efficient as the hydrodynamic responses of each object are found only once, for a given orientation, instead of at any time step. On the other hand, it is less stable, as the ODE solver does not ensure normalization of the 4-vectors representing orientations. However, this latter stability issue has negligible effects on the repulsive trajectories studied in Chapter 3, unless at very long times.

The dynamics of a symmetric system comprising two spheroids (Fig. 3.3) can be described by the reduced equations, Eq. (3.11)-Eq. (3.12), for one angle $\theta(t)$ and one-dimensional separation $x(t)$. However, in the general case of two irregular objects we are compelled to integrate the full far-field equations, Eq. (3.8)-Eq. (3.10). Below we describe the details of the integration scheme.

The coordinate space includes the separation vector $\mathbf{R}$ and orientational parameters for each object, these are represented by Euler-Rodriguez 4-parameters (or unit quaternions), $\left(\Gamma^a, \Omega^a\right)$ and $\left(\Gamma^b, \Omega^b\right)$. The tensorial properties of a given object, such as the matrix $A$ or the tensor of rank 3 $\Pi$, are calculated only once, in a reference frame affixed to the object. These properties can be derived explicitly for stokeslets objects (Sec. 2.3.1) or self-aligning spheroids Sec. D.1.

Knowing the properties in the body frame, e.g., $A_{(b)}$ or $\Pi_{(b)}$, one can use a rotation transformation to calculate them in any orientation $\left(\Gamma, \Omega\right)$:

$$
A_{ij}(\Gamma, \Omega) = R_{ji}(\Gamma, \Omega)A_{(b)lm}R_{mj}(\Gamma, \Omega),
$$

$$
\Pi_{ijk}(\Gamma, \Omega) = R_{im}(\Gamma, \Omega)\Pi_{(b)ml}R_{lj}(\Gamma, \Omega)R_{sk}(\Gamma, \Omega),
$$

where

$$
R_{ij}(\Gamma, \Omega) = (1 - 2\Omega^2)\delta_{ij} + 2\Gamma\epsilon_{ijk}\Omega_k + 2\Omega_i\Omega_j
$$

is the rotation matrix which is a polynomial in the orientational parameters.

Finally, the equations for the evolution of $\left(\mathbf{R}, \Gamma^a, \Omega^a, \Gamma^b, \Omega^b\right)$ can be written using Eq. (3.8), and Eq. (3.9)–Eq. (3.10) together with the linear relation between angular velocity and time derivative of the orientation parameters (see Sec. 1.7)

$$
\begin{pmatrix}
\dot{\Gamma} \\
\dot{\Omega}
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
0 & -\omega^T \\
\omega & \omega \times
\end{pmatrix} \begin{pmatrix}
\Gamma \\
\Omega
\end{pmatrix}.
$$
Appendix E

The Averaged Response Tensor $\Phi$

Below we explain the emergence of an effective, averaged response tensor $\Phi$ for self-aligning objects. This response tensor is at the core of the theory presented in Chapter 4. (This averaged tensor is not identical to the hydrodynamic tensor $\Phi$ discussed in Chapter 2 and Appendix B).

The anisotropic response of self-aligning objects to a weak external flow is captured by the effective hydrodynamic tensor $\Phi$ in Eq. (4.3). This tensor can be derived from the motion of an isolated object in Stokes flow. Specifically, one should consider the motion of a single rigid object subjected to external force $F$, and embedded in external flow gradient $E$. This response encapsulates the two effects that contribute to the far-field dynamics studied in Sec. 3.2.3—gliding response and direct pair HI (in the case of self-aligning spheroids, these two effect are represented by the parameters $\beta$ and $\zeta$ in Eq. (3.11)). Below, we summarize the main equations from which $\Phi$ can be extracted for general self-aligning objects. In addition, we specialize to a simple example of self-aligning spheroids, for which we derive $\Phi$ explicitly.

E.1 Instantaneous Response under External Force and Flow

First, we write down the general equations governing the aforementioned hydrodynamic problem. The object is subjected to an external force $F = -\hat{z}F$, and placed in an external flow $u(r) = r^T \cdot E$, where $r$ is measured from the forcing point, i.e., the point about which the external torque vanishes. We indicate the object’s orientation by a set of parameters $Q$, e.g., $Q$ can refer to three Euler angles or a unit quaternion as has been done throughout this Thesis. Following Chapter 3, the instantaneous linear and angular velocities of the object, $V$ and $\omega$,
are given as a linear response to the external fields [24],

\begin{align}
V_i &= -\frac{1}{6\pi\eta}\lambda_i(Q)F + \ell\Pi_{ijk}(Q)E_{kj}, \\
\Omega_i &= -\frac{1}{8\pi\eta\ell^2}T_{ijk}(Q)F + \left(\Psi_{ijk}(Q) - \frac{1}{2}\epsilon_{ijk}\right)E_{kj},
\end{align}

(E.1)  

(E.2)

The velocity \( V \) in Eq. (E.1) refers to the velocity of the forcing point. Eq. (E.2) is a nonlinear equation for the object’s orientation (the relation between \( \partial_t Q \) and \( \omega \) is given Appendix D.2 for the case of a unit quaternion representation). The translational motion, described by Eq. (E.1), varies in time as the object rotates.

If \( E = 0 \), the object’s eigendirection \( \hat{n} \) is aligned with the forcing direction and the object rotates about \( \hat{n} \) with a constant rate \( \omega^0 = \lambda_3 F \). The ultimate rotation leads to a helical translational motion (dictated by Eq. (E.1)), where on average, the object translates in the direction of the force. The case of a weak external flow gradient results in tilted dynamics, as was shown in the context of pair-hydrodynamic interaction in Chapter 3. The presence of external flow affects the translational motion directly through the tensor \( \Pi \), and indirectly due to the orientational motion modified by the tensor \( \Psi - 1/2\epsilon \). When \( (\Psi + 1/2)E \ll t^{-1}_{\text{align}} \), the aligning behavior and helical trajectory, corresponding to the case of \( E = 0 \), are perturbed. In particular, the object preforms a tilted helical motion, where the averaged eigendirection \( \bar{n} \) and the averaged linear velocity \( \bar{V} \), both have components perpendicular to the direction of the force; see Fig. 3.4. This perturbed motion can be analyzed by solving Eq. (E.1) and Eq. (E.2), where \( \Pi \) and \( \Psi \) are constants obtained by averaging over the rotations in the (unperturbed) aligned state. Essentially, the tilted helical dynamics can be characterized as a linear response, i.e., \( \bar{n}_i = (\ell^2/F)\Sigma_{iks}E_{sk} \) and \( \bar{V}_i = \ell\Phi_{iks}E_{sk} \), where \( \Sigma \) and \( \Phi \) depend solely on the tensors \( \mathbf{A}, \mathbf{T}, \Pi \) and \( \Psi \). The red curves in Fig. 3.4 illustrate such an averaged linear response in the case of self-aligning sparse objects.

### E.2 Self-Aligning Spheroids

Let us now specialize to the case of self-aligning spheroids, which can be treated analytically. We consider a spheroid whose principal axes are \( (\kappa^{-1}p, \kappa^{-1}p, p) \), as depicted in the inset of Fig. 4.3. The spheroid is subjected to an external force at a point which is displaced along the symmetry axis by a distance \( \chi p \) from the center, and embedded in an external flow gradient \( E \), which is measured about the forcing point. The spheroids orientation is represented by its eigendirection, \( \hat{n} \), which is directed from the center to the forcing point (indicated by a red dot in Fig. 4.3). The hydrodynamic tensors in Eq. (E.1) and Eq. (E.2) refer to the case where the object’s origin is the forcing point. For self-aligning spheroids, these tensors are given as a linear transformation from the tensors that correspond to choosing the origin to be the spheroid’s center, as given in Appendix C.
The linear velocity of the forcing point is given by

\[ V_i = -F A^c_i \hat{n} + \chi p (\omega \times \hat{n})_i - \chi p \hat{n}_k E_{ki}, \]  

(E.3)

where \( A^c \) is given in Eq. (C.1). The spheroid’s orientational dynamics is given by

\[ \omega_i = -\frac{\alpha F}{\eta p^2} \epsilon_{i\ell3} \hat{n}_I + \left( \Psi_{ijk}(\hat{n}) - \frac{1}{2} \epsilon_{ijk} \right) E_{kj}, \]  

(E.4)

where we use the twist matrix given in Eq. (C.7), and \( \alpha = \chi S_\perp(\kappa)/(8\pi) \) is the alignability parameter. Eq. (E.4) leads to the nonlinear equation for the dynamics of eigendirection \( \hat{n} \),

\[ \partial_t \hat{n}_i = \epsilon_{iks} \omega_k \hat{n}_s. \]  

(E.5)

If \( E = 0 \), then the eigendirection and the translational velocity will be ultimately directed along the \(-\hat{z}\) axis,

\[ \hat{n}_0 = \hat{z}; \quad \omega^0 = 0; \quad V^0_i = -\frac{F}{8\pi \eta p} A^c_i(\kappa) \delta_{i3}. \]

This is the self-aligning motion of the isolated object. In the case of weak external flow, i.e.,

\[ \eta p^2 \Psi E \ll \alpha F, \]  

(E.6)

the dynamics reaches a state where \( \hat{n} \) is slightly tilted from the forcing direction, \( \hat{n} = -\hat{z} + \hat{n}^\perp \). The asymptotic solution can be found by setting \( \omega = 0 \) in Eq. (E.4) and approximating \( \Psi_{iks}(\hat{n}) = \Psi_{iks}(-\hat{z}) \), which gives

\[ \epsilon_{i\ell3} \hat{n}_I^\perp = \frac{\eta p^2}{\alpha F} \left( \Psi_{ijk}(-\hat{z}) - \frac{1}{2} \epsilon_{ijk} \right) E_{kj}; \]  

(E.7)

or

\[ n_i^\perp = \frac{\eta p^2}{\alpha F} \epsilon_{i3m} \left( \Psi_{mjk}(-\hat{z}) - \frac{1}{2} \epsilon_{mjk} \right) E_{kj}. \]  

(E.8)

Next, let us consider the perturbed translational velocity in Eq. (E.3). Up to linear order in \( E \) we have

\[ V_i - V_i^0 = \frac{F}{6\pi \eta p} \left( A^c_\parallel(\kappa) - A^c_\perp(\kappa) \right) n_i^\perp + \chi p \hat{z}_k E_{ki}. \]  

(E.9)

Finally, substituting in Eq. (E.9) the final orientation given in Eq. (E.8), we find

\[ V_i - V_i^0 = \frac{p \beta}{\alpha} \epsilon_{i3m} \left( \Psi_{mjk}(-\hat{z}) - \frac{1}{2} \epsilon_{mjk} \right) E_{kj} + \chi p \hat{z}_k E_{ki} + O(E^2), \]  

(E.10)

where \( \beta = \left( A^c_\parallel(\kappa) - A^c_\perp(\kappa) \right) / (6\pi) \) is the gliding parameter of the object. To summarize,

\[ V_i - V_i^0 = \ell \Phi_{ijk} E_{kj} + O(E^2) \]  

with

\[ \Phi_{ijk} = \frac{p \beta}{\ell \alpha} \delta_{ij} \delta_{3k} + \frac{p \beta}{\ell \alpha} \epsilon_{i3m} \left( \Psi_{mjk}(-\hat{z}) - \frac{1}{2} \epsilon_{mjk} \right), \]  

(E.11)
where we take the typical linear size of the spheroid as \( \ell = \kappa^{-2/3} p \), since in the definition of \( \zeta \) in Eq. (4.6) we assume the relation \( c_0 \ell^3 \sim \varphi \).

Here we report the following asymptotic values for an extremely oblate spheroid (\( \kappa \ll 1 \)), a sphere (\( \kappa = 1 \)), and an extremely prolate spheroid (\( \kappa \gg 1 \)):

\[
a(\kappa, \chi) \equiv \chi S_\perp(\kappa)/(8\pi) = \begin{cases} \frac{3\chi^3}{32}, & \kappa \ll 1 \\ \frac{\chi}{8\pi}, & \kappa = 1 \\ \frac{3\chi \ln(\kappa)}{8\pi}, & \kappa \gg 1 \end{cases}
\]

(E.12)

\[
\beta(\kappa) \equiv \frac{A^c_\parallel(\kappa) - A^c_\perp(\kappa)}{6\pi} = \begin{cases} -\frac{\kappa}{32}, & \kappa \ll 1 \\ 0, & \kappa = 1 \\ \frac{\ln(\kappa)}{8\pi}, & \kappa \gg 1 \end{cases}
\]

(E.13)

\[
\gamma(\kappa, \chi) \equiv \Phi_{zzz} - \Phi_{\perp\perp} - \Phi_{\perp z} = \begin{cases} -\frac{\kappa^{5/3}}{3\lambda}, & \kappa \ll 1 \\ 0, & \kappa = 1 \\ \frac{\kappa^{2/3}}{3\lambda}, & \kappa \gg 1 \end{cases}
\]

(E.14)

For extremely oblate or prolate spheroids, in the limit of \( \chi \to 0 \) one finds that \( |\gamma| \to \infty \); however, in this limit \( \alpha \to 0 \) and the assumption of weak external flow gradient in Eq. (E.6) breaks; see discussion on this issue in Sec. 5.2.
Appendix F

Real Space Correlations in the Sedimentation of Irregular Objects

Below we summarize the detailed calculations yielding the real space correlations that are given in Sec. 4.2.1.

F.1 Total and Direct Density-Density Correlation Functions

The density-density correlations are the inverse Fourier transform of the suspension’s static structure factor:

\[
\langle c(0) c(r) \rangle = c_0 \int \frac{d^3 q}{(2\pi)^3} S(q) e^{-i\mathbf{q} \cdot \mathbf{r}} = \frac{Nc_0}{D} \int \frac{d^3 q}{(2\pi)^3} q^2 e^{-i\mathbf{q} \cdot \mathbf{r}} \frac{q^2 e^{-i\mathbf{q} \cdot \mathbf{r}}}{q^2 + \xi^{-2}(q_\perp / q)^2}.
\]

We rescale \( r \rightarrow \xi R \) and define the rescaled total correlation function

\[
h(R) = \frac{D \xi^3}{Nc_0} \langle c(0) c(R) \rangle = \int \frac{d^3 q}{(2\pi)^3} \frac{q^2 e^{-i\mathbf{q} \cdot \mathbf{R}}}{q^2 + (q_\perp / q)^2}.
\]  

We start with correlations along the direction of gravity

\[
h(R\hat{z}) = \int \frac{dq_\perp dq_z}{(2\pi)^2} \frac{(q_\perp^2 + q_z^2)^2 q_\perp e^{-i\mathbf{q}_\perp \cdot \mathbf{R}}}{(q_\perp^2 + q_z^2)^2 + q_\perp^2}.
\]  

Noticing that

\[
\int \frac{q_\perp e^{-i\mathbf{q}_\perp \cdot \mathbf{R}}}{(q_\perp^2 + q_z^2)^2 + q_\perp^2} dq_\perp = -\pi \text{Im} \left( \frac{e^{-\sqrt{q_z^2 + q_\perp^2}}}{\sqrt{q_z^2 + i q_\perp}} \right),
\]  
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we find

\[ h(R \hat{z}) = -\text{Im} \left( \int \frac{dq_{\perp}}{4\pi} \left[ (q_{\perp}^2 + iq_{\perp})^{3/2} - 2q_{\perp}^2 \sqrt{q_{\perp}^2 + iq_{\perp}} + q_{\perp}^4 (q_{\perp}^2 + iq_{\perp})^{-1/2} \right] e^{-\sqrt{q_{\perp}^2 + iq_{\perp}} R} \right). \]

(F.4)

In the limit \( R \to \infty \), the first term is dominant over the others, which gives

\[ \lim_{R \to \infty} h(R \hat{z}) = -\text{Im} \left( \int (iq_{\perp})^{3/2} e^{-\sqrt{q_{\perp}} k dq_{\perp}} \right) = \frac{12}{\pi R^3}. \]

(F.5)

Next, consider correlations in the direction perpendicular to gravity

\[ h(R_{\perp}) = \int \frac{dq_{\perp}}{(2\pi)^3} \frac{d\phi}{2\pi} \frac{(q_{\perp}^2 + q_{\perp}^2)^2 q_{\perp} e^{-iq_{\perp} R \cos(\phi)}}{(q_{\perp}^2 + q_{\perp}^2)^2 + q_{\perp}^2} = \int \frac{dq_{\perp}}{(2\pi)^2} \frac{(q_{\perp}^2 + q_{\perp}^2)^2 q_{\perp}}{(q_{\perp}^2 + q_{\perp}^2)^2 + q_{\perp}^2} J_0(q_{\perp} R), \]

(F.6)

where \( J_0 \) is the Bessel function of the first kind. In order to preform the following calculation we use the relations:

\[ \frac{q_{\perp}}{(q_{\perp}^2 + q_{\perp}^2)^2 + q_{\perp}^2} = \text{Re} \left( \frac{1}{q_{\perp} - if_-(q_{\perp})} - \frac{1}{q_{\perp} + if_+(q_{\perp})} \right) \frac{1}{f_+(q_{\perp}) + f_-(q_{\perp})}, \]

(F.7)

with \( f_{\pm}(q_{\perp}) = \frac{\sqrt{1+4q_{\perp}^2}}{2q_{\perp}} \), and

\[ \text{Re} \left( \int J_0(q_{\perp} R) \frac{dq_{\perp}}{q_{\perp} - i b} \right) = K_0(b R), \]

(F.8)

where \( K_0 \) is the modified Bessel function of the second kind. Integration over \( q_{\perp} \) in Eq. (F.6) reads

\[ h(R_{\perp}) = M_1 + M_2 + M_3, \]

where

\[ M_1 = \int \frac{dq_{\perp}}{(2\pi)^2} \frac{q_{\perp}^4}{f_+(q_{\perp}) + f_-(q_{\perp})} \left[ K_0(f_-(q_{\perp}) R) - K_0(f_+(q_{\perp}) R) \right], \]

(F.9)

\[ M_2 = -\int \frac{dq_{\perp}}{(2\pi)^2} \frac{2q_{\perp}^2}{f_+(q_{\perp}) + f_-(q_{\perp})} \left[ f_+(q_{\perp}) K_0(f_-(q_{\perp}) R) - f_+(q_{\perp}) K_0(f_+(q_{\perp}) R) \right], \]

(F.10)

\[ M_3 = \int \frac{dq_{\perp}}{(2\pi)^2} \frac{1}{f_+(q_{\perp}) + f_-(q_{\perp})} \left[ f_+(q_{\perp}) K_0(f_-(q_{\perp}) R) - f_+(q_{\perp}) K_0(f_+(q_{\perp}) R) \right]. \]

(F.11)

In the limit of \( R \to \infty \), the first term dictates the leading order behavior

\[ \lim_{R \to \infty} h(R_{\perp}) = \int \frac{dq_{\perp}}{(2\pi)^2} q_{\perp}^2 K_0(q_{\perp}^2 R) = \frac{\Gamma^2(5/4)}{2\sqrt{2}\pi^{3/2} R^{5/2}}. \]

Finally, we calculate the direct correlation function, \( d(R) \), that can be written explicitly, and not in an integral form, as opposed to the total correlation function given above. The two
functions are related through the Ornstein-Zernike equation, which implies [108]

\[ \tilde{d}(q) = \frac{S(q) - 1}{c_0 S(q)} \cdot \]

In the case of \( N = D \) we have

\[ \tilde{d}(q) = -\frac{\xi^{-2} q^2}{c_0 q^4} \cdot \]

and returning back to real space we get

\[ d(r) = \frac{1}{c_0^2} \int \frac{d^3q}{(2\pi)^3} \frac{q^2 e^{-iqr}}{q^4 + (q_\perp / q)^2} \cdot \]

\[ d(r) = -\frac{1}{2\pi c_0^2 r} \left( 1 + \frac{r^2}{r^2} \right) \cdot \]

\[ (F.12) \]

\section*{F.2 Velocity Correlations}

Let us now calculate the velocity two-point correlation function

\[ \langle V_i(0)V_j(R) \rangle = \frac{NF^2 \xi}{D} \int \frac{dq^3}{(2\pi)^3} \frac{\tilde{G}_{iz}(q) \tilde{G}_{jz}(-q) q^2 e^{-iqr} R}{q^2 + (q_\perp / q)^2} \cdot \]

\[ (F.13) \]

Separating to the cases of correlations along- and perpendicular to the direction of gravity we get the following expressions:

\[ \langle V_z(0)V_z(R) \rangle = \frac{NF^2 \xi}{D} \int \frac{dq^3}{(2\pi)^3} \frac{q_\perp^2 q^2 e^{-iqr} R}{q^4 + q_\perp^2} \cdot \]

\[ \langle V_\perp(0)V_\perp(R) \rangle = \frac{NF^2 \xi}{2D} \int \frac{dq^3}{(2\pi)^3} \frac{q_\perp^2 q^2 e^{-iqr} R}{q^4 + q_\perp^2} \cdot \]

\[ (F.14) \]

\[ (F.15) \]

Note that

\[ \frac{1}{q^4 + q_\perp^2} = \frac{1}{q^4} - \frac{1}{q^4 + q_\perp^2} \cdot \]

thus, the integrals become

\[ \langle V_z(0)V_z(R) \rangle = \frac{NF^2 \xi}{D} \left( \int \frac{dq^3}{(2\pi)^3} \frac{q_\perp^2 q^2 e^{-iqr} R}{q^4 + q_\perp^2} \right) \cdot \]

\[ (F.16) \]

\[ \langle V_\perp(0)V_\perp(R) \rangle = \frac{NF^2 \xi}{2D} \left( \int \frac{dq^3}{(2\pi)^3} \frac{q_\perp^2 q^2 e^{-iqr} R}{q^4 + q_\perp^2} \right) \cdot \]

\[ (F.17) \]

The first integral in the two expressions above can be solved explicitly

\[ \int \frac{dq^3}{(2\pi)^3} \frac{q_\perp^2 q^2 e^{-iqr} R}{q^4 + q_\perp^2} = \frac{1}{8\pi R} \left( 1 + \frac{R^2}{R^2} \right) \cdot \]

\[ (F.18) \]
\[
\frac{1}{2} \int \frac{d^3 q}{(2\pi)^3} \frac{q_\perp^2 e^{-iq R}}{q_{\perp}^2 + i q_\perp} = \frac{1}{16\pi R} \frac{R^2}{R^2}. \quad (F.19)
\]

Finally, the velocity correlations along the longitudinal and perpendicular directions can be found similarly to the integrals calculated above:

\[
\frac{\langle V_z(0) V_z(R\hat{z}) \rangle}{NF^2_\xi} = \frac{1}{4\pi R} + \pi \text{Im} \left( \int dq_{\perp} \frac{q_{\perp}^2 e^{-\sqrt{q_{\perp}^2 + i q_{\perp} R}}}{(2\pi)^2} \right) \quad (F.20)
\]

\[
\frac{\langle V_\perp(0) V_\perp(R\hat{z}) \rangle}{NF^2_\xi} = -\frac{\pi}{2} \text{Im} \left( \int dq_{\perp} \frac{q_{\perp}^2 e^{-\sqrt{q_{\perp}^2 + i q_{\perp} R}}}{(2\pi)^2} \right) \quad (F.21)
\]

\[
\frac{\langle V_z(0) V_\perp(R\hat{z}) \rangle}{NF^2_\xi} = \frac{1}{8\pi R} + \int dq_z \frac{f_+^2(q_z) K_0(f_-(q_z) R) - f_-^2(q_z) K_0(f_+(q_z) R)}{f_+(q_z) + f_-(q_z)} \quad (F.22)
\]

\[
\frac{\langle V_\perp(0) V_z(R\hat{z}) \rangle}{NF^2_\xi} = \frac{1}{16\pi R} - \frac{1}{2} \int dq_z \frac{q_z^2 (K_0(f_-(q_z) R) - K_0(f_+(q_z) R))}{f_-(q_z) + f_+(q_z)} \quad (F.23)
\]
Appendix G

Validity of the Linear Theory in Chapter 4

This Appendix addresses the range of validity of the linear model for the sedimentation of self-aligning objects, which has been presented in Chapter 4. The original fluctuating hydrodynamics model, Eq. (4.4), contains an advective term which is linear in \( c \), and a nonlinear one, \( \sim c^2 \), which underlies the LRFB model. The ratio between the two terms reads

\[
\frac{\text{anisotropic linear term}}{\text{LRFB nonlinear term}} = \frac{\ell \gamma \tilde{G}(q) F q^{-1} \tilde{c} c_0}{G(q) F q \tilde{c} \tilde{c}} = \gamma \varphi(\ell q)^{-2} \frac{1}{\tilde{c}}.
\] (G.1)

The concentration fluctuations appearing in Eq. (G.1) can be related to the static structure factor

\[
\tilde{c} \sim \sqrt{S} = \sqrt{N/D} \sqrt{\frac{1}{1 + (q \xi)^{-2}}} \quad q \xi \ll 1 \rightarrow \sqrt{N/D q \xi}.
\] (G.2)

The ratio in Eq. (G.1) is then proportional to \((q \xi)^{-3}\), and thus, much larger than 1 as \( q \rightarrow 0 \). Therefore, the linear term in Eq. (4.4) dominates the nonlinear one in both limits of small concentration fluctuations and small \( q \). In these limits, the linear theory described by Eq. (4.5) is valid.
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תודות

בראשה ובראשון, אני רוצה להודות לפרופ’ חיה דימנט עלSheri, על הת unsur של ביאר ומעוף השמים האחריות. חיות, תודדו על שיחולקיעופי את התACIÓN
מס(shader) ואחרת מعروضיו החשאיים.мир הנתוניםにある ביד של שאלת השאלות הפיסייקליות הנכותננות
יכולה להביאו תועלת פליטת תהלוכיות נגויות ונגסי ונגסי ולהילו, לחיות עם הגנה על המילים
לאחר הבה. אני בחך לתודה על התנדבות האנדיבות שלethoven התוכנה והנחותה המפורזת שלדריכי מתכון
אני אני בבר מנה על האפשראות על צד הלכודות ערפת힘 תומאת א. והזון על יצירה פועל שלפרדו ודייגה מראי
עונם. אני אסרי תודה על שיחותה על האפשראות המיתדות עלمعنى ולחיות מפורזר מקו התמכרות הענק
האזרחים שלנו תושב.

ברצוני ובחרויותeledi 있으며, על חבריו עם צד הלכודות, על ברגעים המראים החשוב, זה
אני מודה להררי ארנין בר, ולאחרי אמי, ובעג בים, עלúsqueda שלם והמתח.לבוש, או שחבוב
מכך להשתת, love of my life, تتוו- את חיים של עבר כנידה, וחבר כל בל בשיחם הפיסייקליים והבכים
של ווס ברענוגות האיפות מהדיים. שמותו לעfoundland לארדד המשוער, לעbohydr את
לבוש, analyzes, לא 분י לשלשלים את
הירונימית והעומר של כל צד הלכודות
Driven התודות ממלית להביך את כל רוח, שכנגדים לחיים לחיים,allo, נוכחות לכל שבועות והעניקיל פרסקטיבה
הדשה על החום.
בחלקה השלישית, אנו מראים כי לפלקוטופים ההידרודינמיים בתנועתם של זוג אובייקטים א-סימטריים ישנה השפעה על הדינמיות הרב-גופית של קולואידיםתחת כוח חיצוני. עבור תרחיף של חצוי מכיל אובייקטים מתויחים-עצמאי, הה respuesta לא-איזוטרופית של האובייקטים להזרימה, המושנה מנטיית במגמות מסוימות בזרימה.

המנון זה גורם לתרחיף להימנע מהפלקוטופבזגיה של האובייקטים hypertrophic,ihn המקרבים בפלקוטופים. עבור תרחיף של חצוי בשדות-ään האובייקטים מתויחים-עצמאיים, התאו התערובת בין הדינמיות של תרחיף של חלקיקים בעליצורה סימטרית ובין כאלו הכילים אובייקטים א-סימטריים. (כיצד Fluctuating hydrodynamics)

המנון של תרחיף יכול להיווצר במגוון תורות, אולם הוא קרוי תרחיף א Caught. עבור מקרים מוסיפים, התאוריות של תרחיף של חצוי acquires. לע כ, הממצאים של תרחיף וተמיעים במדליות מתויחות – ובברמה זו-גופי והברמה הקולקטיות-держанית של תרחיף של חצויים מתויחים על זרעים סימטריים.áln בין ה遷徙 המוכרים אובייקטים א-סימטריים.
מיקרון בגודלם (10⁻⁹ ננומטר). קולואידים (הינם מערכות מורכבות מהחלקיקים המיקוטיים המפוזרים בנוזל מולקולריים) תורפים תרחישים. מחקרי קודמו על הדינמיקה של קולואידים אישים שונים ברמת הפיזיפיקון בחרו בכמה חלקי דינבון חלקיים כדי לדון בסהרה השפעה מקדמת ואן ניאנג פינו תורתו בהון. מחקרים קודמים עלו הדינמיקה של קולואידים א-סימטריים בעלו תרחישים שלהמיצוג, בודק את התוצאות שלה תリン בן ישראל. זוהי התכונה של קולואידים וא-סימטריים, בעלו תרחישים שלהנוזל והקולקטיבית של תרחישים על ביראונים וא-סימטריים. באף קולואידים והנוזל, וא-סימטריים. בעלו תרחישים של קולואידים והנוזל, וא-סימטריים. בעלו תרחישים של קולואידים והנוזל, וא-סימטריים. בעלו תרחישים של קולואידים והנוזל, וא-סימטריים. בעלו תרחישים של קולואידים והנוזל, וא-סימטריים.
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