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Abstract
We revisit the equilibrium statistical mechanics of a classical fluid of point-like particles with
repulsive power-law pair interactions, focusing on density and energy fluctuations at finite
temperature. Such long-range interactions, decaying with inter-particle distance r as 1/rs in d
dimensions, are known to fall into two qualitatively different categories. For s< d (‘strongly’
long-range interactions) there are screening of correlations and suppression of large-wavelength
density fluctuations (hyperuniformity). These effects eliminate density modes with arbitrarily
large energy. For s> d (‘weakly’ long-range interactions) screening and hyperuniformity do not
occur. Using scaling arguments, variational analysis, and Monte Carlo simulations, we find
another qualitative distinction. For s⩾ d/2 the strong repulsion at short distances leads to
enhanced small-wavelength density fluctuations, decorrelating particle positions. This prevents
indefinitely negative entropy and large energy fluctuations. The distinct behaviors for s⩾ d/2
and s< d/2 give rise to qualitatively different dependencies of the entropy, heat capacity, and
energy fluctuations on temperature and density. We investigate the effect of introducing an
upper cutoff distance in the pair-potential. The effect of the cutoff on energy fluctuations is
strong for s< d/2 and negligible for s⩾ d/2.

Keywords: hyperuniformity, entropy, fluctuations, Coulombic fluids, Riesz gas

1. Introduction

Various physical systems contain long-range interactions
which decay algebraically with the distance between particles.
These include, for example, coulombic and dipolar fluids,
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plasmas, topological defects in solids and liquid crystals,
inclusions in elastic media and membranes, and vortices in
superfluids. The statistical physics of such systems has been
extensively studied; see reviews with comprehensive literat-
ure in refs [1–3]. The long-range interactions lead to various
distinctive behaviors and anomalies, such as screening of cor-
relations [4–6], super-extensive thermodynamic potentials [7]
and sub-extensive fluctuations [8–10], repulsion-stabilized
(Wigner) crystallization [11, 12], and strong surface effects
that raise issues concerning the thermodynamic limit [13, 14]
and the equivalence of statistical ensembles [15–18].

One of the anomalies occurring for repulsive power-
law potentials is the suppression of long-wavelength density
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fluctuations, or hyperuniformity [3, 19, 20], which is directly
tied to the sub-extensive fluctuations of particle number [8–
10]. If the pair-potential decays as 1/rs with s< d (d being
the number of dimensions), then the structure factor of the
corresponding fluid, S(k), which normally reaches a constant
at small wavevectors k, instead decays to zero as S(k)∼ kα,
α= d− s. The wavevector below which this decay takes place
defines a screening length, beyond which the density fluctu-
ations are suppressed. In section 3 we describe the emergence
of hyperuniformity and the screening length based on intuitive
scaling arguments.

A large body of rigorous theoretical work has accumulated
over the years concerning systems with power-law interac-
tions [1–3, 21–25]. These studies address, for example, the
stability of crystalline structures [26, 27], fluid-solid trans-
itions [28], the screening phenomenon [4, 6], sum rules asso-
ciated with density correlations [29, 30], and particle-number
fluctuations [8–10]. The present work does not continue this
line of studies. Our goal is to turn the spotlight toward a
different distinctive behavior of these systems, which to our
knowledge has not been recognized. The indefinitely strong
repulsion at short inter-particle distances, for s⩾ d/2, leads
to anomalous suppression of small-wavelength (large-k) dens-
ity correlations. Such small-scale features are usually asso-
ciated with non-universal molecular details and assumed not
to affect the qualitative thermodynamics for densities that are
not too high. However, we find that in the case of a power-
law repulsionwith s⩾ d/2 this decorrelation [31] qualitatively
changes the fluid’s thermodynamics, namely, how its entropy,
heat capacity, and energy fluctuations scale with temperature
and density, even at high temperature or low density. The rel-
evant small length scale, akin to the Bjerrum length in cou-
lombic fluids [32], is independent of the molecular size and
typically larger.

In section 2 we define the problem and its parameters
and present its characteristic length scales. In section 3 we
obtain some of the qualitative results that follow, based on a
simple scaling analysis. Section 4 provides a variational ana-
lysis which yields the high-temperature structure factor and
entropy. In section 5 we show that for s⩾ d/2 the results
of section 4 yield a divergent entropy. We correct this fail-
ure using an intrinsic upper cutoff for k, obtaining modified
scaling laws for the entropy and energy fluctuations. Section 6
presents Monte Carlo simulations, which confirm the analyt-
ical predictions and explore the effect of cutting off the power-
law potential at a finite, large inter-particle distance. Finally,
in section 7, we discuss the results and their experimental
relevance.

2. The system

We consider an equilibrium fluid of N point-like particles in
d-dimensional volume V and at finite temperature (in energy
units) T. The mean density is ρ0 = N/V. The particles interact

via the repulsive pair-potential

v(r) =
v0
rs
, v0 > 0, s⩾ 0. (1)

This model is sometimes referred to as the repulsive Riesz gas
[3]. For a 3D coulombic fluid s= 1. The d-dimensional Fourier
transform of the pair-potential (properly regularized) is

ṽ(k) =
bv0
kd−s

, (2)

where b is a known numerical prefactor which depends on d
and s. For a 3D coulombic fluid d− s= 2 and b= 4π.

The model has two intrinsic lengths, the mean inter-
particle distance, ρ−1/d

0 , and the distance below which the
pair-interaction energy is larger than T, ℓ= (v0/T)1/s. For
a 3D coulombic fluid ℓ= v0/T is known as the Bjerrum
length [32]. The two lengths define high- and low-temperature
(equivalently, dilute and concentrated) regimes, ℓρ1/d0 ≪ 1 and

ℓρ
1/d
0 ≫ 1, respectively. Out of the two lengths emerges a

screening length, λ∼ ℓ−s/(d−s)ρ
−1/(d−s)
0 , as discussed below.

For a 3D coulombic fluid λ∼ (ℓρ0)
−1/2 is the Debye screen-

ing length [32].
We are interested in details of the equilibrium two-point

correlation function of density fluctuations, ⟨ρ(0)ρ(r)⟩, or its
Fourier transform, the structure factor,

S(k) = ρ−1
0 ⟨|ρ̃(k) |2⟩, (3)

and its effect on the fluid’s thermodynamics.

3. Scaling analysis

The fact that the potential (1) has no characteristic length scale
allows for several key results to be obtained from simple scal-
ing arguments.

First, in the case of normal density fluctuations, S(k) tends
to a positive constant at small k [33]. If this were the case
for the potential (1) with s< d, the energy of small-k density
modes, ṽ(k)S(k), would diverge in the limit k→ 0 as k−(d−s).
Avoiding it requires hyperuniformity, i.e. the structure factor
must tend to zero at small k as S(k)∼ kα, α⩾ d− s.

To see in more detail how this is brought about, consider
a region of size R in the fluid. The mean number of particles
in the region is ⟨n⟩ ∼ ρ0Rd. If the number fluctuations inside
the region are normal, the variance of the number of particles
is ⟨(δn)2⟩ ∼ ⟨n⟩ ∼ ρ0Rd. The number fluctuation δn entails
the energy ⟨|δu|⟩ ∼ ⟨(δn)2⟩v(R)∼ ρ0v0Rd−s. This energy is
provided by the thermal bath, ⟨|δu|⟩ ∼ T, leading to

R= λ∼
(

T
ρ0v0

)1/(d−s)

. (4)

If s< d, normal density fluctuations over distances larger than
λ require energy larger than T and are suppressed. Thus, if the
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repulsive potential is sufficiently long-ranged, s< d, screening
occurs—normal density fluctuations are confined to within a
screening length λ, which gets smaller with increasing dens-
ity or decreasing temperature. For s> d equation (4) gives the
more common case of a correlation length λ getting larger with
increasing ρ0 or decreasing T. In this case normal density fluc-
tuations with energy less than T occur over large length scales
R> λ, while for R< λ fluctuations cost more than T due to
the (short-range) interactions.

For s< d, beyond the screening length, density fluctuations
are anomalously small; the fluid is hyperuniform [20]. Let
us assume that the number fluctuation for R> λ is ⟨(δn)2⟩ ∼
ρ
γ/d
0 Rγ with γ < d. (The power of ρ0 is dictated by units.) The

number fluctuation cannot grow with R more slowly than the
region’s surface Rd−1 [34], i.e. the fluid cannot be more uni-
form than a crystal. Hence, γ ⩾ d− 1. The energy associated
with this number fluctuation is now ⟨|δu|⟩ ∼ ⟨(δn)2⟩v(R)∼
v0 ρ

γ/d
0 Rγ−s. Since it scales with R with an exponent γ− s<

d− s, this energy is smaller than the one of normal fluctu-
ations. It cannot decrease with R because this would favor
strong large-wavelength fluctuations and lead to instability.
Hence, γ ⩾max(d− 1,s). The number fluctuation will have
the smallest energy cost allowed for γ = s. Thus γ = s if
s⩾ d− 1, and γ = d− 1 if s< d− 1. At the same time, the
number-fluctuation exponent γ is mathematically tied to the
structure-factor exponent α describing the approach of S(k) to
zero at small k, S(k)∼ kα. The relation is γ = d− 1 if α> 1
and γ = d−α if α< 1 [20]. (These two cases are referred to,
respectively, as class-I and class-III hyperuniformity; the mar-
ginal caseα= 1 is termed class-II hyperuniformity [20]. These
relations have also been generalized to include some aperi-
odic systems [35, 36].) From the last two results it follows that
α= d− s.

To sum up the results of the scaling analysis: (a) for s< d
there are screening and hyperuniformity, (b) in this case we
have at large R or small k the following hyperuniformity fea-
tures:

⟨(δn)2⟩ ∼ Rγ , γ =

{
s, s⩾ d− 1
d− 1, s< d− 1

(5)

S(k)∼ kα,α= d− s, (6)

and (c) these features take place beyond the screening length
λ given by equation (4).

4. Structure from variational principle

A given structure factor S(k) contains a certain amount of
information concerning the structural correlations in a sys-
tem. This information, restricted to pair correlations, sets
an upper bound for the system’s entropy. The upper bound
hex for hex, the excess entropy per particle over that of
uncorrelated particles (S(k) = 1), was calculated in references

[37, 38] to be

hex [S(k)] ⩽ hex [S(k)] =
1

2(2π)d ρ0

ˆ
dk [lnS(k)− S(k)+ 1] .

(7)
The mean interaction energy per particle can be written in
terms of the structure factor as well,

u [S(k)] =
1
2N

ˆ
drdr ′ v(r− r ′)⟨ρ(r)ρ(r ′)⟩

=
1

2(2π)d

ˆ
dk ṽ(k)S(k) . (8)

For s> 0 this integral diverges, but the divergence is
removed by subtracting from u a constant ∼

´
dk ṽ(k). While

equation (8) has been utilized to construct ground states that
are disordered and hyperuniform [39], we focus here on the
high-temperature limit. Equations (7) and (8) give a lower
bound for the excess free energy per particle,

fex [S(k)] = u−Thex ⩾ f
ex
[S(k)] = u−Thex. (9)

Setting δf
ex
/δS(k) = 0 gives

S(k) =
1

1+(ρ0/T) ṽ(k)
. (10)

Since δ2f
ex
/δS(k)δS(k ′)∼ [1/S(k)2]δ(k−k ′)> 0, the struc-

ture factor (10) is a minimizer of the lower bound f
ex
.

Equation (10) coincides with a known result for the struc-
ture factor of a fluid in the high-temperature regime [33].
Thus the bound becomes tight in this limit. Specializing
equation (10) to the potential of equation (2), we get

S(k) =
kα

kα +λ−α
, λ=

(
T

bv0ρ0

)1/α

, α= d− s. (11)

For a 3D coulombic fluid this gives the known structure
factor with α= 2 and the Debye screening length, λ=
[T/(4π v0ρ0)]1/2 [33].

The results above agree with the scaling analysis,
equations (4) and (6). Moreover, the limiting behavior of
equation (11), S(k≪ λ−1)∼ kα, is demanded by exact sum
rules at all temperatures [29, 30]. Thus, although the equality
hex = hex and the structure factor (11) are strictly valid only in
the high-temperature limit, we expect them to be qualitatively
applicable also away from this limit. This will be confirmed by
simulations in section 6 for s< d/2. For s⩾ d/2, the analyses
given above fail, as discussed in the next section.

5. Entropy and energy fluctuations

Substituting S(k) of equation (11) back in the integral of
equation (7) gives an upper bound for the entropy, which

3
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Figure 1. Upper bound on the entropy cost per particle due to
density correlations, as a function of s/d. The entropy is rescaled by
the prefactor given in equation (12). The lowest, black curve shows
the function ψ(s/d), giving the rescaled entropy bound for s< d/2
and diverging as s/d→ 1/2; see equation (12). From top to bottom,
the blue, red, and green curves give the rescaled entropy bound as a
function of s for d= 2, according to equation (14), with the upper
cutoff λK= 10,50,100, respectively. As the cutoff increases the
curves approach divergence at s= 1 (i.e. s/d= 1/2).

depends only on ρ0λd and s/d. For s/d< 1/2, the result is

hex =
Sd

2(2π)d d

1
ρ0λd

ψ (s/d) ,

ψ (x) =
π x
1− x

1
sin [π/(1− x)]

, s/d< 1/2, (12)

where Sd is the surface of the unit sphere in d dimensions.
For a 3D coulombic fluid Sd = 4π and ψ(1/3) =−1/6, yield-
ing hex =−(24πρ0λ3)−1, which coincides with the entropy
obtained from the Debye–Hückel theory. Thus the bound is
equal indeed to the actual entropy in the high-temperature
limit.

However, the situation is more subtle. The function ψ(x) is
shown by the lowest, black curve in figure 1. It tends to −∞
as x→ 1/2, i.e. as s tends to d/2 from below. For s⩾ d/2,
hex →−∞. Since hex is an upper bound, this result implies
that the entropy itself diverges.

The divergence indicates a failure of the high-temperature
theory presented above. It comes from the large-wavevector
limit of the integration in equation (7), i.e. not from the long
range of the interaction but rather from the strong repulsion
at small r. The larger the value of s, the stronger the interac-
tion of nearby particles which, according to the theory above,
would result in strongly correlated large-k density modes. If
the approach of S(k) to 1 at large k is not sufficiently fast,
the negative contribution of these strong correlations to the
entropy diverges. Introducing an upper cutoff K for |k| to

regularize this divergence, we readily find

hex ∼
{

−K2s−d, d/2< s< d
− lnK, s= d/2.

(13)

Inmore detail, the integration in equation (7) can be performed
with the upper cutoff K, yielding

hex =
Sd

2(2π)d dρ0
Kd [lnS(K)

+(1−α/d) 2F1 (1,d/α;1+ d/α;−(λK)α)] (14)

λK≫1
≃ −

Sd
4(2π)d ρ0λd

×
{

1
2s−d

(λK)2s−d , d/2< s< d

ln(λK) , s= d/2,
(15)

where 2F1 is the hypergeometric function. The results of
equation (14) for d= 2 and λK= 10,50,100 are shown by the
upper three curves in figure 1. As the cutoff is increased, the
curves approach the divergent curve for infinite K.

The upper-k cutoff must affect various measurable quantit-
ies derived from the entropy. For example, assuming that the
bound is tight, hex ≃ hex, as expected at sufficiently high tem-
perature, we obtain the excess heat capacity and mean square
fluctuation of the potential energy per particle as

cex = T
∂hex
∂T

, ⟨(∆u)2⟩= T2 cex. (16)

For s< d/2 we get from equations (12) and (16) ⟨(∆u)2⟩ ∼
T2λ−d ∼ T(d−2s)/(d−s). (The anomaly for s ∈ (d/2,d) is seen
also here; for these values of s the energy fluctuations sup-
posedly decrease rather than increase with temperature.)

The particles being point-like, a natural choice for the lower
cutoff length is ℓ, the distance below which the pair-repulsion
v0/rs is stronger than T,

ℓ= (v0/T)
1/s
, K= c/ℓ, (17)

where c is an unknown numerical factor. Substituting this
cutoff in equation (15) and using equation (16), we find

high temperature: ⟨(∆u)2⟩ ∼


ρ
s/(d−s)
0 T(d−2s)/(d−s), s< d/2

ρ0 T(2s−d)/s, d/2< s< d

ρ0 ln(T/ρ0) , s= d/2.

(18)
The prefactors can readily be worked out from the equations
above. Thus, the dependencies of the potential energy fluctu-
ations on temperature and density are qualitatively different
for s< d/2 and s⩾ d/2. Equation (18) holds at sufficiently
high temperature because it assumes that the cutoff K is suffi-
ciently large, λK ∼ T(d/s)/(d−s) ≫ 1.

As ℓ does not represent a sharp barrier, K cannot be a sharp
cutoff. For s⩾ d/2 we expect the amplitudes of density modes
with k≳ K to be finite but become less correlated than pre-
dicted by equation (10). Namely, 1− S(k≳ K) should decay
faster than (λk)−α. As the temperature is increased, K∼ T1/s

increases, and the deviation of S(k) from equation (10) should
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occur at larger and larger wavevectors. At a sufficiently high
temperature the cutoff will have to be replaced by a finite
particle size, which is not included in the present theory.

As the temperature decreases, ℓ increases and the cutoff
K decreases. If we conjecture that equation (14) should
qualitatively hold also in the low-temperature (equival-
ently, high-density) regime, λK≪ 1, we obtain ⟨(∆u)2⟩ ∼
ρ−1
0 Td/s+2 lnT. This dependence on T is stronger than the

high-temperature one given in equation (18), for both s< d/2
and s⩾ d/2.

6. Simulations

We run swap Monte Carlo simulations of a two-dimensional
systemwithN point-like particles, interacting via the truncated
and shifted version of the pair-potential v(r) of equation (1):

vc (r) =


v0
rs

− v0
rsc

if r⩽ rc,

0 else,
(19)

with an interaction-cutoff distance rc of the order of the sys-
tem size. The introduction of rc has three motivations. (a) By
exploring the effect of rc on the results we address the com-
plications associated with finite-size (boundary) effects in sys-
tems with long-range interactions [40, 41]. (b) Sensitivity of
the results to the value of rc indicates dominance of large-
wavelength fluctuations. (c) Long-ranged interactions without
a cutoff require the inclusion of a one-body potential (i.e. a
neutralizing background as in the case of the one-component
plasma model) to ensure stability [42, 43]. In the remainder
of this section we derive the equations and present the results
for d= 2.

We run 250 independent NVT simulations at each pre-
scribed temperature by starting from different initial con-
figurations. Each simulation runs for 2× 105 Monte Carlo
sweeps and is sampled every 5× 102 sweeps where a sweep
corresponds to an attempted move of each of the N= 2000
particles under periodic boundary conditions in a square box
of side length L. The first 1× 105 sweeps contain swaps
between two randomly selected individual particles with a
swap attempt probability p= 0.3 [44, 45], followed by further
1× 105 sweeps with standard Metropolis algorithm without
swapping. Our results are sampled from the latter part without
swapping and averaged over the 250 runs. The step size for
attempted moves is adjusted such that the acceptance rate is
approximately 40%.

The simulations are performed for a low-density fluid
with ρ0 = 0.002 and at temperatures between T/v0 = 0.2 and
T/v0 = 200, using a unit of length equal to L/1000. We study
interaction potentials with s= 0.5,1.2,1.5 and rc = L/2,L/8.
Although we do not investigate the low-temperature behavior
in detail in the present work, we observed the formation of a
hexagonal crystal in our finite systems upon quenching down
to absolute zero in a few test cases. In the studied temperat-
ure range we do not observe crystallization. Thus, the systems

considered have a crystalline ground state with a melting tem-
perature lower than the lowest temperature studied here.

To compare our numerical results with the theory, we first
provide an analytical expression for the structure factor with
the interaction-cutoff distance rc. The 2D Fourier transform of
the truncated potential (19) for s< 2 reads as

ṽc (k) = 2π r2−s
c v0

 1F2

(
1− s/2;1,2− s/2;−(krc)

2
/4
)

2− s

−J1 (krc)
krc

 , (20)

where J1 is the Bessel function of the first kind, and 1F2

denotes the hypergeometric function. Specializing the struc-
ture factor of equation (10) to the modified potential of
equation (20) yields

Sc (k) =
1

1+ 2π r2−s
c (v0/T)ρ0B(krc)

, (21)

where the function B(krc) is given as

B(krc) =
1F2

(
1− s/2;1,2− s/2;−(krc)

2
/4
)

2− s
− J1 (krc)

krc
.

(22)
In the large-wavelength limit B(krc ≪ 1)≃ 1/(2− s)− 1/2.
Consequently, the limit of Sc(k) in equation (21) becomes

Sc (k→ 0) =
1

1+
π r2−s

c s(v0/T)ρ0
2− s

. (23)

As rc →∞ we recover the hyperuniformity, S(k→ 0)→ 0,
for pure power-law potentials with s< d (here s< 2). In the
small-wavelength limit, we have B(krc ≫ 1)∼ (krc)−(2−s),
leading to 1− Sc(k)∼ (kλ)−(2−s). We recall that for s⩾
d/2 (here s⩾ 1) this decay of the theoretical 1− Sc(k) with
increasing k is too slow to avoid the divergence of the entropy.
Thus, no matter how short the potential cutoff rc may be, the
correlations at wavelengths smaller than min(rc, ℓ) must be
suppressed to avoid the anomaly for s⩾ d/2.

In figure 2 we show Sc(k) as obtained from MC simula-
tions (circles), together with the theoretical prediction given in
equation (21) (full lines), for s= 0.5,1.2,1.5 (i.e. s both smal-
ler and larger than d/2= 1), using a cutoff distance rc = L/2.
In all panels the temperatures are in decreasing order from top
to bottom, T/v0 = 100,20,10,5,2,1,0.5. The insets demon-
strate the effect of the interaction cutoff as obtained theoretic-
ally in equations (11) and (21). The structure factors S(k) in the
absence of a cutoff (dashed lines) decay to zero for k→ 0 as
k2−s. The structure factors Sc(k)with a cutoff (solid lines) level
off at sufficiently small k, reaching their limit value Sc(k→ 0)
given in equation (23).

As seen in figure 2, which is focused on small k, the
simulation results and theoretical predictions agree remark-
ably well for small s and high temperature, including fine

5
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Figure 2. Structure factors obtained from MC simulations (circles)
and from the variational analysis (equation (21), solid lines). The
different data sets, from top to bottom, correspond to decreasing
temperature, T/v0 = 100,20,10,5,2,1,0.5. Upper, middle, and
lower panels show the results for the interaction exponents
s= 0.5,1.2,1.5, respectively (i.e. s both smaller and larger than
d/2). The interaction cutoff is rc = L/2. The unit of length is
L/1000. The insets compare the theoretically predicted structure
factors with interaction cutoff rc = L/2, Sc(k) (equation (21), full
lines), with those for pure power-law repulsion without a cutoff,
S(k) (equation (11), dashed lines). The thick black lines in the insets
indicate the scaling behavior of S(k) in the small-k limit,
S(k)∼ kd−s with d= 2.

oscillatory features in Sc(k) (upper panel; see more below).
For larger s and smaller T, the deviation of the theory from
the simulation is larger and begins at a smaller value of k.

This is probably due to higher-order correlations, neglected
by the theory, which should become less significant with
increasing temperature and increasing range of interaction.
Still, the simple high-temperature theory, which considers
only two-point correlations, captures well the behavior at suf-
ficiently small k even for the lower temperatures.

The structure factor Sc(k) exhibits small oscillations (see
the upper panel in figure 2). These oscillations are a res-
ult of the interaction cutoff distance rc. They are absent
in S(k) for pure power-law potentials. The periodicity ∆k
of the oscillations corresponds to 2π/∆k≈ rc. As most
studies on fluids focus on either short-ranged interactions
or purely long-ranged interactions without a cutoff (using,
e.g. Ewald sums), this oscillatory effect, to our best know-
ledge, has not been presented before. The fact that the oscil-
lations are pronounced for s= 0.5 (upper panel) and negli-
gible for s= 1.2,1.5 (lower two panels) indicates the sensitiv-
ity of the longer-range interactions (small s) to the interaction
cutoff.

In figure 3 we turn our attention to the large-k modes.
To examine how the structure factor approaches 1 at large
k we plot 1− Sc(k) as obtained from MC simulations and
from equation (21). As predicted in section 5, density fluc-
tuations on this small scale (large k) are enhanced, decorrel-
ating the density modes at these length scales. Thus the fluc-
tuations of particle number become more quickly Poissonian
with increasing k than what would be expected from the
strong inter-particle repulsion. This is manifested in large
deviations of 1− Sc(k≳ K) from the predictions of the high-
temperature theory, equations (10) and (21). The deviations
become stronger and sharper as s is increased and as the tem-
perature is decreased, as anticipated. Figure 3 shows also the
locations of the crossover wavevectors, k∼ 1/ℓ, beyondwhich
the decorrelation should occur (dashed vertical lines). The k
values where the structure factor starts deviating from the the-
ory are correlated with 1/ℓ, as conjectured; yet, for s= 1.2,1.5
they are significantly smaller than 1/ℓ. This wider range of
enhanced fluctuations expands the validity range of our main
results as it implies that the enhancement occurs already for
wavelengths much larger than the typical molecular size. The
deviations for s= 1.5 are sharper than for s= 1.2 without an
appreciable change in 1/ℓ, highlighting the effect of increasing
s on the magnitude of enhancement in addition to its location.
Deviations from the theory are present also for s= 0.5< d/2,
which has not been anticipated. They are much smaller and
less sharp than for s> d/2 and begin at k values closer to 1/ℓ
(upper panel). Consequently, they do not have a significant
effect on the thermodynamics, as we show next.

In section 5 we have predicted a qualitatively different
dependence of the potential energy fluctuations on temperat-
ure for s< d/2 and s⩾ d/2; see equation (18). In figure 4 we
show numerical and analytical results for the fluctuations of
the potential energy per particle ⟨(∆u)2⟩ as a function of T
for s= 0.5,1.2,1.5. The analytical results are obtained using
equations (14), (16), (17), and (21).

Comparing the uppermost panel of figure 4 with the lower
two, we clearly see the qualitative differences between the two
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Figure 3. Approach of the structure factor to 1, 1− Sc(k), from MC simulations (circles) and theory (equation (21), solid lines). The three
panels show results for s= 0.5,1.2,1.5. The temperature are, from top to bottom, T/v0 = 0.5,1,2,5,10, with color coding as in figure 2.
The vertical dashed lines indicate the wavevectors k= 1/ℓ (equation (17)) for T/v0 = 0.5,2,5 (left to right).

categories. First, the data follow the different power laws pre-
dicted at high temperature (equation (18)), (d− 2s)/(d− s) =
2/3 for s= 0.5, and (2s− d)/s= 1/3,2/3, for s= 1.2,1.5,
respectively. In addition, we find a very different effect of
the interaction cutoff distance rc on the energy fluctuations.
For s= 0.5 the cutoff distance makes the fluctuations sat-
urate to a constant value at high temperature. (Recall that
the fluctuations are of the potential energy only.) The con-
stant value increases with rc, as it should assuming that the

saturation disappears in the limit of infinite rc. The cros-
sover between the power law and the saturation occurs around
the temperature for which λ(T) = rc (see the dashed vertical
lines). Above that temperature the screening length exceeds
the interaction cutoff distance, leaving no room for long-
range effects such as hyperuniformity. In other words, when
λ(T)> rc the interaction is essentially short-ranged. Thus the
sensitivity to rc indicates the dominant contribution of large-
wavelength fluctuations for s= 0.5< d/2. By contrast, the
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Figure 4. Fluctuations of the potential energy per particle ⟨(∆u)2⟩ as a function of rescaled temperature T̄= Tρ−s/2
0 /v0 for s= 0.5,1.2,

1.5, as obtained from MC simulations (circles) and analytical theory (solid lines). The upper panel shows results for two values of the
interaction cutoff distance, rc = L/2,L/8, and the analytical result in the absence of cutoff. The vertical dashed lines indicate the
temperature above which the screening length λ becomes larger than rc. In the lower two panels for s= 1.2,1.5> d/2 the solid curves
show analytical results using the fitting parameters c= 15,1.5, respectively. Black lines indicate the power laws predicted in equation (18).
The fluctuation axis is rescaled by ρ−s

0 /v20.

fluctuations for s= 1.2,1.5> d/2 as obtained from theoret-
ical calculations are essentially independent of rc, implying
the dominance of small-wavelength fluctuations. For these
two values of s> d/2 the simulation data with interaction
cutoff show good agreement with the theory without interac-
tion cutoff at relatively high temperatures, where the theory

should hold, once we fit the free parameter c in the relation
K= c/ℓ (equation (17)). The fitted values, however, differ sub-
stantially between the two cases (c= 15,1.5 for s= 1.2,1.5,
respectively).

Overall, the simulations confirm the main predictions of
the high-temperature theory, namely, the power laws, general
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shapes of the curves, and sensitivity to rc. However, the
large quantitative discrepancy for s= 0.5 (uppermost panel in
figure 4), as well as the very different values of the free para-
meter c required to fit the curves for s= 1.2 and s= 1.5 (lower
two panels), show that the agreement between simulation and
theory is still far from being quantitative.

7. Discussion

Our analytical and numerical results highlight the distinction
between repulsive Riesz gases with interaction decay power
s< d/2, exhibiting hyperuniformity, and ones with d/2⩽ s<
d, which exhibit hyperuniformity as well as small-scale decor-
relation. The entropy of the former is dominated by the cost of
suppressed large-scale fluctuations, equation (12). The latter’s
entropy is dictated by the contribution of small-scale correl-
ations, equations (15) and (18). We have reached these con-
clusions by noticing the failure of a simple high-temperature
theory to yield a physical entropy for the second category. We
showed that the theory is regularized by an intrinsic cutoff
distance ℓ, akin to the electrostatic Bjerrum length. Our res-
ults are practically significant provided that ℓ is larger than
the physical lower cutoff distance set by the molecular size.
This is the typical case (see examples below). Moreover, as
seen in figure 3, the relevant effects set in already at k values
much smaller than ℓ−1, which further broadens the range of
applicability of our results. At sufficiently high temperature,
the regularization of the theory will come from the molecu-
lar size a rather than the intrinsic ℓ, changing the dependence
of entropy on density and temperature. The modified expres-
sions are obtained from equations (14) and (15) by changing
λK to λ/a.

The simple theory gives excellent results for S(k) at high
temperature for almost all k values (figure 2). However, it fails
at sufficiently high k for all temperatures (figure 3). For s<
d/2 the consequences are unimportant, but for s⩾ d/2 they
are far-reaching. More accurate theories than the simple high-
temperature starting point used here were developed for sys-
tems with long-range interactions [1–3]. As they did not focus
on short-wavelength fluctuations and their contribution to the
entropy, they seem to have missed the distinction between the
categories of s< d/2 and s⩾ d/2. Such rigorous analyses are
clearly warranted, for example, to obtain the crossover occur-
ring around k∼ ℓ−1 as an analytical result rather than a numer-
ically confirmed Ansatz. This will also make the related free
parameter c unnecessary. Better quantitative agreement with
simulation results for the energy fluctuations is also desirable.
A possible route for such a future extension is to derive a more
accurate entropy bound than equation (7), taking into account
higher-order correlations.

Notwithstanding, the high-temperature theory seems to
become accurate for all temperatures at sufficiently small k,
and the agreement with the simulations improveswith decreas-
ing s (see figure 2). This success is related to the fact that
the theory correctly predicts the hyperuniformity power law at

small k, S(k)∼ kα, as obtained from the general scaling ana-
lysis (section 3) and rigorous sum rules [29, 30]. Thus, a sim-
ilar analysis should be useful for studying large-scale fluctu-
ations (i.e. hyperuniformity) also at low temperature, as long
as the system’s symmetry is not broken, for example, upon
approaching a glass transition. These issues will be the sub-
ject of a forthcoming publication.

Interestingly, the large-k features underlying the phenom-
ena that we have presented here are not manifest in the small-
r dependence of the pair correlation function g(r). For lar-
ger values of s, i.e. stronger repulsion at short distances, g(r)
obtained from the simulations is more suppressed at those dis-
tances, as expected (not shown here). Yet, there is no qual-
itative distinction between s< d/2 and s⩾ d/2. The high-
temperature S(k) of equation (11) gives an nonphysical g(r)
at short distances, g(r≪ λ)∼ r−s. While this small-r diver-
gence indicates again the inadequacy of equation (11) at large
k, it does not distinguish between s< d/2 and s⩾ d/2.

An example of a system which should exhibit the beha-
vior studied here is a dilute cloud of charged particles near
a conducting surface. Due to image charges the repulsive pair-
potential has d= 3 and s= 2> d/2. (Only if two ions happen
to be at the same distance from the surface do they interact via
a potential with s= 3.) For ions of elementary charge e at a typ-
ical distance h∼ 1 nm from the surface, at room temperature
in vacuum or a gas phase, we get ℓ∼ (e2h/T)1/2 ∼ 1–10 nm,
larger than a typical ion size. Thus, the energy fluctuations of
the ion cloud should be dominated by wavelengths of order
ℓ and smaller, and obey the scaling given in equation (18),
⟨(∆u)2⟩ ∼ ρ0T1/2.

The enhancement of small-scale density fluctuations should
hold also for s> d, where hyperuniformity does not occur.
An experimentally relevant example is a fluid monolayer of
dipolar particles aligned perpendicular to a liquid–gas inter-
face. The dipoles interact via a repulsive power-law poten-
tial with d= 2 and s= 3. The interaction is dominated by
the gas phase, whose dielectric constant is much smaller than
the liquid’s. For molecules with a dipole moment p∼ 1 D,
at room temperature, we get ℓ∼ (p2/T)1/3 ∼ 1 nm, larger
than the typical size of a small dipolar molecule. According
to equation (18), the energy fluctuations should scale as
⟨(∆u)2⟩ ∼ ρ0T4/3. However, the larger the interaction decay
power s, the smaller the cutoff distance ℓ. For example, in the
case of the Lennard-Jones potential with the conventionally
defined parameters ε and σ, we have ℓ∼ (ϵ/T)1/12σ. No mat-
ter how large the repulsion amplitude εmay be, ℓ is invariably
comparable to the molecular size σ, making the results of the
present study irrelevant in this case. Indeed, power-law poten-
tials of large s were found to behave similarly to Gaussian
potentials despite their very different small-r dependence [46].

To circumvent the issue of system-size effects, and to fur-
ther highlight the distinction between the two categories, we
have used in the simulations a potential that vanishes bey-
ond a cutoff distance rc of the order of the system size. For
s< d/2, changing the value of rc affects the density and energy
fluctuations, and the effect is qualitatively captured by the
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high-temperature theory (figure 4, uppermost panel). By con-
trast, the systems with s⩾ d/2, which are dominated by small-
scale fluctuations, are found to be insensitive to the cutoff.
Also noteworthy is the effect of rc on the structure factor
Sc(k) (figure 2). For s< d/2 the cutoff introduces pronounced
oscillations with periodicity ∼ 1/rc, whereas for s> d/2 the
oscillations are negligibly small. In all cases the interaction
cutoff makes the small-k dependence of Sc(k) saturate to a con-
stant, removing the hyperuniformity. As rc →∞ the oscilla-
tions disappear and the small-k dependence becomes a power
law, restoring hyperuniformity.

The distinctive behaviors of systems governed by long-
range repulsion with d/2⩽ s< d must affect their dynamics.
This calls for separate studies.
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