1. Introduction

The main thrust of current research into language processing emphasizes the modularity of knowledge of language, and focuses on those aspects of language which are specific to our linguistic ability. In contrast, Morton Ann Gernsbacher's research attests that many aspects of language comprehension involve general cognitive processes and mechanisms. Gernsbacher adduces a vast array of data which suggest that these processes and mechanisms underlie both linguistic and nonlinguistic phenomena. Her findings show that language comprehension is strongly related to general cognitive systems.

Gernsbacher assumes that the goal of comprehension is to build a coherent mental representation of the information being processed. According to this structure-building hypothesis, in order to build a mental representation, comprehenders must first lay foundations for their mental structures. Next, they should develop their mental structures by mapping information onto it. When incoming information is less coherent with previous information, comprehenders shift and build a new substructure.

The building blocks of mental structures are memory cells. Memory cells are activated by incoming stimuli. Their initial activation forms the foundations of the mental structures. When incoming information coheres with the previous information, it is often mapped onto developing structures, and does not necessitate the activation of new memory cells. However, when incoming information does not overlap with the previous information, it is likely to activate different memory cells. The activation of these new memory cells forms the foundation of a new substructure.
Activated memory cells transmit processing signals which either enhance or suppress other cells' activation. Enhancement is a mechanism that highlights information necessary for further structure building. Suppression serves to dampen information that is no longer functional in structure building. The processes of laying the foundation, mapping, and shifting, and the mechanisms of enhancement and suppression explain a great deal of linguistic and nonlinguistic phenomena.¹

2. The process of laying a foundation

Consider the following facts: Subjects spend more time viewing the first picture of a story or episode than viewing later occurring pictures (Gernsbacher, 1983); Subjects take longer to read the beginning sentence of an episode than later occurring sentences within that episode (Haberlandt, 1980, 1984; Haberlandt et al., 1980; Mandler and Goodman, 1982); Initial words in a sentence take longer to read than the same or other words occurring later in the sentence (Aaronson and Scarborough, 1976; Aaronson and Ferres, 1983; Chang, 1980); Target words or phonemes take longer to identify when they appear in clause-initial position than when they occur later (Cairns and Kamerman, 1975; Cutler and Foss, 1977; Foss, 1969, 1982; Hakes, 1971; Marslen-Wilson et al., 1978; Shields et al., 1974); First content words of a sentence elicit larger N400 brain wave than words occurring later in the sentence, suggesting that words occurring initially in the sentence are more difficult to understand than later occurring words. N400 is the negative component of the event-related brain wave that occurs about 400 ms after the stimulus. N400 brain waves are associated with difficulty of processing. They increase in response to low frequency words and unexpected words in a sentence (e.g., Kutas and Hillyard, 1982).

These facts suggest that comprehenders spend more cognitive effort processing information (both verbal and nonverbal) in discourse-initial position than later in the discourse. This, however, holds only for coherent discourses. Incoherent discourses do not manifest such a pattern (Foss and Lynch, 1969; Greeno and Noreen, 1974; Hakes and Foss, 1970; Van Petten and Kutas, 1987). Gernsbacher concludes that in a coherent discourse, comprehenders use initial information to lay a foundation for their representation of the entire discourse.

Gernsbacher views comprehension in terms of structure building. According to the structure-building hypothesis, the goal of comprehension is to build a coherent mental representation of the information processed. To build this mental structure, comprehenders must first lay the foundation onto which subsequent information will be mapped. However, the extra cognitive effort comprehenders spend at this stage will be offset by the advantage of first mention. Serving as a foundation onto which

¹ In one of her notes Gernsbacher explains why she prefers quoting to paraphrasing: "My motivation is not laziness but the belief that paraphrasing is best reserved for investigating subjects' memory in laboratory experiments" (p. 242). When trying to review Gernsbacher's work, I tried paraphrasing despite my agreement with her view, but failed. My paraphrasing of Gernsbacher's work relies heavily on the original. Her book is so well written, every paraphrase of it must be second best.
subsequent information is added, first mentioned information must be more accessible than later occurring information. Findings indeed show that first mentioned participants are more accessible than second mentioned participants, regardless of either their semantic (agency) or syntactic (subjecthood) role, or whether they occupy sentence-initial position. Rather, the advantage of first mention must be due to the role first mentioned participants play in forming the foundations for their sentence level representation.

Regarding discourse comprehension, the structure-building hypothesis predicts that the first clause of a discourse should enjoy first mention advantage, and be more accessible than subsequent clauses, so that incoming information may be mapped onto it. At the same time, this same hypothesis predicts that any clause currently being processed (in its own substructure) should be foremost on the comprehender's mind. This seemingly contradictory advantage of first mention as opposed to recency must be resolved when the comprehender has processed the second clause. By then, the first clause (of a two-clause sentence) should be more accessible so that the second clause could be incorporated with it. Gernsbacher et al. (1989) indeed showed that while comprehending the second clause, subjects had greatest access to the information presented in the substructure they were currently building. When accessibility was measured 150 ms after the offset of the sentences' final words, the two clauses were equally accessible. However, when measured about a second or two later (after 1400 ms and 2000 ms), the first clause was shown to enjoy greater accessibility. According to the structure-building hypothesis, these two seemingly contradictory phenomena (of first mention as opposed to recency advantage) should not be mutually exclusive. While recent clause advantage is expected to be short-lived, first mention advantage should be long-lived.

Research into discourse structure provides support for the structure-building hypothesis. Linguistic markers of high accessibility (e.g., pronouns) are used to refer either to the recent NP (indicating that the previous/recent clause is highly accessible), or to the NP constituent of the discourse-topic proposition (indicating that the first clause in the discourse is highly accessible), as shown by Ariel (1990). Information in discourse-initial position provides the best cues for recalling the discourse as a whole (e.g., first words of a sentence or pictures of those words, as testified by Bock and Irwin, 1980; Prentice, 1967; Turner and Rommetveit, 1968, or the beginning of story episodes, as testified by Mandler and Goodman, 1982). When asked to recall the main idea of a discourse, comprehenders tend to select the initial sentence (Kieras, 1980). Indeed, discourse-initial position has been shown to be preferably preserved for the discourse-topic proposition. Dooling and Lachman (1971) and Garrod and Sanford (1977) showed that providing information about the discourse-topic at the beginning of a discourse activates the related schema or general knowledge which allow for incoming information to be integrated more easily. Bransford and Johnson (1972) showed that in certain cases, comprehension of texts is impossible without a discourse-topic mention in initial position (e.g., in the title). Giora (1985b) showed that discourses with a discourse-topic proposition in initial position are read significantly faster than identical discourses with discourse-topic mention in final position. George et al. (1994) demonstrated that discourse comprehension is facili-
tated when the discourse-topic enjoys initial mention. Subjects recalled titled discourses better than untitled ones, and they searched for the discourse-topic proposition in the beginning of the text. They further found that words in the untitled paragraphs elicited greater N400 amplitude than words in the titled paragraphs. Recall that N400, the component of event-related brain potential, is associated with difficulty of processing. Here it was shown to be sensitive to the absence of a discourse-topic mention in initial position (e.g., a title).

Studies into aphasia further attest that mention of a discourse-topic proposition in the beginning of a discourse facilitates comprehension. For example, Hough (1990) showed that right hemisphere damaged patients have more difficulties than other patients and normal subjects comprehending narratives whose discourse-topic sentences are shifted to the end of the narrative. Schneiderman et al. (1992) showed that the presence of a discourse-topic proposition facilitates text comprehension for left hemisphere damaged and non hemisphere damaged individuals. Right hemisphere damaged patients do not benefit from its presence. Schneiderman and her colleagues interpret this deficit as stemming from a more general impairment in formulating macrostructure. There is ample evidence, then, that information in the beginning of a discourse tends to be functional in laying the foundation for building the mental representation of the discourse as a whole.

3. The processes of mapping and shifting

3.1. Mapping

According to the structure-building hypothesis, coherence should facilitate mapping. Findings concerning four types of 'coherence' (referential, temporal, locational and causal) are cited in support of the claim. Below I will review the data as presented by Gernsbacher, criticize the notions of 'coherence' employed, and propose an alternative view:

(i) Referential 'coherence' facilitates mapping: Sentences that maintain a referential link (e.g., 1) are more likely than sentences which do not refer to previously mentioned entities (e.g., 2) to be mapped onto developing structures:

(1) We got some beer out of the trunk. The beer was warm.
(2) Andrew was especially fond of beer. The beer was warm.

However, Gernsbacher notes that counterexample (3), taken from Johnson-Laird (1983: 379), suggests that a referential link is insufficient for creating coherence:

(3) My daughter works in a library in London. London is the home of a good museum of natural history. The museum is organized on the basis of cladistic theory ...
The problem is not alleviated even when the discourse manifests referential linking to one entity only (e.g., *Ida's husband*, as shown in Giora, 1985b):

(3.1) This first time she was married her *husband* came from Montana. *He* was the kind that when he was not alone *he* would look thoughtful. *He* was the kind that knew that in Montana there are mountains and mountains have snow on them. *He* had not lived in Montana. *He* would leave Montana. *He* had to marry Ida and *he* was thoughtful.

(Taken from *Ida* by Gertrude Stein)

In fact, as I show below, referential 'coherence' is not even necessary. The passage in (4) exhibits no referential 'coherence' yet it is coherent:

(4) Just how far have women risen in the film community? According to PM, who was at *Woman in Film* luncheon recently, it has actually been a very good year for women. "Demi Moore got $5 million for her part in *Indecent Proposal*. Uma Thurman earned $4 million in *Mad Dog and Glory*. Just three years ago, in *Pretty Woman*, Julia Roberts got – what was it? $3,000? "Women have had real progress" concluded PM.

(ii) Temporal 'coherence' facilitates mapping: Sentences that manifest temporal 'coherence' in that the events they report occur in the same time frame (e.g., 6 in the context of 5) are more likely than sentences which are not temporally coherent (e.g., 7 in the context of 5) to be mapped onto developing structures. Data indeed support the claim: (6) is read faster than (7):

(5) a. I arrived at the start line at 7:45 a.m.
   b. I was the only female marathon runner.
   c. The marathon was scheduled to begin at 8:00.
   d. As I nervously awaited the start, I talked with other runners.
   e. I also tried to stretch and relax.
   f. At eight o'clock sharp the starter fired his pistol.2

(6) Half an hour later, it began to rain.
(7) Three days later, it began to rain.

However, temporal 'coherence', I claim, is neither sufficient nor necessary for discourse coherence. The sentence in (8), which is temporally incoherent, coheres with (5), and must be as easy to map onto (5) as (6), or at least easier to map than (7). (9) on the other hand, which is temporally coherent, is incoherent, and must be at least as difficult as (7) to map onto (5):

(8) A year later, two other women showed up at the marathon line. I felt much better.

---

2 Proposition (b) has been added to the original.
(9) Half an hour later, I regretted not going to the movies the previous night.

(iii) Locational ‘coherence’ facilitates mapping: Sentences which report events occurring at the same place (e.g., 11) are more likely to be mapped than sentences which are not locationally coherent (e.g., 12). Data support this prediction. (11) is read faster than (12) in the context of (10):

(10) a. Mike and I were standing in the hallway near my office.
   b. We were enthusiastically discussing some new data.
(11) In a nearby office, people had difficulty concentrating.
(12) In a nearby town, people had difficulty concentrating.

However, locational ‘coherence’, I claim, is neither sufficient nor necessary for discourse coherence. Consider (13) which, though locationally coherent, does not cohere with (10), and (14), which coheres with (10) despite lack of locational ‘coherence’:

(13) In a nearby office, a man was holding a receiver.
(14) In a nearby university/city, people wouldn’t discuss data even behind closed doors.

(iv) Causal ‘coherence’ facilitates mapping: Sentences which are causally related to previous events (e.g., 15e in the context of each of 15a–c) should be read faster than sentences which are unlikely logical consequences thereof (e.g., 15e in the context of 15d). Data support the structure-building hypothesis (cf. Keenan et al., 1984):

(15) | Context sentence |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Joey’s big brother punched him again and again.</td>
</tr>
<tr>
<td>b. Racing down the hill, Joey fell off his bike.</td>
</tr>
<tr>
<td>c. Joey’s crazy mother became furiously angry with him.</td>
</tr>
<tr>
<td>d. Joey went to a neighbor’s house to play.</td>
</tr>
<tr>
<td>Consequence sentence</td>
</tr>
<tr>
<td>e. The next day, Joey was covered in bruises.</td>
</tr>
</tbody>
</table>

But causality, I argue, is not necessary (cf. 4 above). Nor is it sufficient. (16) is causally connected, yet incoherent:

(16) Dana hit Dan. He therefore cried. His shirt got wet as a result. So he went home to wash it. His mother was home, so he had to go on errands. He hated his mother. He was unhappy. He cried a lot. His mother hated that. He left her. He met Dina as a result. He fell in love with her. They got married years later. Dina had a baby. As a result, there was too much laundry. Now she was very tired. She dreamt all day. Therefore she wanted to have a career.

The conclusion one is to draw from these counterexamples is that referential, temporal, locational and causal ‘coherence’ do not satisfy the conditions for discourse
coherence. As a result, they cannot really support the claim that coherence facilitates mapping. To be able to maintain the claim that coherence facilitates mapping, a different, more global notion of discourse coherence is required.

3.2. Discourse coherence

In Giora (1985a,b,c, 1988, partly following Grice, 1975) I proposed to view discourse coherence in terms of Relevance to a discourse-topic and Graded Informativeness. Specifically, an informative discourse is coherent if and only if it

(a) conforms to the Relevance Requirement in that all its propositions are conceived of as related/similar to a discourse-topic proposition. The discourse-topic is a generalization, preferably made explicit, and placed in the beginning of the discourse. It functions as a reference point relative to which all incoming propositions are assessed and stored,

and

(b) conforms to the Graded Informativeness Condition which requires that each proposition be more (or at least not less) informative than the one that precedes it in relation to the discourse-topic. Along the lines suggested by e.g., Shannon (1951) and Attneave (1959), a message is considered informative to the extent that it has properties unshared by the previous proposition, which, in turn, allow it to reduce possibilities by half,

and

(c) marks any deviation from Relevance and Graded Informativeness by an explicit marker e.g., ‘by the way’, ‘after all’ (cf. Ariel, 1985, 1988).³

It has been shown that discourses which conform to the above conditions are the easiest to process (Giora, 1985b; Giora et al., 1995).⁴

³ I proposed (Giora, 1985b) that the conditions of discourse well-formedness are derived from more general constraints on storage of general knowledge in memory. Accordingly, a well-formed informative discourse is organized like a prototype-oriented category (e.g., the class of birds, cf. Rosch, 1973). The principle of organization is similarity (to a prototypical member). Consequently, the internal structure of the category is graded. It is stored relative to the least informative member in the set, and is ordered informatively from the least to the most informative member. Likewise, a well-formed informative discourse evolves gradually from the least to the most informative message. It begins with a generalization and becomes more informative as the discourse proceeds.

⁴ Any deviation requires extra processing and is judged by speakers as less natural (Giora, 1988). Along the lines suggested by Grice (1975), overt violations of the requirements are intended to be recognized and trigger the generation of implicatures. They are aimed at achieving special effects or products, and are more difficult to process (Giora, 1990, 1993). In contrast, unintended violations constitute anomalies.
The theory of discourse coherence I propose explains why the four types of discourse connectivity (i–iv) considered by Gernsbacher, do not guarantee coherence. First, they do not block violation of the Relevance Requirement, since they allow for two sentences to cohere via only one sentence constituent. Given that the discourse-topic is a proposition (cf. Giora, 1985a, and (a) above), for a discourse to be coherent, both the argument and the predicate constituents of the discourse-topic proposition should control the various propositions of the discourse segment. Any reference to just one constituent of the discourse-topic proposition, be it an NP or a PP, will not suffice (cf. 3, 3.1 above).

The second problem with the set of ‘coherence’ conditions cited by Gernsbacher has to do with their scope. Being constraints on adjacent sentences only, referential, temporal, locational and causal ‘coherence’ fail to guarantee relevance to a discourse-topic. At best, they constitute local connectivity. In Giora (1985a,b,c) I showed that coherence is not a linear property of the discourse. Rather, coherence relations obtain between the various propositions of the discourse and a superordinate proposition (cf. 3 vs. 4 above). The counterexamples I propose above, which achieve coherence despite absence of cohesive (referential, temporal, locational and causal) links (e.g., 4), are all subsumable under a discourse-topic proposition, as required by the Relevance Condition ((a) above).

The structure-building framework has been verified only as far as adjacent sentences are concerned. However, regarding mapping, it seems safe to hypothesize that what is true of the second clause must be true of all subsequent clauses.5 The third clause, for instance, must be most accessible while being processed in its substructure. A second or so later, though, the first clause must regain its superior accessibility. By then, the third clause, which has been fully comprehended, should be mapped onto the first clause, and so forth.

Given that comprehenders build a mental structure of a discourse in relation to the first clause, I propose that the theory of discourse coherence I delineate supports Gernsbacher’s claim that coherence facilitates mapping. The processes of laying the foundation and of mapping incoming information onto developing structures constitute precisely (part of) the processing model predicted by the theory of discourse coherence in question. Put differently, the findings which support the structure-

---

5 “The Structure Building Framework explicitly proposes that the cognitive process of laying a foundation occurs whenever comprehenders are building mental structures, regardless of whether the units are clauses, sentences, story episodes and regardless of modality” (p. 232).
building hypothesis also support the theory of discourse coherence I propose: Gerns-
bacher's examples all obey the Relevance Requirement.

3.3. Shifting

According to the structure-building framework, when incoming information does
not cohere with previous information, and cannot be mapped onto a developing
structure, comprehenders shift and develop a new substructure. The structure-build-
ing framework is supported by theories of discourse coherence in this respect too.
Various researches looking into how texts progress from sentence to sentence sug-
gest that the introduction of new information triggers text segmentation (e.g., Daneš,
1974; Reinhart, 1980).

Discourse segmentation at the level of discourse units larger than a sentence (e.g.,
paragraphs) also falls out of the structure-building hypothesis. The conditions of dis-
course coherence I propose (cf. b above), require that discourse segments (e.g., para-
graphs) should end at peaks of informativity. This means that the boundaries of a
discourse segment are determined by the Relevance Requirement. An informative
message that no longer bears relevance/similarity to the topic of a given discourse
segment signals segment boundary, and starts a new segment. As required by condi-
tion (c) of the discourse coherence theory I propose above, a new substructure
should be explicitly marked by a digressive marker, e.g., paragraphing, semantic
connectors, adverbial phrases, etc. Such markers signal digression from Relevance.

However, since the structure-building framework deals primarily with relations
between adjacent sentences, it does not predict discourse segmentation after the
introduction of new information. I have shown (Giora, 1983a,b, 1986, 1988) that
segmenting the text after introducing the next discourse-topic is a widespread phe-
nomenon. For example, the future discourse-topic of the second paragraph of (17)
below (the chance discovery of penicillin) appears in the final position of the first
segment. It is still highly relevant to the discourse-topic under discussion presented
in the first sentence of that paragraph (The chance discovery of important scientific
discoveries). However, a highly informative description of it, which is introduced in
the beginning of the next paragraph, is beyond the scope of the given discourse-

---

6 Note that a new discourse-topic may drastically diverge from the discourse-topic under discussion, or
just mildly so. Various discoursal devices indicate the extent to which a newly introduced discourse
topic is new. Unlike the notion of accessibility, whose graded nature has been widely acknowledged, the
terrain of inaccessibility hardly knows any degree. The literature abounds in graded notions such as
Awareness (Chafe, 1974, 1976), Givenness (Prince, 1981b), Accessibility (Ariel, 1990–1991; Gundel et
al., 1993). It seems that a graded notion of newness which is a natural extension of the existing notions,
has still to await research.

7 Note, however, that these cohesive devices do not function exclusively as digression markers. Apart
from introducing new discourse topics to the discourse, they have other functions. Hence the possibility
of manipulating the cohesive devices (termed by Gernsbacher temporal, location, causal coherence) for
the purpose of affecting both coherence and incoherence.

Consider also the possibility of ending a discourse segment by a coda ("And that's it", cf. Labov,
1972) or by repeated mention of the discourse-topic proposition which functions as a coda too.
topic. The theory of discourse coherence which I propose predicts that when a discourse-topic shifts, comprehenders should shift and develop a new structure. However, it is not clear why, according to the structure-building framework, comprehenders should shift when segmentation occurs after the introduction of the next discourse-topic. Under such circumstances, the last clause of the given segment is coherent with the given discourse-topic and with previous information, and the first clause of the next segment is coherent with previous information, placed in the end of the previous segment. Examples such as (17) suggest that comprehenders shift and build a new substructure when information no longer coheres with the given discourse-topic rather than with 'previous information':

(17) It has often occurred in the history of science that an important discovery was come upon by chance. A scientist looking into one matter, unexpectedly came upon another which was far more important than the one he was looking into. Penicillin is a result of such a discovery.

Penicillin was accidentally discovered by Fleming in 1928 ...

The suggestion that 'previous information' in the context of processing a whole discourse must mean 'the given discourse-topic' seems to follow from the structure-building framework. The process of mapping incoming information onto that clause which constitutes the foundation involves mapping information in the most recent clause onto the first clause.

Why do speakers and writers segment a text after the introduction of the next discourse-topic? Given the structure-building hypothesis, I propose that they do so to facilitate mapping: By placing the next discourse-topic at the end of a given paragraph, writers allow for the next paragraph to be mapped onto the previously developed substructure. Such concatenation of new discourse-topics must facilitate processing: It does not require the activation of new memory cells for the foundation of a new mental structure.

How do readers identify new discourse-topics when they are introduced in a previous substructure? In Giora (1983a,b), I suggested that segment-final position enhances recall, since it enjoys recency effect. Information in discourse-final position is foregrounded so as to be (as) highly accessible (as first mentioned information) for further discussion. But according to the structure-building hypothesis, this explanation cannot hold. Once this information is processed, it loses its superior accessibility (due to recency), and first mentioned information regains greater accessibility (cf. The process of laying the foundation). However, information in segment-final position must at least be more accessible than previously presented information (apart from first mentioned information).

In Giora (1988) I offered an alternative explanation which agrees with the structure-building hypothesis. Along the lines suggested by Gernsbacher, I proposed that highly informative messages enjoy a privileged cognitive status due to informativity. Informativity affects comprehenders's ability to access information (by the mechanism of enhancement and suppression to be discussed later on). Since information in
the final position of a discourse segment must be highly informative, if not the most informative in that segment (cf. b above), it must also be easier to access, relative to previously mentioned information (first mentioned information not included). This explains the segmentation in (17) above. The chance discovery of penicillin, a specific instance of scientific chance discovery of some importance, is introduced before paragraphing occurs. Its informativity (which suppresses the accessibility of previously mentioned information, as will be discussed below) allows it to be easy to access and selected for further discussion.

Shifting, then, occurs when new information, e.g., a new discourse-topic, is introduced to the discourse. Given the structure-building framework, I propose that segmentation strategies vary in accordance with the degree of 'newness'/(in)accessibility of incoming information. When incoming information coheres with the previous discourse-topic and requires little activation of new memory cells, text progression may proceed smoothly, with no explicit discourse connectors (cf. example 17 above). When a new discourse-topic is less coherent with the previous discourse-topic and requires activation of new memory cells, speakers/writers will cue comprehenders by means of explicit linguistic connectors (as required by (c) above and in accordance with the structure-building hypothesis).

4. The mechanisms of suppression and enhancement

Mental representations of discourse constituents in memory are equal but hierarchical. Some information enjoys enhanced recall, and some is less accessible. For instance, the time course of comprehension reveals that the advantage of first mention is long-lived, whereas the advantage of clause recency is short-lived. To build coherent mental structures, comprehenders should keep activated information that is functional in developing their mental structures. At the same time, they should suppress information that is no longer functional in developing these structures. Similarly, coherent mental structures require that relevant meanings be activated and retained, while irrelevant information be suppressed and dampened. According to the structure-building framework, it is the mechanisms of enhancement and suppression that are responsible for the activation and dampening of information.

How do the mechanisms of enhancement and suppression operate? Mental structures are represented in memory cells. Memory cells represent previously stored memory traces, and are automatically activated by incoming stimuli. According to the structure-building framework, activated memory cells transmit processing signals which either enhance or suppress the activation of other memory cells.

Gernsbacher capitalizes on the role the mechanisms of enhancement and suppression play in understanding ambiguous and unambiguous words, in improving the accessibility of concepts referred to by anaphoric and cataphoric devices, and in improving memory for thematic as opposed to surface level information.

According to many models of word understanding (e.g., Becker, 1976; Kintsch, 1988; Marslen-Wilson and Welsh, 1978; Norris, 1986; McClelland and Rumelhart, 1981), immediately after comprehenders hear or read an ambiguous word, multiple
meanings are activated. For example, research by Swinney (1979) showed that in understanding ambiguous words like *bug* (insect/listening device), both meanings are activated initially. This holds even if the context is biased in favor of one meaning, as in (18), which favors the ‘insect’ interpretation:

(18) The man was not surprised when he found several spiders, roaches, and other bugs ...

As sentence comprehension progresses, the appropriate meaning remains activated, while the inappropriate meaning becomes less activated. According to some theories (McClelland and Kawamoto, 1986; Waltz and Pollack, 1985), the inappropriate meanings are inhibited by the appropriate ones. The assumption is that concepts compete for a fixed amount of activation. Inappropriate meanings decrease in activation because appropriate meanings have increased. Gernsbacher’s findings do not support this assumption: The appropriate meanings do not increase in their accessibility when the inappropriate meanings decrease.

According to other theories, inappropriate meanings simply decay, because they are not stimulated by the context (e.g., Anderson, 1983). These theories predict that in a neutral context (e.g., 21 below), both meanings should be less activated when activation is measured after a delay. However, if multiple meanings of neutral sentences are just as activated when measured immediately and after a delay, these results support the suppression hypothesis. According to the suppression hypothesis, multiple meanings of a neutral sentence should be just as activated after the delay as they are immediately, because there are no bases from which suppression signals can be transmitted. This is not true of inappropriate meanings. According to the suppression hypothesis, inappropriate meanings should become less activated via the mechanism of suppression. Memory cells representing the context transmit signals which dampen the inappropriate meanings.

Gernsbacher and Faust (1990, 1991) tested these hypotheses. They presented ambiguous words like *quack* in different sentence contexts: in a context that biased one meaning (*doctor*, as in 19), in a context that biased another meaning (*duck*, as in 20), and in a neutral context which is equally related to either meaning (as in 21):

(19) Pam was diagnosed by a quack ...
(20) Pam heard a sound like a quack ...
(21) Pam was annoyed by a quack ...

They showed that the appropriate and neutral meanings remained equally activated immediately after reading each of the above sentences, and at a delayed interval. However, the contextually inappropriate meanings remained equally activated only immediately. At a delayed interval (of about 1 second), the inappropriate meaning was less activated. These results support the suppression hypothesis, according to which only memory cells representing the inappropriate meaning should be suppressed.

The suppression mechanism may contribute to testing the difference between various figures of speech. For instance, in Giora (1991, 1995) I suggest that, among
other things, jokes differ from other figures of speech (e.g., irony, metaphor) in that their understanding involves suppressing the most probable (the so-called appropriate) meaning. Its suppression allows only for the atypical meaning of the ambiguous utterance to be retained. Indeed, Gernsbacher and Robertson (1995) suggest that understanding puns and jokes relies on comprehenders’ ability to quickly suppress the prototypical meaning of such utterances. They show that lesser skilled readers took longer to understand puns than more skilled readers, because they were slower at suppressing the typical meaning (e.g. the typical meaning of ‘bar’ in Two men walk into a bar, and a third man ducks).

The suppression mechanism is also functional in dampening irrelevant associations. Nonambiguous words may have multiple associations, some of which might be irrelevant. For instance, the association between the word apple and tree may be more relevant in the context of (23) than in the context of (22), in which pie will be more relevant:

(22) Jim baked the apples.
(23) Jim picked the apples.

Gernsbacher and Faust (1990) show that whereas multiple associations are activated immediately upon comprehending the sentence, only the relevant associations remain activated after a delay. The less relevant associations are suppressed after a brief period.

The claim that mental representations of discourse constituents in memory are hierarchical holds for representations of referents as well. According to the structure-building framework, for comprehenders to be able to access pronouns’ referents, at some point following the mention of the pronouns, antecedents and nonantecedents must be activated at different levels. For instance, in (24), in which Pam is the antecedent of the anaphor she, Pam should be more activated than the nonantecedent Ann, after comprehenders finish reading the sentence. Findings indeed support this prediction (Corbett and Chang, 1983):

(24) Ann predicted that Pam would lose the track race, but she came in first very easily.

According to the structure building framework, the difference in levels of activations between antecedents and nonantecedents should increase relative to the informativeness or explicitness of the anaphor, i.e., the referring expression. The explicitness of the anaphor should enhance the accessibility of its own referent while suppressing others. Findings indeed show that explicit anaphors like Pam in (25) increase the level of activation of their referents as opposed to nonreferents, compared to less explicit anaphors like she in (24) (Corbett and Chang, 1983; Gernsbacher, 1989):

(25) Ann predicted that Pam would lose the track race, but Pam came in first very easily.
Furthermore, findings show that new concepts improve their referential accessibility by triggering suppression of previously mentioned concepts (Gernsbacher, 1989; Dell et al., 1983). Findings from the various studies support the Explicitness Principle:

"The more explicit the concept, the more likely it is to trigger the suppression of other concepts; when used anaphorically, the more likely it is to enhance its referent." (p. 133)

Explicit anaphors are used to retrieve referents which are relatively hard to access (see also Givón, 1983; Ariel, 1990, 1991). Gernsbacher mentions three conditions in which referents are hard for comprehenders to retrieve. First, she discusses referential distance. At long referential distances, referents are harder to access. There is ample evidence in the literature associating low accessibility and distance. However, Gernsbacher suggests that it is not distance, but rather the intervention of the other concepts which trigger suppression, and affect distant referents’ accessibility. When the distance is not filled by intervening concepts, distant referents’ accessibility is not affected (e.g., Carroll and Slowiaczek, 1987).

Second, she addresses the question of topicality. Topical concepts are easy to access, because they are enhanced by both the advantage of first mention (cf. The process of laying the foundation) and by frequent mention, which make them resistant to suppression. Less topical concepts are more difficult to access (e.g., Anderson et al., 1983), and require explicit anaphors for their retrieval (e.g., Chafe, 1974, 1976; Marslen-Wilson et al., 1982; Givón 1983; Ariel, 1985, 1990, 1991).

The third condition under which explicit anaphors are used is at episode boundaries (see Marslen-Wilson et al., 1982; Fox, 1986; Tomlin, 1987; Hofmann, 1989; Ariel, 1990, 1991). Beginnings of episodes and paragraphs are where new discourse-topics are introduced. Introduction of a new discourse-topic involves shifting (cf. Shifting) and triggers suppression of previous information. Previous information, therefore, is less accessible in segment-initial position, which explains why anaphors are expected to be more explicit at the beginning of a paragraph or a new episode.

However, it has been observed (Giora, 1983a,b, 1986; Giora and Lee, 1996) that anaphors also tend to be more explicit in segment-final position. One explanation follows from the theory of discourse coherence I propose. Segment-final position is the preferred position for the most informative message in the discourse. As mentioned above, this information may function cataphorically to introduce future discourse-topics. Hence their explicitness: Their enhanced cognitive status makes them highly activated and easier for comprehenders to access while they shift and build the next substructure. In addition, it has been proposed (e.g., Longacre, 1979; Giora and Lee, 1996) that explicit anaphors signal segmentation. Their explicitness and enhancement do not necessarily follow from the relative accessibility of their referents. Nor are they a function of their future role in the discourse. Rather, in segment-final position, explicit anaphors serve as a segmentation cue.

The mechanisms of enhancement and suppression play a role in improving the accessibility of concepts marked by cataphoric devices. Cataphoric devices enable comprehenders to access concepts to be subsequently mentioned. Gernsbacher and
Shroyer (1989) show that the unstressed indefinite *this* article, which introduces new concepts to the discourse (Prince, 1981a), makes them more highly activated than concepts introduced via ‘a’ or ‘an’. They are better at suppressing the activation of other concepts, and they better resist suppression by other concepts (Gernsbacher and Jescheniak, 1995).

The mechanisms of enhancement and suppression play a role in improving memory for thematic versus surface information. As the text progresses, surface information (e.g., syntactic form) is always changing. As a result, new surface information suppresses old surface information. In contrast, thematic information is constantly being reintroduced, and is therefore repeatedly enhanced. The result is that thematic information is more activated than surface information, and is therefore more accessible.

5. Individual differences in structure building

The general cognitive processes and mechanisms underlying the structure-building framework also help explain individual differences. For instance, less skilled comprehenders are less able than more skilled comprehenders to remember recently comprehended information. According to the structure-building framework, they shift too often.

The differences in applying the mechanisms of suppression can explain why less skilled comprehenders are less able to reject contextually inappropriate meanings, incorrect forms of homophones, typical but absent members of nonverbal scenes, and why they ignore words written on pictures, and pictures surrounding words. However, less skilled comprehenders are not less able to appreciate contextually appropriate meanings of ambiguous words, and typical members of nonverbal scenes. These findings suggest that less-skilled comprehenders have deficient suppression rather than enhancement mechanisms.

The extent to which comprehenders use general cognitive processes in building mental representations while comprehending a discourse may further distinguish between skilled and less-skilled comprehenders. Research into general cognitive processes and text-specific strategies in comprehension (Giora et al., 1996) reveals that less-skilled readers are more likely than more skilled readers to use general cognitive processes. Skilled comprehenders, on the other hand, rely more heavily on text-specific strategies. The text-specific strategy we studied relies on coherence structure. When trying to comprehend a text, the skilled reader processes deeply only the first proposition of the passage, and then skims through the rest of it for disconfirmations. This implies little or no effect of the contents of the remainder of the passage on her comprehension. The less-skilled reader, on the other hand, employs the general comprehension strategy. She forms a representation of the whole text based on each and every proposition. The first proposition is still the most important one, since it lays the foundations for the representation (cf. The process of laying the foundation above). However, unlike the skilled reader, the less-skilled reader does not skim through the remaining propositions but reads them carefully.
These strategies explain the difference we found between skilled and less-skilled comprehenders. When the text was coherent, i.e., manifesting discourse-topic mention in initial position, skilled readers were more likely than less-skilled readers to identify the discourse-topic proposition. However, under the same condition, less-skilled rather than skilled readers benefitted from analogy. Less-skilled readers, who employ general-comprehension strategies, may benefit from each and every proposition they integrate into their mental representations, analogical comparisons included. However, skilled readers who employ text-specific strategies and process deeply only the first proposition, cannot benefit from analogical comparisons occurring later in the text.

Especially striking is the finding that spells out the cost of a skill: the most skilled and academically advanced readers performed worse even than the least skilled and academically advanced readers, when their strategy was no longer functional. When we manipulated text coherence by displacing the first proposition, less-skilled readers outperformed skilled readers by far. This manipulation is conceptually similar to that used by Gernsbacher et al. (1990), who compared subjects’ memory for scrambled/incoherent and unscrambled/coherent materials. Gernsbacher et al. found that skilled comprehenders outperformed less-skilled comprehenders on unscrambled texts. However, the two groups performed similarly on the scrambled texts. According to the structure-building framework, comprehenders use the first proposition to lay the foundations for the representation structure. Incoming propositions are mapped onto that structure. However, when mapping is impossible, subjects shift to a new structure. Shifts involve poorer access to recently comprehended information, which results in poor comprehension. According to Gernsbacher and her associates, skilled and less-skilled comprehenders differ in their shifting likelihoods. However, when these likelihoods are similar, differences among subjects disappear. Discourse scrambling increases the likelihood of shifting and therefore eliminates the skilled comprehenders’ superiority.

However, Gernsbacher’s structure-building framework does not predict less-skilled comprehenders’ superiority under incoherence condition. In contrast, the use of structure-coherence strategy predicts such superiority. Furthermore, the use of structure-coherence strategy predicts skill but not general comprehension ability differences, as found. These and other aspects of the data, such as analogy effects, suggest that skilled readers do not identify discourse-topics by using general structure-building processes.

In sum, the structure-building framework can account for a great number of linguistic and nonlinguistic phenomena. The process of laying the foundation explains why comprehenders take long to process the first segment of a (verbal or nonverbal) discourse sequence; it explains the advantage of first mention which enhances the accessibility of this segment. The process of mapping accounts for discourse coherence, and the process of shifting explains why and how comprehenders shift and start a new substructure. The process of shifting accounts for comprehenders’ poor memory for the exact form of recently comprehended information. The mechanisms of suppression and enhancement explain how irrelevant information that is not functional in structure building is dampened, while information involved in structure
building is enhanced. They further explain how skilled and less skilled comprehenders differ in their abilities. Gernsbacher's Language comprehension as structure building is a book linguists and discourse analysts have long been waiting for.
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