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A numerical method for the calculation of activation energies by the Ynitial rise R portion of glow 
curves is given. The method is shown to apply most conveniently by the use of a computer. Some ther- 
moluminiscence results measured in ZnS (activated with ErF3 and NHqF) powder samples. are ana- 
lyzed by the use of this method. 

The graphica method of finding the activation 
energy of a trap by using the “initial rise” range 
of thermoluminescence (TL) or thermally stimu- 
lated current (TSC) gIow curves is well known 
[l-5]. The method is based on measuring the 
glow intensities at temperatures sufficiently lower 
than the maximum of the peak. In this limited re- 
gion it has been shown that the glow intensity I 
can be written as 

Z=Ae - E/kT 
(1) 

where A is a constant, E the activation energy, 
T the absolute temperature and k the Boltzmann 
constant. By plotting lnlas a function of (I/T) a 
straight line is expected to be found. The slope 
of this line, -E/k, can be used for immediate cal- 
culation of the activation energy. Apart from 
some exceptions [6,?] this method is considered 
to be the most general way of finding the energies 
corresponding to measured glow curves. This is 
so since this method does not depend on the order 
of the process (first, second or some intermedi- 
ate order). 

The criterion for the “initia? rise” limit is the 
decline of the curve of 1nZ =Al/T) from the 
straight line found for the first points. In some 
cases the initial rise intensity was shown to be 
slightly different with A somewhat depending on 
temperature, A = A' Ta where A’ and a are con- 
stants, -2 < a G 2 [4,8]. In this case, the lnZ 
versus l/T curve should deviate from the desired 
straight line and the closest straight line should 
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give a slightly different slope. Thus an error is 
expected in the activation energy. 

Although Z is usually recorded continuousLy as 
a function of T, the plots of 1nZversus E/T are 
done point by point. Deviations of the straight 
line occur because of inaccuracies in the intensi- 
ty and temperature readings and thus the task of 
plotting the best straight line is usuaIIy difficuk 
The possible inaccuracies in plotting the straight 
line may bring about large errors in the meas- 
ured slope and the activation energy thereof. Go- 
brecht and Hofmann [S] suggested the possibiIity 
of applying directly on an X- Y recorder InZ (on 
they axis) and l/T (on the x axis). The sIopes of 
the observed curves give directIy -E/k. Gobrecht 
and Hofmann used this method for cakulating the 
“spectrum” of traps by several cycles of heating 
and cooling after one irradiation. 

The present paper is meant to enable a more 
objective way of calculating the activation ener- 
gy (or SK I -?rum of activation energies) when the 
more co1 Jicated equipment used by Gobrecht 
and Hofmann is not available, i-e- when onIy the 
intensities and temperatures are directly read. 

This is done by finding the sIope of the best 
(in the sense of “least squares”) straight Line nu- 
merically, by the use of a computer. This meth- 
od seems to be very useful now, when “time 
sharing” computer terminals are avaiIabIe in 
many laboratories. The accuracy of this method 
seems to be better than that of the previous 
graphical one (including the version of Gobrecht 
and Hof maim). 

The values to be fitted onto a straight line are 
yi = lnZi versus xi = l/Ti. The values of cz and 6 in 

483 



Volume 2, number 7 CHEMICALPHYSICSLE'I'TERS November1968 

y=ax+b (2) 

which would give the least square deviations are 
known to be [9] 

a = @ji-@M$-x2), (3a) 

b = (Fx~-~jj)/@-?), (8b) 

where 
N 

f = zgl q/N, 
N 

B = zFl Y~/N, 

x2 = i?i x:/N 
N 

and 
i=l 

Once the slope a is thus found, the value of the 
activation energy is directly found by E = -ka. By 
the aid of the calculated b, the values of y(x$ are 
easily found’from eq. (2) and thus the &mdard de- 
viation 

(4) 

may be calculated immediately. It is expected 
that a reliable value of the activation energy will 
be found by not less than three or four points. As 
long as the “initial rise” approximation is a good 
one, the more points we take, the better is the 
calculated energy value expected to be. On the 
other hand, when we pass this region, the calcu- 
lated value of activation energy decreases when 
more points are taken, and the standard devia- 
tion increases. Thus it was found useful to calcu- 
late the slopes and standard deviations for the 
first two points, then the first three points etc. 
and in this way to decide which is the best ener- 
gy value. 

In order to check the method, some numeri- 
cally generated TL peaks have been taken, one 
of them will be described here in some detail. 

According to Garlick and Gibson [l] a second or- 
der TL peak is given by 

I(T) = s’rzg e- EikT/ 1 + (s’lr,/p)jz e - E/kT’d 
0 

where no is the initial concentration of trapped 
carriers, P the heating rate and s’ a constant 
having dimensions of cm3sec-l (in some cases s’ 
depends on temperature as s’ = s” la where s” 
and a are constants, -2 S a =Z 2). The integral 
on the right can be calculated numerically (see 
Haake [6]). Table 1 shows, for given vaiues of 
the parameters (no = I9Io cmF3, s’ = 1 cm3 
set-1, E = 0.4 eV, /3 = 0.5’K set-I), the calcu- 
lated values of the intensities for given tempera- 
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Table 1 
Temperatures and intensities of the first half of a sec- 
ond order numerically generated peek, and calculated 
activation energies and standard deviations by the pre- 

sent method 

T (% 2 (arb. units) E (eV) u 

142 6.3 

144 10.0 0.407 0.12x 10-10 

146 15.5 0.401 0.0037 

148 23.8 0.399 0.0045 

150 36.1 0.398 0.0045 

152 54 0.398 0.0047 

154 80 0.398 9.0047 

156 116 0.396 0.0069 

158 168 0.395 0.0078 

160 238 0.394 0.0102 

162 334 0.393 0.0131 

164 468 0.391 0.0163 

166 615 0.388 0.0262 

16s 806 0.385 0.0371 

170 1027 0.381 0.0517 

lures. .The temperatures given are up to 170°K 
whereas the maximum temperature for this case 
is 18G°K. The intensity at 170°K is 1027 units 
compared to the calculated maximum intensity 
of 1906 units. 

The third column in tabIe 1 represents the 
values of activation energy‘calculated by the pre- 
sent method. The fourth column gives the stand- 
ard deviation values. The results of the activa- 
tion energies for the first points fit very well 
with the known value of E = 0.4 eV. The values 
of the standard deviations should be used as an 
aid for choosing the best activation energy. The 
value of 0 for the first two points is very small 
since we just did the equivalent of drawing a 
straight line between two points. The next cr val- 
ue is still relatively small, and for four addition- 
al points E and c are changing only slightly. At ! 
156OK, u starts to increase rapidly and E declines, j 
which shows that we are over the real “initial ! 
rise” range. .i 

It seems that the best value to choose is the 
one calculated by seven points. The activation 

i 

energy is 0.398 eV which deviates from the known 
1 

value only by 0.5%. We should mention here that 
I 

tMs value is found by going only up to 5% of the :! 

maximum intensity. If we go up to 5% of the 
maximum intensity (see last row in table 11, the 4 
activation energy is in error by 5% in spite of the :{ 
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fact that this is really the best straight line! (See 
also Haake [6].) It is to be noted that since the 
function dealt with is logarithmic (yf = l&f), the 
same E and u values are found if all of the inten- 
sity data are multiplied by a constant. Thus the 
values of u give some general criterion for the 
closeness to the exponential functions. The re- 
sults can be compared not only when additional 
points are taken into account but also for compa- 
rison between various glow peaks- 

Similar calculations have been done for first 
order peaks [lo] generated numerically. The re- 
sults were generally similar to the second order 
case with about the same agreement between the 
given and calculated E’s_ For cases where A in 
eq. (1) is temperature dependent, A =A’lur, the 

method was also workable in the following way. 
Suppose that the value of a is known (Halperin 
and Braner [ll] show, for example, that when 
carriers are excited into a band, a = Z), then we 
can write in the initial rise range 

ln(l,ln) = lnA’ - E/kT (1’) 

by which E can be calculated as before. Our gen- 
eral program included the dependence on Ta 
where a has to be given with the input data. (For 
the previous case we took a = 0.) A checking of 
this possibility (for a f 0) has been done by .a 
suitably calculated peak, the results were again 
found to be as good as in table 1. Although these 
checkings were done only for the simple first or 
second order cases, it should be remembered 
that the initial rise method is applicable for more 
complicated cases as well. 

The method was used for the analysis of TL 
glow curves found in ZnS activated with 1% ErF8 
and 5% NlQF powder samples and excited by uv 
light. Various ZnS : Er3+ samples including the 
present kind were investigated by Halperin et al. 
[12]. Gur samples gave usually two main peaks, 
one at -140°K and the other at -270°K. Balperin 
et al. found the activation energy ‘of the latter to 
be 0.41 eV. By several subsequent heatings and 
toolings of our sample following one excitation, 
various initial rise curves were measured gield- 
ing various activation energies. These energies 
are shown in fig. 1 to increase with Tav 

ig’ ye 
average temperature of the range used or fmd- 
ing the energy by our “numerical initial rise” 
method. A clear step is seen between 2OO’K and 
26O’K at which the activation energy is around 
0.42 eV, with very good agreement with the value 
given by Halperin et al. for the peak at 270%. 
The temperatures here are lower because this is 
the =init_ial rise” range rather than the maximum 
intensity temperature. The results given in this 

0.m r 

0.60 - 

0.50 - 

5 0.40 - 
u 

0.30 - 

November 1968 

I I I I I , 

60 I20 160 200 - 240 260 

Tcq (-10 

Fig. 1. Thermal activation energies as a function of 
temperature for the ZnS (ErF3, NH4F) powder sample. 
Squares and circIes indicate results found in two sepa- 

rate sets of measurenents. 

figure may be compared with similar curves 

found for other Er doped ZnS samples found by 
the graphical initial rise method [lZ]. Some of 

these samples show stepwise behavior-, similar 
to the two steps in fig. 1 (0.42 eV and 0.67 eV). 
Some other samples show a more continuous de- 
pendence of the activation energy on temperature 
which is more like the behavior of the present 
sample at temperature lower than 200°K. 
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