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Abstract

The “110◦C” thermoluminescence (TL) peak of un6red synthetic quartz is known to exhibit a highly superlinear growth
with absorbed dose. In this paper, it is shown that the well-known Zimmerman predose model can explain recent experimental
results on the superlinearity of annealed synthetic quartz, as well as experimental results on the superlinearity of heavily
predosed samples at room temperature. In the case of the predosed samples, the simulation solves the kinetic rate equations
for the various stages in the experimental TL predose process. The results of the simulation explain the behavior of the TL
versus dose curves at di:erent predoses, as well as the detailed behavior of the superlinearity coe;cient k as a function of the
predose amount. In the case of the annealed samples, the simulation solves the kinetic equations for di:erent values of the
initial concentration of holes in the recombination center. The results of the simulation explain the behavior of the TL versus
dose curves at di:erent annealing temperatures, as well as the detailed behavior of the superlinearity coe;cient k in each of
the two distinct superlinearity regions. The simulation also produces the correct order of magnitude for the large sensitivity
changes of the TL intensity observed in both sets of experiments.
c© 2003 Elsevier Science Ltd. All rights reserved.
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1. Introduction

The thermoluminescence (TL) dose response of the
“110◦C” TL peak of quartz has been the subject of several
experimental and theoretical studies because of its impor-
tance in TL dating (e.g. Bailey, 2001; Chen and McKeever,
1997; Sunta et al., 1994). In particular, the TL dose re-
sponse of quartz and its well-known change of sensitivity
upon thermal and radiation treatments have been studied in
both natural and synthetic samples (McKeever, 1991; and
references therein).

Chen et al. (1988) found that the “110◦C” TL peak of
un6red synthetic quartz exhibits a highly superlinear growth
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with absorbed dose. Speci6cally, they found that the max-
imum TL intensity Imax follows a dose dependence of the
form:

Imax = aD
k : (1)

Here, D represents the absorbed dose; a and k are constants.
By plotting Eq. (1) on a log–log scale, a linear graph is
obtained with slope k. The value of k is a direct measure of
the degree of superlinearity (Chen and McKeever, 1997),
and will be referred to as the “superlinearity slope k” in
the rest of this paper. It is noted that k is assumed constant
within a certain dose range. It is also noted that superlinear
growth of Imax is known to occur only for low doses.

Chen et al. (1988) found that this superlinearity is
removed by 6ring the samples above 300◦C. The work of
Chen et al. (1988) was limited to the “110◦C” TL peak
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and to doses under 10 Gy. These authors explained both
the superlinearity and the well-known change in the TL
sensitivity of synthetic quartz by using the recombination
during heating model. According to this model, 6ring the
quartz samples at high temperatures removes the competi-
tors and results in a reduction of the superlinearity. Chen et
al. (1988) suggested that the role of the competitors may
be 6lled by electron traps known as E′

1 centers.
Charitidis et al. (1999) studied the dependence of the TL

dose response on the pre-dose delivered to the sample. By
carefully controlling the pre-dose conditions, these authors
showed that a high pre-dose e:ectively removes the super-
linearity e:ect. Recently, Charitidis et al. (2000) extended
the experimental work of Chen et al. (1988) by measuring
the sensitivity and TL dose response of several glow-peaks
in synthetic quartz as a function of the annealing tempera-
ture. Their measurements extended the range of annealing
to temperatures between 300◦C and 900◦C. These authors
obtained complete TL dose response curves between 0.1 and
170 Gy at each annealing temperature.

Chen et al. (1988) and Charitidis et al. (2000) found that
the superlinearity slope k of the “110◦C ” TL peak is strongly
reduced as the 6ring temperature increases. Furthermore, it
was found that each TL dose-response curve consists of two
dose regions, which on a log–log scale appear linear with
di:erent slopes k, indicating two di:erent degrees of super-
linearity. For doses less than 11 Gy, the superlinearity slope
k drops continuously from a value of 2 at room temperature
to a value of 1 for an annealing temperature of 700◦C, and
then slowly increases to a value of 1.2 at a temperature of
900◦C. For doses between 20 and 100 Gy, the superlinear-
ity slope k exhibited a very di:erent behavior, by remain-
ing constant at a value of 2.5 from room temperature upto
annealing temperatures of 500◦C, and then decreases con-
tinuously to a value of 0.6 at an annealing temperature of
900◦C.

Chen and Leung (1999) developed a mathematical model
based on two electron and two hole trapping states. The
model is a modi6cation of the Zimmerman theory that ex-
plained 6rst the predose e:ect (Zimmerman, 1971a, b). Chen
and Leung (1999) simulated the sequence of experimen-
tal actions taken during the pre-dose dating technique,
by solving the di:erential equations for each stage in the
experiment.

The purpose of the present paper is to show that the model
of Chen and Leung (1999) can also be used to describe the
behavior of the superlinearity of the “110◦C” TL peak as
a function of the annealing temperature, as well as a func-
tion of the predose amount. It is found that the model accu-
rately reproduces several features observed experimentally
by Charitidis et al. (2000). Speci6cally, in the case of an-
nealed quartz samples, the model agrees with the following
experimental observations:

1. There are two superlinearity regions, which exhibit a dis-
tinct behavior as a function of the annealing temperature.

2. In the low dose region, the dose dependence exhibits ini-
tially a nearly quadratic behavior with a superlinearity
constant, k, approximately equal to 2. As the initial con-
centration of recombination centers is increased, the be-
havior changes to linear with a superlinearity coe;cient
of 1. As discussed later in the paper, the low dose region
corresponds to doses D¡ 6× 1010 cm−3.

3. In the high dose region, the superlinearity coe;cient
gradually decreases from a value of about 2.3 to a value
near 1.0, as the initial concentration of recombination
centers is increased. The high dose region corresponds to
doses D¿ 6× 1010 cm−3.

4. The TL vs. dose graphs at di:erent annealing tempera-
tures do not saturate at the same level, but the saturation
levels di:ered by many orders of magnitude.

Furthermore, it is found that the same modi6ed Zimmerman
model can be used to explain the superlinearity changes
observed as a function of the predose amount, as measured
by Charitidis et al. (1999). In the case of predosed quartz
samples, the model agrees with the following experimental
observations:

(1) The TL vs. dose graphs at di:erent predoses were found
to saturate at the same level of TL intensity.

(2) As the amount of the predose was increased within
two orders of magnitude, the superlinearity coe;cient
k changed gradually from a superlinear behavior with
slope near k = 2 to a linear behavior with k = 1.

In addition, the simulation also produces the correct order of
magnitude changes for the large sensitivity changes taking
place in the TL intensity, in both sets of experiments.

The work presented in this paper provides strong support-
ing evidence for the applicability of the modi6ed Zimmer-
man model in explaining the superlinearity and sensitivity
changes in synthetic quartz.

2. Description of the modi�ed Zimmerman predose
model

Zimmerman (1971a, b) 6rst proposed a predose model
consisting of one electron trapping state T, a luminescence
center L and a hole reservoir R. Chen (1979) proposed a
modi6cation of the Zimmerman model by adding an extra
electron level S which competes for electrons during the
heating stage. By using physical arguments concerning the
observed experimental behavior of quartz samples, Chen and
Leung (1999) were able to arrive at a “good” set of para-
meters for the modi6ed Zimmerman model, which explains
successfully the following experimental results:

1. Linear dependence of the TL signal on the test dose.
2. Exponential approach of the sensitivity to saturation with

repeated additive doses.
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Fig. 1. The energy scheme used in the modi6ed Zimmerman
predose model.

3. Quenching by high dose exposure, UV reversal and the
distinction between reservoir and center saturations. Fur-
ther work using the present model is necessary in order
to obtain a quantitative description of these phenomena
in agreement with experimental data available in the lit-
erature. Such work is currently in progress.

Fig. 1 shows the energy scheme used by Chen and Leung
(1999). It consists of two trapping states T and S and the
hole reservoir R, with total concentrations Nt ; Ns and Nr

(in cm−3) and with instantaneous occupancies denoted
by nt ; ns and nr (in cm−3) correspondingly. The activa-
tion energy for the main traps T is Et (in eV) and the
frequency factor is st (s−1), while the competitor traps
S are considered to be thermally disconnected. The acti-
vation energy for the hole reservoir R is Er (in eV) and
the frequency factor is sr (s−1). The retrapping proba-
bility coe;cients for R, T and S are denoted by Ar ; At

and As (in cm3 s−1), and nc and nv (cm−3) represent the
concentrations of electrons and holes in the conduction
and valence band, respectively. The rate of production
of electron–hole pairs x (in cm−3 s−1) is proportional to
the dose rate. The quantity D = xt represents the total
concentration of pairs produced, and is proportional to
the dose (where t is the irradiation time in sec and D
is in cm−3). For simplicity, the quantity D = xt will
be referred to as “the dose D = xt” in the rest of this
paper. M and m denote, respectively, the concentration
and occupancy of the hole centers (cm−3) and Am ; Al

(cm3 s−1) are, respectively, the recombination probability
coe;cients of electrons and holes into the recombination
center L.

The di:erential equations for the excitation and heat-
ing stages are given by Chen and Leung (1999) and will
not be repeated here. After the excitation stage, the sim-
ulation uses a relaxation period in which the temperature
of the sample is kept constant at room temperature for

Table 1
The parameters used by Chen and Leung (1999), and in this paper.

Chen and Leung (1999) Modi6ed values used here

Et 1:0 eV
st 1013 (s−1)
Er 1:4 eV
sr 1013 (s−1)
xt 5× 1010 cm−3

Ar 10−10 cm3 s−1

Nr 1013 cm−3 1014

M 1014 cm−3

As 10−11 cm3 s−1 0:5× 10−11

Am 10−12 cm3 s−1

At 10−12 cm3 s−1

Nt 1013 cm−3

Ns 1012 cm−3 1:01× 1013

A1 10−12 cm3 s−1

The numbers in the third column show the modi6ed values used
in this paper, when they are di:erent from those of Chen and Leung
(1999).

a certain period of time after the excitation has stopped
(x = 0), and the concentrations of nc and nv decay to
negligible values. A value of 30 s for the relaxation time
is found to be su;cient for nc and nv to reach negligible
values.

A linear heating rate � is assumed in the simulation, so
that T = To + �t and, of course, x = 0 during the readout
stage. The emitted light is taken to be proportional to the
rate of recombination so that:

I =−dm=dt = Ammnc: (2)

The systems of simultaneous di:erential rate equations
are solved using conventional Runge–Kutta algorithms with
an adaptable time interval in the commercial package Math-
ematica. Table 1 shows the parameters used in solving the
rate equations, along with the original parameters used by
Chen and Leung (1999). In order to be able to demonstrate
the behavior seen in the experiments, it was found necessary
to make three minor modi6cations to the parameters used in
the model of Chen and Leung (1999) as follows:

(a) In order to explain the huge change in sensitivity caused
by high temperature annealing (as much as 3–5 orders
of magnitude), the capacity of competitor states Ns was
changed from 1012 to a value of 1:01× 1013.

(b) The capacity of reservoir states was changed from
Nr = 1013 to 1014 cm−3.

(c) In order to match the observed behavior of the super-
linearity slope, the probability As was changed from a
value of 10−11 to 0:5× 10−11 (cm3 s−1).

The rest of the parameters in the model were left unchanged,
and are listed in Table 1.
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3. Numerical results and discussion

3.1. Simulation of the Charitidis et al. (1999) predose
measurements

The initial conditions of the electron and hole states for
the predose simulation were taken as ns(0)=nt(0)=m(0)=
nr(0)=0. The model simulates the predose measurements of
Charitidis et al. (1999) by solving the di:erential equations
for the following stages:

(1) Predose irradiation stage: the sample is given a predose
irradiation. The electrons go to the trapping states T
and S, while most of the holes go preferentially to the
reservoir R. Some of the holes go to the luminescence
center L.

(2) A relaxation time of 30 s is incorporated in the program,
at the end of which the concentrations nc and nv go to
zero. The concentrations of ns; nt , m and nr at the end
of the relaxation period are used as the initial values
for the next step (heating to 500◦C) which is described
below.

(3) The sample is heated to 500◦C in order to empty the
shallow traps. This heating stage causes some of the
holes in the reservoir R to be released and to be cap-
tured in the luminescent center L. The concentrations
of ns; nt ; m and nr at the end of this heating period are
used as the initial values for the next steps (irradiation
and measurement of TL) which are described below.

(4) The curve of TL vs. dose is obtained in the following
manner. The sample is irradiated, then allowed to relax
for 30 s, and its TL glow peak is measured by heat-
ing to 150◦C. The maximum of the TL peak (TLmax)
is recorded. Typical values of the temperature of maxi-
mum intensity Tmax are in the range Tmax = 85–100◦C,
as measured with a heating rate of 1◦C s−1. This step
(of irradiation, relaxation and TL measurement) is re-
peated several times using the same initial conditions
for ns; nt ; m and nr and for di:erent irradiation times
(doses), and the variation of the TLmax with the doses
is obtained.

Finally, the series of steps (1)–(4) above is repeated for
di:erent amounts of predose irradiation. The result is the
series of TL vs. dose graphs shown in Fig. 2a, and it is to
be compared with Fig. 1 shown in Charitidis et al. (1999).
In order to make the comparison of theory and experiment
easier, the data of Charitidis et al. (1999) have been redrawn
in Fig. 4.

It is seen from Fig. 2a that the TL vs. dose graphs satu-
rate at the same level, independent of the di:erent predose
amounts. The data in Fig. 2a show two superlinearity re-
gions, a low-dose region with dose D¡ 8 × 1011 (cm−3),
and a high one with D¿ 8 × 1011 (cm−3). Experimen-
tally, Charitidis et al. (1999) observed only the high dose
region, while the low dose region most likely is located
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Fig. 2. (a) The TL vs. dose curves calculated from the predose
model, for the di:erent predose irradiation times t is shown. The
arrow indicates the approximate location of the transition area
between the two superlinearity regions; and (b) the same data is
shown only in the high-dose region, which is observed experi-
mentally.

below the sensitivity of the TL equipment. Chen and
Fogel (1993), while discussing the results of their super-
linearity model for synthetic quartz, also made the same
observation.

Fig. 2b shows the same data as Fig. 2a, but restricted to
the high dose region. Fig. 3 shows the superlinearity slope
k calculated at the linear regions of the curves in Fig. 2b.
The region of superlinearity being analyzed is much eas-
ier to visualize by referring to the inset of Fig. 3, which
shows two of the calculated graphs from Fig. 2(a). The in-
set shows clearly the two regions of superlinearity, and the
range of doses 1:5× 1012¡D¡ 3:5× 1012 (cm−3), where
the superlinearity slope k is being calculated. It is seen from
Fig. 3 that the value of the superlinearity slope k changes
gradually from a value of k near 2.0, to a value of approxi-
mately k=1:0 when the predose irradiation time is changed
by two orders of magnitude (from predose time t=1 to 100 s.
This is in good agreement with the data shown in Fig. 4(b),
where the same behavior of the slope k is found when the
experimental predose amount was varied from 1 to 100 Gy.
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The model also predicts the correct order of mag-
nitude of the change in sensitization caused by the pre-
dose e:ect. Fig. 2b shows that at the lowest doses,
the sensitivity is changed by about 2.5 orders of mag-
nitude, in close agreement with the data shown in
Fig. 4(a).

It must be noted that the TL vs. dose curves in Fig. 2b
have a slightly di:erent shape than the experimental curves
in Fig. 4(a), especially near the saturation point. This may
be due to the fact that the experimental results shown in
Fig. 4(a) contain only six data points, which may be obscur-
ing the exact shape of the TL vs. dose curves near saturation.
Also, it is not claimed that the exact values of the parame-
ters are known, but rather that the model results in curves
which agree at least qualitatively with the experimental
results.

3.2. Simulation of the Charitidis et al. (2000) annealing
experiments

In order to explain the results of the annealing experi-
ments, the initial conditions of the electron and hole states
must be varied according to the modi6ed Zimmerman pre-
dose mechanism. The sensitization mechanism here is as-
sumed to be the transfer of holes from the reservoir R to
the luminescence center L by high temperature annealing
(Chen andMcKeever, 1997, p. 206). Conservation of charge
requires that

ns(0) + nt(0) = m(0) + nr(0): (3)
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Fig. 3. The superlinearity slope k calculated from the initial part of Fig. 2(b). This is to be compared with Fig. 4 in this paper, which shows
the data of Charitidis et al. (1999). The inset shows two of the graphs of Fig. 2(a), indicating clearly the two regions of superlinearity, and
the range of doses where the superlinearity slope k is being calculated.
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experimental data of Charitidis et al. (2000).

As the annealing temperature is increased, it is expected
that more holes are thermally released from the reservoir
R and are trapped in the luminescence center L. The value
of nr(0) will be decreased and the value of m(0) will be
increased by the same amount, so that the balance of charge
is maintained according to Eq. (3) above.

It is assumed that the initial concentration of thermally
disconnected competitors ns(0) remains the same at di:er-
ent annealing temperatures, while the main traps have been
emptied by the annealing so that nt(0) = 0. Finally, it is
assumed that a constant small initial number of electrons
is trapped in the thermally disconnected competitor states
ns(0) = 0:1× 1014 cm−3, so that Eq. (3) is satis6ed.

In summary, the model assumes that as the annealing
temperate is increased:

(a) nr(0) is decreased;
(b) m(0) is increased by the same amount;
(c) nt(0) = 0;
(d) Eq. (3) is satis6ed by using an arbitrary constant value

of ns(0) = 0:1× 1014 cm−3.

The modi6ed Zimmerman model simulates the annealing
measurements of Charitidis et al. (2000) in the following
stages:

(1) The sample is irradiated with a certain dose, and the
di:erential equations given by Chen and Leung (1999)
are solved using the initial conditions described above.
The concentrations of ns; nt ; m and nr at the end of the

irradiation period are used as the initial values for the
next step (relaxation).

(2) A relaxation time of 30 s is incorporated in the program,
which results in the concentrations nc and nv going to
zero at the end of the 30 s interval. The concentrations
of ns; nt ; m and nr at the end of the relaxation period are
used as the initial values for the next step (measurement
of the TL glow curve).

(3) The sample is heated to 300◦C in order to measure
the TL glow curve. The maximum intensity TLmax is
recorded.

(4) The steps (1)–(3) above are repeated for di:erent doses
and by using the same initial conditions, and the curve
of TLmax vs. dose is obtained in this fashion.

Finally, the series of steps (1)–(4) above is repeated for
a larger initial value of m(0), with the corresponding values
of nr(0) calculated from Eq. (3). The result of the whole
process is the series of TL vs. dose graphs shown in Fig. 5,
and it is to be compared with the data in Charitidis et al.
(2000), which is redrawn in Fig. 6.

It is seen from Fig. 5 that the TL vs. dose graphs sat-
urate at di:erent levels that range within many orders of
magnitude. The data in Fig. 5 also show two superlinearity
regions, a low-dose region with dose D¡ 6× 1010 (cm−3),
and a high-dose region with dose D¿ 6 × 1010 (cm−3).
Experimentally Charitidis et al. (2000) also observed
the two superlinearity regions, for doses D¡ 11 Gy
and doses D¿ 11 Gy, as shown in Fig. 6(a). The
two regions of superlinearity being analyzed are much
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easier to visualize by referring to the inset of Fig. 7,
which shows two of the calculated graphs from Fig. 5.
The inset of Fig. 7 shows clearly the two regions of super-
linearity, and the range of doses D¡ 6 × 1010 and
6:5× 1010¡D¡ 1:5× 1011(cm−3), where the two super-
linearity slopes k are being calculated.

Fig. 7 shows the superlinearity slope k calculated at the
two superlinear regions of the curves in Fig. 5. It is seen from
Fig. 7 that the value of the superlinearity slope k changes in
the low-dose region from a value of approximately k=2, to
a value of approximately k =1. At the same time, the value
of k changes in the high-dose region from a value of approx-
imately k=2:3, to a value of approximately k=1. This is in
very good agreement with the behavior shown in Fig. 6(b),
where the same behavior of the slope k is found when the
annealing temperature is varied from 0◦C to 900◦C.

It must also be noted that the model predicts the correct
order of magnitude of the change in sensitization caused by
the annealing e:ect. Fig. 5 shows that the TL sensitivity is
changed within a range of 6 orders of magnitude (104–1010

arb: units) when the dose is changed within 2.5 orders of
magnitude, in close agreement with Fig. 6(a).

Finally, the model predicts that the location of the maxi-
mum in the glow curve TLmax shifts to lower temperatures as
the value of m(0) is increased. This is in agreement with the
experimental results of Charitidis et al. (2000) who observed
a similar shift in the TL glow curve maximum when the an-
nealing temperature was increased. In all cases, the shape
of the calculated TL glow curves is close to a 6rst-order
kinetics peak, in agreement with experiment.
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4. Conclusions

The model of Zimmerman (1971a) with the amendment
by Chen (1979) as further discussed by Chen and Leung
(1999) has now been used to describe the observed behavior
of the superlinearity of the “110◦C” TL peak as a function
of the annealing temperature, as measured experimentally
by Charitidis et al. (2000). It is found that by varying the
initial concentration of holes in the recombination center
m(0), the model reproduces most of the features observed
experimentally, namely the existence of two superlinearity
regions which exhibit a distinct behavior as a function of the
annealing temperature. The model also predicts the correct
quantitative behavior of the superlinearity slopes k in each
superlinearity region, and the correct order of magnitude
for the sensitivity changes occurring by high temperature
annealing.

Furthermore, the same modi6ed Zimmerman model pro-
vides for a natural explanation of the pre-dose results of
Charitidis et al. (1999). The same electronic mechanism
explains the fact that the superlinearity e:ects can also be
removed by delivering a high pre-dose to the samples. By
varying the predose irradiation time, the model predicts the
correct quantitative behavior for the superlinearity slope k,
as well as the correct order of magnitude for the sensitivity
changes occurring by predose irradiation.

The parameters of the model used in this paper are cer-
tainly not unique, and the value of the model lies in the fact
that it correctly describes the complex shape and behavior
of the TL growth curves at various annealing temperatures
and predoses. It also provides further supporting evidence
for the validity of the modi6ed Zimmerman model, on ex-
plaining the superlinearity and sensitivity changes occurring
in synthetic quartz.
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