output PSDs for the noisy input case, from top to bottom, respectively. It can be seen that the Volterra system output is severely distorted by impulsive noise. The PWM filter output PSD yields the desired PSD with slight distortions. As in the time domain, the PWMy filter output PSD gives the best spectral performance with the least distortions and clearly defined frequency components.

## B. Image Processing Application

The proposed PWMy filter structure is also utilized in an image processing application. Quadratic Volterra (QV) filters utilized in unsharp masking scenario [12] yield better results than conventional linear techniques [12]. The QV filter output used for extracting edges and features is given by [12]: $\mathcal{F}\left[I_{i, j}\right]=3 I_{i, j}^{2}-$ $0.5 I_{i+1, j+1} I_{i-1, j-1}-0.5 I_{i+1, j-1} I_{i-1, j+1}-I_{i+1, j} I_{i-1, j}-$ $I_{i, j+1} I_{i, j-1}$. The filter output is scaled by $\lambda$ and added to the original image, $I_{e}(i, j)=I(i, j)+\lambda \mathcal{F}[I(i, j)]$, to obtain the edge enhanced image, $I_{e}$. The image "Lena" and QV filter (with $\lambda=0.002$ [12]) edge enhanced image are given in Fig. 4(a) and (b), respectively. Using the polynomial myriadization technique, the Quadratic Weighted Myriad (QWMy) filter for this specific application is obtained: $\mathcal{F}\left[I_{i, j}\right]=\operatorname{MYRIAD}\left(K ; 3 \circ I_{i, j}^{2},-0.5 \circ I_{i+1, j+1} I_{i-1, j-1},-0.5 \circ\right.$ $\left.I_{i+1, j-1} I_{i-1, j+1},-1 \circ I_{i+1, j} I_{i-1, j},-1 \circ I_{i, j+1} I_{i, j-1}\right)$. The identical enhanced image is obtained with QWMy filtering and $K=100000$ and $\lambda=0.012$, Fig. 4(c).

Both filters are also used to enhance the image corrupted by additive Gaussian noise ( $\sigma^{2}=100$ ) [12] shown in Fig. 4(d). The enhanced images are given in Fig. 4(e) and (f) for the QV and QWMy ( $K=1$ ) filter cases, respectively. Inspection of the images shows that the QWMy output contains less overshoot and ringing, as well as more consistent uniform regions. These observations are consistent with the $L_{1}$ norm error measurements, which are 21.0305 and 16.9479 for the QV and QWMy filter cases, respectively. Thus, the QWMy filter provides a $19.41 \%$ performance gain over the QV filter.

## V. Conclusions

The higher-order statistics of bell-shaped Cauchy statistics, including probability density functions of cross and square terms, and their tail heaviness order is analyzed. Motivated by these studies and the optimality of the weighted myriad filter under practical impulsive noise environments, a novel Polynomial Weighted Myriad (PWMy) filter is proposed for impulsive noise environments. Some properties of the proposed filter are presented. Adaptive and simple myriadization procedures are given. The proposed filter structure is tested through simulations and compared with the conventional Volterra and polynomial weighted median filtering [6]. The simulation results show the superiority of the proposed PWMy algorithm.
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# Doubly Constrained Robust Capon Beamformer With Ellipsoidal Uncertainty Sets 

Amir Beck and Yonina C. Eldar


#### Abstract

The doubly constrained robust (DCR) Capon beamformer with a spherical uncertainty set was introduced and studied by Stoica and Wang. Here, we consider the generalized DCR problem (GDCR) in which the uncertainty set is an ellipsoid rather than a sphere. Although, as noted previously by Stoica and Wang, this problem is nonconvex and appears to be intractable, we show that it can be solved efficiently. In fact, we prove that the GDCR beamformer can be obtained as a solution to a convex optimization problem. To this end, we first derive a strong duality result for nonconvex quadratic programs with two quadratic constraints over the complex domain. Specializing the results to our context leads to a semidefinite programming formulation of the GDCR beamformer.


Index Terms-Nonconvex quadratic optimization, robust Capon beamforming, S-lemma, strong duality.

## I. INTRODUCTION

Beamforming methods for processing temporal sensor array measurements are used extensively in a variety of areas such as radar, sonar and wireless communications [3]. One of its goals is to estimate a source signal amplitude $s(t)$ from $N$ array observations $\boldsymbol{y}(t)$, where

$$
\begin{equation*}
\boldsymbol{y}(t)=s(t) \boldsymbol{a}+\boldsymbol{e}(t), \quad 1 \leq t \leq N \tag{1}
\end{equation*}
$$

[^0]Here $\boldsymbol{a} \in \mathbb{C}^{n}$ is the length- $n$ signal steering vector, and $e(t)$ is a noise vector that captures both the interference and the random noise. A common strategy to estimating $s(t)$ is to use a linear beamformer with weights $\boldsymbol{w}$ that are chosen to maximize the signal-to-interference+noise ratio (SINR).

If the steering vector $\boldsymbol{a}$ and the covariance matrix $\boldsymbol{R}$ of the noise are known exactly, then the weights maximizing the SINR are given by

$$
\begin{equation*}
\boldsymbol{w}=\frac{\boldsymbol{R}^{-1} \boldsymbol{a}}{\boldsymbol{a}^{*} \boldsymbol{R}^{-1} \boldsymbol{a}} \tag{2}
\end{equation*}
$$

In practice, the covariance $\boldsymbol{R}$ is typically unknown, and is instead replaced by an estimate, such as the sample covariance of the measurements. Recently, there has also been considerable interest in robust beamforming methods that are designed to compensate for imperfect knowledge of the array steering vector [1], [4]-[6]. The uncertainty in $\boldsymbol{a}$ can be taken into account by treating it as a random vector with known second-order statistics [7]-[9]. Alternatively, $\boldsymbol{a}$ can be modeled as a deterministic vector that lies in an ellipsoid centered at a nominal steering vector $a_{0}$ [1], [2], [5], [6]. The goal then is to design a robust beamformer that yields good SINR for all possible values of $\boldsymbol{a}$ in the uncertainty set.

Here, we focus on the robust Capon beamforming problem introduced in [1], in which it is assumed that $\boldsymbol{a}$ lies in an ellipsoidal set. In this method, the beamforming weights are chosen according to (2) where the unknown steering vector $a$ is replaced by the solution to

$$
\begin{equation*}
\min _{\boldsymbol{a} \in \mathbb{C}^{n}}\left\{\boldsymbol{a}^{*} \boldsymbol{R}^{-1} \boldsymbol{a}:\left(\boldsymbol{a}-\boldsymbol{a}_{0}\right)^{*} \boldsymbol{D}\left(\boldsymbol{a}-\boldsymbol{a}_{0}\right) \leq 1\right\} \tag{3}
\end{equation*}
$$

where $\boldsymbol{D}$ is a given positive semidefinite matrix. The robust Capon beamformer was later extended to include norm constraints on the steering vector, leading to the doubly constrained robust (DCR) Capon beamformer ${ }^{[2]:} \min _{\boldsymbol{a} \in \mathbb{C}^{n}}\left\{\boldsymbol{a}^{*} \boldsymbol{R}^{-1} \boldsymbol{a}:\|\boldsymbol{a}\|^{2}=n,\left\|\boldsymbol{a}-\boldsymbol{a}_{0}\right\|^{2} \leq \epsilon\right\}$.
The solution of both (3) and (4) reduces to a simple root-finding problem of a single variable monotone function.

In the derivation of the DCR beamformer, it was explicitly assumed that the uncertainty set is spherical, and not ellipsoidal as in (3). However, ellipsoids can often provide a more accurate description of the uncertainty than spheres. One example is when the uncertainty set is constructed from repeated measurements of the array manifold using the mean and covariance of the measurements; see [6] for detailed methods that can be used to derive an appropriate uncertainty ellipsoid. A natural extension to the DCR beamformer is to include ellipsoidal sets, which leads to a generalized version of DCR:

$$
\begin{array}{lrl} 
& \min _{\boldsymbol{a} \in \mathbb{C}^{n}} & a^{*} \boldsymbol{R}^{-1} \boldsymbol{a} \\
(\mathrm{GDCR}) & \text { s.t. } & \|\boldsymbol{a}\|^{2}=n, \\
& & \left(\boldsymbol{a}-\boldsymbol{a}_{0}\right)^{*} \boldsymbol{D}\left(\boldsymbol{a}-\boldsymbol{a}_{0}\right) \leq \epsilon . \tag{5}
\end{array}
$$

A key difficulty with (5) is its nonconvexity due to the nonlinear equality constraint $\|\boldsymbol{a}\|^{2}=n$. Another obstacle arises from the fact that using a Lagrange multiplier approach, the solution of (5) seems to involve a two-dimensional search, as noted in [2]:
"However, it appears that DCR is not as easy to generalize to the case of ellipsoidal uncertainty sets as such a generalization would require a two-dimensional search to determine the Lagrange multipliers...."

Here, we treat the GDCR problem (5) and show that although it is nonconvex, strong duality holds. As a result, the value of (5) is equal to the value of a corresponding semidefinite program (SDP) [10], which can be solved efficiently using interior point methods. Furthermore, we show how to extract the solution of the primal problem from the
solution of the dual problem. The special structure of the SDP allows it to be solved in a computational effort of $O\left(n^{3.5}\right)$. Using these results we can determine the GDCR beamformer efficiently without having to employ ad hoc searches.

To develop the GDCR beamformer, we consider a more general optimization problem in which we seek to minimize a quadratic function subject to a quadratic inequality constraint, and a quadratic equality constraint. We do not assume convexity of any of the quadratic functions. By adapting a recently developed methodology [11] for quadratic problems with two inequality constraints to our context, we show that under mild conditions, strong duality holds for this nonconvex class of problems and relate the primal and dual solutions.

We emphasize that our purpose in this correspondence is to generalize the DCR beamformer to ellipsoid uncertainty sets, which are used in other formulations of robust beamforming. Our intention is not to endorse this particular beamforming method or to claim that it is superior to other approaches. We do, however, believe that if the DCR beamformer is chosen in a particular application, then it may be beneficial to include ellipsoidal uncertainty sets as well. To illustrate this point, in Section IV, we present an example taken from [6] where the uncertainty is constructed from measurements of the array manifold. In this case, there may be an advantage to using ellipsoidal sets over spherical ones that capture the covariance of the measurements.

The outline of the correspondence is as follows. Section II begins with the description of the general nonconvex quadratic problem with two quadratic constraints (Q2P). Using an extended version of the so-called S-lemma, we show, in Section III, that under some mild conditions, strong duality holds for (Q2P). We then present a method for calculating the optimal solution of (Q2P) from the dual solution. Finally, in Section IV, we show that in the GDCR problem the conditions for strong duality are met, so that an efficient solution can be obtained in polynomial time.

Throughout the correspondence, we use the following notation: Vectors are denoted by boldface lowercase letters, and matrices by boldface uppercase letters. For two matrices $\boldsymbol{A}$ and $\boldsymbol{B}, \boldsymbol{A} \succ(\succeq) \boldsymbol{B}$ means that $\boldsymbol{A}-\boldsymbol{B}$ is positive (semi)definite. Instead of using an inf/sup notation, we use a $\mathrm{min} / \mathrm{max}$ notation. ${ }^{1}$ The real and imaginary part of scalars, vectors, or matrices are denoted by $\Re(\cdot)$ and $\Im(\cdot)$, respectively. For an optimization problem $(P): \min / \max \{f(\boldsymbol{x}): x \in C\}$, we denote the value of the optimal objective function by $\operatorname{val}(P)$. When $(P)$ is infeasible, we define $\operatorname{val}(P)=\infty$. We follow the MATLAB convention and use ";" for adjoining scalars, vectors, or matrices in a column.

## II. Problem Formulation and Mathematical Background

The GDCR beamforming problem of (5) can be viewed as a special case of a nonconvex quadratic minimization with two quadratic constraints in the complex domain, as follows:

$$
\begin{equation*}
\text { (Q2P) } \min _{z \in \mathbb{C}^{n}}\left\{f_{3}(z): f_{1}(\boldsymbol{z}) \geq 0, f_{2}(\boldsymbol{z})=0\right\} \tag{6}
\end{equation*}
$$

Here, $f_{j}: \mathbb{C}^{n} \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
f_{j}(z)=z^{*} \boldsymbol{A}_{j} z+2 \Re\left(\boldsymbol{b}_{j}^{*} z\right)+c_{j} \tag{7}
\end{equation*}
$$

where $\boldsymbol{A}_{j}$ are Hermitian matrices, i.e., $\boldsymbol{A}_{j}=\boldsymbol{A}_{j}^{*}, \boldsymbol{b}_{j} \in \mathbb{C}^{n}$, and $c_{j} \in \mathbb{R}$. Note that neither the constraints nor the objective function are assumed to be convex, so that we make no assumptions on the Hermitian matrices $\boldsymbol{A}_{j}$.

Since problem (6) is not convex, it is not clear at first sight how to obtain efficient methods for its solution. One of the attributes of convexity is that it implies that the values of the primal and dual problems

[^1]are equal (strong duality) [12]. Strong duality is, in many cases, the key ingredient in deriving efficient solution methods. Fortunately, we will show that even though (6) is not convex, strong duality holds for this class of problems under very mild conditions. In our derivation, we use a recently developed methodology [11] for quadratic problems with two inequality constraints and generalize this approach to our setting.

It is interesting to note that for quadratic problems with two quadratic constraints in the real domain, strong duality does not hold except for some special cases [11], [13]. On the other hand, for problems with a single quadratic constraint, strong duality holds under mild conditions both in the real and complex domains [14], [15].

The key ingredient in proving strong duality of (Q2P) is the extended S-lemma.

Theorem II. 1 (Extended S-Lemma [16]): Let

$$
f_{j}(z)=z^{*} \boldsymbol{A}_{j} z+2 \Re\left(b_{j}^{*} z\right)+c_{j}, \quad z \in \mathbb{C}^{n}, j=1,2,3
$$

where $\boldsymbol{A}_{j}$ are $n \times n$ Hermitian matrices, $\boldsymbol{b}_{j} \in \mathbb{C}^{n}$, and $c_{j} \in \mathbb{R}$. Suppose that there exists $\tilde{\boldsymbol{z}} \in \mathbb{C}^{n}$ such that $f_{1}(\tilde{\boldsymbol{z}})>0, f_{2}(\tilde{\boldsymbol{z}})>0$ and a $\tilde{\boldsymbol{w}} \in \mathbb{C}^{n}$ such that $f_{1}(\tilde{\boldsymbol{w}})>0$ and $f_{2}(\tilde{\boldsymbol{w}})<0$. Then, the following two claims are equivalent:

1) $f_{3}(z) \geq 0$ for every $z \in \mathbb{C}^{n}$ such that $f_{1}(z) \geq 0$ and $f_{2}(z)=0$;
2) there exists $\alpha \geq 0$ and $\beta \in \mathbb{R}$ such that

$$
\left(\begin{array}{cc}
\boldsymbol{A}_{3} & \boldsymbol{b}_{3} \\
\boldsymbol{b}_{3}^{*} & c_{3}
\end{array}\right) \succeq \alpha\left(\begin{array}{cc}
\boldsymbol{A}_{1} & \boldsymbol{b}_{1} \\
\boldsymbol{b}_{1}^{*} & c_{1}
\end{array}\right)+\beta\left(\begin{array}{cc}
\boldsymbol{A}_{2} & \boldsymbol{b}_{2} \\
\boldsymbol{b}_{2}^{*} & c_{2}
\end{array}\right)
$$

It is important to realize that Theorem II. 1 is not true in the real domain. For example, the following implication in $\mathbb{R}$ is obvious:

$$
2 x \geq 2 \text { for every } x \in \mathbb{R} \text { such that } 2 x \geq 0, x^{2}=1
$$

The regularity conditions of Theorem II. 1 are satisfied. However, a simple argument shows that there are no $\alpha \geq 0$ and $\beta \in \mathbb{R}$ such that

$$
\left(\begin{array}{cc}
0 & 1  \tag{8}\\
1 & -2
\end{array}\right) \succeq \alpha\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)+\beta\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

Consequently, the results we develop are valid only for problems defined on the complex domain, as is the case in GDCR beamforming.

## III. Strong Duality and Optimality Conditions

Using standard manipulations, it can be readily shown that the Lagrangian dual of (Q2P) is given by

$$
\text { (D) } \max _{\alpha \geq 0, \beta, \lambda}\left\{\lambda \left\lvert\,\left(\begin{array}{cc}
\boldsymbol{A}_{3} & \boldsymbol{b}_{3}  \tag{9}\\
\boldsymbol{b}_{3}^{*} & c_{3}-\lambda
\end{array}\right) \geq \alpha\left(\begin{array}{cc}
\boldsymbol{A}_{1} & \boldsymbol{b}_{1} \\
\boldsymbol{b}_{1}^{*} & c_{1}
\end{array}\right)+\beta\left(\begin{array}{cc}
\boldsymbol{A}_{2} & \boldsymbol{b}_{2} \\
\boldsymbol{b}_{2}^{*} & c_{2}
\end{array}\right)\right.\right\}
$$

Theorem III. 1 below states that if (Q2P) is strictly feasible then $\operatorname{val}(\mathrm{Q} 2 \mathrm{P})=\operatorname{val}(D)$ even when the value is equal to $-\infty$. Problem (Q2P) is said to be strictly feasible if there exists $\tilde{\boldsymbol{z}}, \tilde{\boldsymbol{w}} \in \mathbb{C}^{n}$ such that $f_{1}(\tilde{\boldsymbol{z}})>0, f_{2}(\tilde{\boldsymbol{z}})>0$ and $f_{1}(\tilde{\boldsymbol{w}})>0, f_{2}(\tilde{\boldsymbol{w}})<0$.

Theorem III. 1 (Strong Duality): Suppose that (Q2P) is strictly feasible. Then, we have the following:

1) if $\operatorname{val}(\mathrm{Q} 2 \mathrm{P})$ is finite, then the maximum of problem $(D)$ is attained and $\operatorname{val}(\mathrm{Q} 2 \mathrm{P})=\operatorname{val}(D)$;
2) $\operatorname{val}(\mathrm{Q} 2 \mathrm{P})>-\infty$ if and only if problem $(D)$ is feasible. Proof:
1. Suppose first that $\operatorname{val}(\mathrm{Q} 2 \mathrm{P})$ is finite. Then

$$
\begin{equation*}
\operatorname{val}(\mathrm{Q} 2 \mathrm{P})=\max _{\lambda}\{\lambda: \operatorname{val}(\mathrm{Q} 2 \mathrm{P}) \geq \lambda\} \tag{10}
\end{equation*}
$$

Now, the statement $\operatorname{val}($ Q2P $) \geq \lambda$ holds true if and only if the implication

$$
f_{1}(z) \geq 0, f_{2}(z)=0 \Rightarrow f_{3}(z) \geq \lambda
$$

is valid. By Theorem II.1, this is equivalent to the claim that there exists $\alpha \geq 0$ and $\beta$ such that

$$
\left(\begin{array}{cc}
\boldsymbol{A}_{3} & \boldsymbol{b}_{3}  \tag{11}\\
\boldsymbol{b}_{3}^{*} & c_{3}-\lambda
\end{array}\right) \geq \alpha\left(\begin{array}{cc}
\boldsymbol{A}_{1} & \boldsymbol{b}_{1} \\
\boldsymbol{b}_{1}^{*} & c_{1}
\end{array}\right)+\beta\left(\begin{array}{cc}
\boldsymbol{A}_{2} & \boldsymbol{b}_{2} \\
\boldsymbol{b}_{2}^{*} & c_{2}
\end{array}\right)
$$

Therefore, by replacing the constraint in the maximization problem (10) with the LMI (11), we obtain that $\operatorname{val}($ Q2P $)=\operatorname{val}(D)$. The maximum of $(D)$ is attained at $(\bar{\lambda}, \bar{\alpha}, \bar{\beta})$, where $\bar{\lambda}$ is the (finite) value $\operatorname{val}(\mathrm{Q} 2 \mathrm{P})$ and $\bar{\alpha} \geq 0, \bar{\beta}$ are the corresponding constants that satisfy the LMI (11) for $\lambda=\bar{\lambda}=\operatorname{val}(\mathrm{Q} 2 \mathrm{P})$.
2. Note that $\operatorname{val}(\mathrm{Q} 2 \mathrm{P})>-\infty$ if and only if there exists $\lambda \in \mathbb{R}$ such that $\operatorname{val}(\mathrm{Q} 2 \mathrm{P}) \geq \lambda$, which is equivalent to

$$
f_{1}(\boldsymbol{z}) \geq 0, f_{2}(\boldsymbol{z})=0 \Rightarrow f_{3}(\boldsymbol{z}) \geq \lambda
$$

By Theorem II.1, the latter implication is the same as (11), which is equivalent to feasibility of $(D)$.
We now derive necessary and sufficient optimality conditions on the solution to (Q2P).

Theorem III. 2 (Optimality Conditions): Suppose that (Q2P) is strictly feasible and that its minimum is attained. Let $(\bar{\alpha}, \bar{\beta}, \bar{\lambda})$ be an optimal solution of $(D)$. Then $\bar{z}$ is an optimal solution of (Q2P) if and only if

$$
\begin{align*}
\left(\boldsymbol{A}_{3}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right) \overline{\boldsymbol{z}} & =\bar{\alpha} \boldsymbol{b}_{1}+\bar{\beta} \boldsymbol{b}_{2}-\boldsymbol{b}_{3}  \tag{12}\\
f_{1}(\overline{\boldsymbol{z}}) \geq 0, f_{2}(\overline{\boldsymbol{z}}) & =0  \tag{13}\\
\bar{\alpha} f_{1}(\overline{\boldsymbol{z}}) & =0 . \tag{14}
\end{align*}
$$

Proof: From the strong duality result (Theorem III.1) and from saddle point optimality conditions (see, e.g., [17, Theorem 6.2.5]), it follows that $\bar{z}$ is an optimal solution of (Q2P) if and only if

$$
\begin{gather*}
\bar{z} \in \operatorname{argmin} \mathcal{L}(\boldsymbol{z}, \bar{\alpha}, \bar{\beta}) \\
f_{1}(\bar{z}) \geq 0, f_{2}(\bar{z})=0 \\
\bar{\alpha} f_{1}(\bar{z})=0 \tag{15}
\end{gather*}
$$

where $\mathcal{L}(z, \alpha, \beta)=f_{3}(z)-\alpha f_{1}(z)-\beta f_{2}(z)$. Note that (15) implies in particular that $\min _{\boldsymbol{z}} \mathcal{L}(\boldsymbol{z}, \bar{\alpha}, \bar{\beta})>-\infty$. We now rely on the following lemma.

Lemma III.1: Let $f: \mathbb{C}^{n} \rightarrow \mathbb{R}$ be the quadratic function $f(\boldsymbol{z})=$ $z^{*} A z+2 \Re\left(b^{*} z\right)+c$, where $A=A^{*} \in \mathbb{C}^{n \times n}, b \in \mathbb{C}^{n}$ and $c \in \mathbb{R}$. Suppose that $\min z \in \mathbb{C}^{n} f(z)>-\infty$. Then, $A$ is positive semidefinite and the set of optimal solutions is given by $\{z: A z+b=0\}$.

By Lemma III.1, condition (15) is equivalent to (12), completing the proof.

## A. Finding an Explicit Solution of (Q2P)

We now use the optimality conditions of Theorem III. 2 in order to describe a method for extracting the solution of $(\mathrm{Q} 2 \mathrm{P})$ from the solution of the dual problem $(D)$.

Suppose that (Q2P) is strictly feasible and that the minimum is finite. From Theorem III.2, $\bar{z}$ is an optimal solution if it satisfies (12)-(14). If $\boldsymbol{A}_{3}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2} \succ \mathbf{0}$, then the (unique) solution to the primal problem (Q2P) is

$$
\overline{\boldsymbol{z}}=-\left(\boldsymbol{A}_{3}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)^{-1}\left(\boldsymbol{b}_{3}-\bar{\alpha} \boldsymbol{b}_{1}-\bar{\beta} \boldsymbol{b}_{2}\right)
$$

Next, suppose that $\boldsymbol{A}_{3}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}$ is positive semidefinite but not positive definite. In this case, (12) can be written as $\overline{\boldsymbol{z}}=\boldsymbol{B} \boldsymbol{w}+\boldsymbol{a}$, where the columns of $\boldsymbol{B}$ form a basis for the null space of $\boldsymbol{A}_{3}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}$ and $\boldsymbol{a}=-\left(\boldsymbol{A}_{3}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)^{\dagger}\left(\boldsymbol{b}_{3}-\bar{\alpha} \boldsymbol{b}_{1}-\bar{\beta} \boldsymbol{b}_{2}\right)$ is a solution of (12).

TABLE I
Cases of the Quadratic Feasibility Problem

| No. | Case | Feasibility Problem |
| :---: | :---: | :---: |
| I | $\bar{\alpha}=0$ | $g_{1}(\boldsymbol{w}) \geq 0$ and $g_{2}(\boldsymbol{w})=0$ |
| II | $\bar{\alpha}>0$ | $g_{1}(\boldsymbol{w})=0$ and $g_{2}(\boldsymbol{w})=0$ |

It follows that $\bar{z}=\boldsymbol{B} \overline{\boldsymbol{w}}+\boldsymbol{a}$ is an optimal solution to (Q2P) if and only if conditions (13) and (14) of Theorem III. 2 are satisfied, i.e.,

$$
\begin{equation*}
g_{1}(\overline{\boldsymbol{w}}) \geq 0, g_{2}(\overline{\boldsymbol{w}})=0, \bar{\alpha} g_{1}(\overline{\boldsymbol{w}})=0 \tag{16}
\end{equation*}
$$

where $g_{j}(\boldsymbol{w}) \equiv f_{j}(\boldsymbol{B} \boldsymbol{w}+\boldsymbol{a})$. We are left with the problem of finding a vector that is a solution of a system of two quadratic equalities or inequalities as described in Table I. This problem will be called the quadratic feasibility problem.

We summarize the above discussion in the following theorem.
Theorem III.3: Suppose that problem (Q2P) is strictly feasible and that its minimum is attained. Let $(\bar{\alpha}, \bar{\beta}, \bar{\lambda})$ be an optimal solution of problem $(D)$. Then, we have the following:

1) if $\boldsymbol{A}_{3}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2} \succ \mathbf{0}$, then the (unique) optimal solution of ( Q 2 P ) is given by

$$
\bar{z}=-\left(\boldsymbol{A}_{3}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)^{-1}\left(\boldsymbol{b}_{3}-\bar{\alpha} \boldsymbol{b}_{1}-\bar{\beta} \boldsymbol{b}_{2}\right) ;
$$

2) if $\boldsymbol{A}_{3}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2} \succeq \mathbf{0}$ but not positive definite, then the solutions of (Q2P) are given by $z=\boldsymbol{B} \boldsymbol{w}+\boldsymbol{a}$, where $\boldsymbol{B} \in \mathbb{C}^{n \times d}$ is a matrix whose columns form a basis for the null space of $\boldsymbol{A}_{3}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}$, $\boldsymbol{a}$ is a solution of system (12), and $\boldsymbol{w} \in \mathbb{C}^{d}$ is any solution of the quadratic feasibility problem (16), where $d$ is the dimension of the null space.
The computational effort required for the solution of (Q2P) is dominated by the amount of operations involved in solving the SDP $(D)$. The fact that $(D)$ has only three variables implies that solving it requires $O\left(n^{3.5}\right)$ computer operations (see [18, p. 423] for details).

## B. Solving the Quadratic Feasibility Problem

We now develop a method for solving the two instances of the quadratic feasibility problem described in Table I, under the condition that $f_{2}$ is a strongly concave quadratic function, ${ }^{2}$ i.e., $\boldsymbol{A}_{2} \prec 0$. Note that this condition is naturally satisfied for the GDCR problem (5). The strong concavity of $g_{2}(\boldsymbol{w})=f_{2}(\boldsymbol{B} \boldsymbol{w}+\boldsymbol{a})$ follows immediately. All of these feasibility problems have at least one solution, a fact that follows from their construction. By applying an appropriate linear transformation on $g_{2}$, we can assume without loss of generality that $g_{2}(\boldsymbol{w})=\gamma-\|\boldsymbol{w}\|^{2}(\gamma \geq 0)$.

Our approach for solving the quadratic feasibility problem will be to use the solution of optimization problems of the following type:

$$
\begin{equation*}
\min _{z \in \mathbb{C}^{n}}\left\{z^{*} \mathbf{Q} z+2 \Re\left(\boldsymbol{f}^{*} z\right):\|z\|^{2}=\gamma\right\} \tag{17}
\end{equation*}
$$

where $\mathbf{Q}=\mathbf{Q}^{*} \in \mathbb{C}^{n}$ and $f \in \mathbb{C}^{n}$. Problem (17) is closely related to the trust region subproblem (the only difference is that there is an equality constraint and not an inequality constraint). ${ }^{3}$ A complete description of the solution to (17) can be found in, e.g., [19, p. 825].

We split our analysis according to the two different cases.

[^2]1) Case I: Here, we need to solve the quadratic feasibility problem

$$
\begin{equation*}
g_{1}(\boldsymbol{w}) \geq 0, \quad\|\boldsymbol{w}\|^{2}=\gamma . \tag{18}
\end{equation*}
$$

Since (18) has at least one solution, it follows that the value of the optimization problem

$$
\begin{equation*}
\max \left\{g_{1}(\boldsymbol{w}):\|\boldsymbol{w}\|^{2}=\gamma\right\} \tag{19}
\end{equation*}
$$

is nonnegative and therefore any solution of (19) is a solution to (18).
2) Case II: The feasibility problem now is

$$
\begin{equation*}
g_{1}(\boldsymbol{w})=0, \quad\|\boldsymbol{w}\|^{2}=\gamma . \tag{20}
\end{equation*}
$$

To find a solution to (20), we first consider the following optimization problems:

$$
\begin{equation*}
\min \left\{g_{1}(\boldsymbol{w}):\|\boldsymbol{w}\|^{2}=\gamma\right\}, \quad \max \left\{g_{1}(\boldsymbol{w}):\|\boldsymbol{w}\|^{2}=\gamma\right\} \tag{21}
\end{equation*}
$$

Let $\boldsymbol{w}^{0}$ and $\boldsymbol{w}^{1}$ be solutions to the minimization and maximization problems of (21) respectively. Then $\left\|\boldsymbol{w}^{0}\right\|^{2}=\left\|\boldsymbol{w}^{1}\right\|^{2}=\gamma$. Since (20) must have at least one solution, we conclude that $g_{1}\left(\boldsymbol{w}^{0}\right) \leq 0 \leq$ $g_{1}\left(\boldsymbol{w}^{1}\right)$. The analysis now depends on the relation between $\boldsymbol{w}^{0}$ and $\boldsymbol{w}^{1}$ :
[1.] $\boldsymbol{w}^{0}$ and $\boldsymbol{w}^{1}$ are linearly dependent. Since $\boldsymbol{w}^{0}$ and $\boldsymbol{w}^{1}$ have the same norm, we conclude that $\boldsymbol{w}^{1}=e^{i \theta}{ }^{i} \boldsymbol{w}^{0}$. Let $\mathcal{G}(\theta) \equiv g_{1}\left(e^{i \theta} \boldsymbol{w}^{0}\right) \quad\left(\theta \in\left[0, \theta_{0}\right]\right)$. Then, $\mathcal{G}$ is a continuous function over the interval $\left[0, \theta_{0}\right]$ that satisfies $\mathcal{G}(0)=g_{1}\left(\boldsymbol{w}^{0}\right) \leq 0$, $\mathcal{G}\left(\theta_{0}\right)=g_{1}\left(e^{i \theta_{0}} \boldsymbol{w}^{0}\right)=g_{1}\left(\boldsymbol{w}^{1}\right) \geq 0$. Therefore, there exists $\bar{\theta} \in\left[0, \theta_{0}\right]$ such that $\mathcal{G}(\bar{\theta})=0$. The vector $\overline{\boldsymbol{w}}=e^{i \bar{\theta}} \boldsymbol{w}^{0}$ is a solution to (20).
[2.] $\boldsymbol{w}^{0}$ and $\boldsymbol{w}_{1}$ are linearly independent. Here, we can define

$$
\boldsymbol{u}(\eta)=\boldsymbol{w}^{0}+\eta\left(\boldsymbol{w}^{1}-\boldsymbol{w}^{0}\right), \quad \boldsymbol{w}(\eta)=\sqrt{\gamma} \frac{\boldsymbol{u}(\eta)}{\|\boldsymbol{u}(\eta)\|}, \quad \eta \in[0,1] .
$$

By the definition of $\boldsymbol{w}(\eta)$, we have that $\|\boldsymbol{w}(\eta)\|^{2}=\gamma$ for every $\eta \in$ $[0,1]$ and $g_{1}(\boldsymbol{w}(0)) \leq 0 \leq g_{1}(\boldsymbol{w}(1))$. All that is left is to find a root to the scalar equation $g_{1}(\boldsymbol{w}(\eta))=0, \eta \in[0,1]$, which can be written as

$$
\begin{equation*}
\gamma \frac{\boldsymbol{u}(\eta)^{*} \boldsymbol{A}_{2} \boldsymbol{u}(\eta)}{\|\boldsymbol{u}(\eta)\|^{2}}+\frac{2 \sqrt{\gamma}}{\|\boldsymbol{u}(\eta)\|} \Re\left(\boldsymbol{b}_{2}^{*} \boldsymbol{u}(\eta)\right)+c_{2}=0, \quad \eta \in[0,1] . \tag{22}
\end{equation*}
$$

It is elementary to see that all the solutions of (22) also satisfy the following quartic scalar equation:

$$
\begin{equation*}
\left(\gamma \boldsymbol{u}(\eta)^{*} \boldsymbol{A}_{2} \boldsymbol{u}(\eta)+c_{2}\|\boldsymbol{u}(\eta)\|^{2}\right)^{2}=4 \gamma\|\boldsymbol{u}(\eta)\|^{2}\left(\Re\left(\boldsymbol{b}_{2}^{*} \boldsymbol{u}(\eta)\right)\right)^{2} \tag{23}
\end{equation*}
$$

The solution of the quadratic feasibility problem is given by $w(\eta)$, where $\eta$ is one of the solutions to (23). Notice that (23) has at most four solutions, which have explicit algebraic expressions.

## IV. Generalized DCR Beamformer

The GDCR beamformer of (5) is a special case of (Q2P), and therefore can be solved by using the techniques of the previous section.

The first step to obtaining a solution is formulating the dual problem. This can be easily obtained by substituting $\boldsymbol{A}_{1}-\boldsymbol{D}, \boldsymbol{A}_{2}=I, \boldsymbol{A}_{3}=$ $\boldsymbol{R}^{-1}, \boldsymbol{b}_{1}=\boldsymbol{D} \boldsymbol{a}_{0}, \boldsymbol{b}_{2}=\boldsymbol{b}_{3}=\mathbf{0}, c_{1}=\epsilon-\boldsymbol{a}_{0}^{*} \boldsymbol{D} \boldsymbol{a}_{0}, c_{2}=-n, c_{3}=0$ in problem $(D)$, resulting in

$$
\max _{\alpha \geq 0, \beta, \lambda}\left\{\lambda \left\lvert\,\left(\begin{array}{cc}
\boldsymbol{R}^{-1} & \mathbf{0}  \tag{24}\\
\mathbf{0} & -\lambda
\end{array}\right) \geq \alpha\left(\begin{array}{cc}
-\boldsymbol{D}+\beta \boldsymbol{I} & \boldsymbol{D} \boldsymbol{a}_{0} \\
\boldsymbol{a}_{0}^{*} \boldsymbol{D} & \epsilon-\boldsymbol{a}_{0}^{*} \boldsymbol{D} \boldsymbol{a}_{0}-\beta n
\end{array}\right)\right.\right\} .
$$

The GDCR beamformer can then be derived by the following steps.

1. Find an optimal solution $(\bar{\alpha}, \bar{\beta}, \bar{\lambda})$ of the $\operatorname{SDP}(24)$.
2. If

$$
\begin{equation*}
\boldsymbol{R}^{-1}+\bar{\alpha} \boldsymbol{D}-\bar{\beta} \boldsymbol{I} \succ \mathbf{0} \tag{25}
\end{equation*}
$$

then the solution of the GDCR problem (5) is

$$
\overline{\boldsymbol{a}}=\bar{\alpha}\left(\boldsymbol{R}^{-1}+\bar{\alpha} \boldsymbol{D}-\bar{\beta} \boldsymbol{I}\right)^{-1} \boldsymbol{D} \boldsymbol{a}_{0}
$$

3. Otherwise, $\overline{\boldsymbol{a}}$ is any solution of the feasibility problem

$$
\begin{align*}
\left(\boldsymbol{R}^{-1}+\bar{\alpha} \boldsymbol{D}-\bar{\beta} \boldsymbol{I}\right) \overline{\boldsymbol{a}} & =\bar{\alpha} \boldsymbol{D} \boldsymbol{a}_{0},  \tag{26}\\
\left(\overline{\boldsymbol{a}}-\boldsymbol{a}_{0}\right)^{*} \boldsymbol{D}\left(\overline{\boldsymbol{a}}-\boldsymbol{a}_{0}\right)^{*} & \leq \epsilon, \quad\|\overline{\boldsymbol{a}}\|^{2}=n \tag{27}
\end{align*}
$$

which can be obtained by using the techniques of Section III-B.
The validity of the above procedure relies on the assumption that the regularity conditions of Theorem III. 3 hold true. We now prove that in fact these conditions are automatically met for the GDCR problem.

Proposition IV.1: The GDCR problem (5) is strictly feasible and attains its minimum.

Proof: The minimum of the GDCR problem is attained since its feasible set is compact due to the equality constraint. To prove strict feasibility, we need to show that there exist $\boldsymbol{b}, \boldsymbol{c} \in \mathbb{C}^{n}$ such that

$$
\begin{array}{ll}
\|\boldsymbol{b}\|^{2}<n, & \left(\boldsymbol{b}-\boldsymbol{a}_{0}\right)^{*} \boldsymbol{D}\left(\boldsymbol{b}-\boldsymbol{a}_{0}\right)<\epsilon \\
\|\boldsymbol{c}\|^{2}>n, & \left(\boldsymbol{c}-\boldsymbol{a}_{0}\right)^{*} \boldsymbol{D}\left(\boldsymbol{c}-\boldsymbol{a}_{0}\right)<\epsilon \tag{29}
\end{array}
$$

Using the fact that $\left\|\boldsymbol{a}_{0}\right\|^{2}=n$, it follows by a simple substitution that $\boldsymbol{b}=\gamma_{1} \boldsymbol{a}_{0}$ and $\boldsymbol{c}=\gamma_{2} \boldsymbol{a}_{0}$ with $\gamma_{1}$ and $\gamma_{2}$ defined by

$$
\begin{aligned}
& \gamma_{1}= \begin{cases}\frac{1}{2}, & \boldsymbol{a}_{0}^{*} \boldsymbol{D} \boldsymbol{a}_{0}=0 \\
1-\frac{1}{2} \sqrt{\overline{\boldsymbol{a}_{0}^{*} \boldsymbol{D} \boldsymbol{a}_{0}}}, & \boldsymbol{a}_{0}^{*} \boldsymbol{D} \boldsymbol{a}_{0} \neq 0\end{cases} \\
& \gamma_{2}= \begin{cases}2, & \boldsymbol{a}_{0}^{*} \boldsymbol{D} \boldsymbol{a}_{0}=0 \\
1+\frac{1}{2} \sqrt{\overline{\boldsymbol{a}_{0}^{*} \boldsymbol{D} \boldsymbol{a}_{0}}}, & \boldsymbol{a}_{0}^{*} \boldsymbol{D} \boldsymbol{a}_{0} \neq 0\end{cases}
\end{aligned}
$$

satisfy (28) and (29).

## A. Numerical Examples

We now present three numerical examples of the GDCR beamformer. The first two are "toy" examples which illustrate how to extract the solution to the GDCR problem from the dual solution when condition (25) is satisfied and when it is not. The third example, in which (25) is satisfied, represents a more typical array processing scenario and is taken from [6]; here, the uncertainty set is constructed from measurements of the array manifold. We compare the GDCR and DCR methods and show that there may be an advantage to using ellipsoidal sets that capture the covariance of the measurements. All the SDPs in this section were solved using SeDuMi [20].

1) Example 1: Consider the GDCR problem with $n=2$ and the following data:

$$
\begin{aligned}
\boldsymbol{R}^{-1} & =\left(\begin{array}{cc}
3 & 1+i \\
1-i & 4
\end{array}\right), \boldsymbol{D}=\left(\begin{array}{cc}
2 & 1+i \\
1-i & 4
\end{array}\right) \\
\boldsymbol{a}_{0} & =\binom{1}{-1}, \epsilon=2
\end{aligned}
$$

The solution of the dual problem of (5) is

$$
\bar{\lambda}=4.0343, \quad \bar{\alpha}=0.152, \quad \bar{\beta}=2.0082 .
$$

Note that $\bar{\lambda}=4.0343$ is the optimal value and the fact that $\bar{\alpha}$ is positive implies that the first constraint is active (the second constraint is
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inherently active). In this example, we have $\boldsymbol{R}^{-1}+\bar{\alpha} \boldsymbol{D}-\bar{\beta} \boldsymbol{I} \succ \mathbf{0}$, and thus the optimal solution is

$$
\overline{\boldsymbol{a}}=\bar{\alpha}\left(\boldsymbol{R}^{-1}+\bar{\alpha} \boldsymbol{D}-\bar{\beta} \boldsymbol{I}\right)^{-1} \boldsymbol{D} \boldsymbol{a}_{0}=\binom{1.0430+0.4271 i}{-0.8268+0.2144 i}
$$

2) Example 2: Consider the GDCR problem (5) with

$$
\boldsymbol{R}=\left(\begin{array}{cc}
2 & -0.5 \\
-0.5 & 0.25
\end{array}\right), \boldsymbol{D}=\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right), \boldsymbol{a}_{0}=\binom{1}{1}, n=2, \epsilon=1
$$

In this case, the dual solution is

$$
\bar{\lambda}=0.9377, \quad \bar{\alpha}=0, \quad \bar{\beta}=-0.4689 .
$$

The eigenvalues of the matrix $\boldsymbol{R}^{-1}+\bar{\alpha} \boldsymbol{D}-\bar{\beta} \boldsymbol{I}$ are 0 and 8.0623. Thus, $\boldsymbol{R}^{-1}+\bar{\alpha} \boldsymbol{D}-\bar{\beta} \boldsymbol{I}$ is singular and in order to find an optimal solution we will transform the problem into a quadratic feasibility problem. The null space of $\boldsymbol{R}^{-1}+\bar{\alpha} \boldsymbol{D}-\bar{\beta} \boldsymbol{I}$ is spanned by the vector $\boldsymbol{u}=$ $(-0.9665 ; 0.2567)$. Since in this example $\bar{\alpha}=0$, it follows that the set of solutions to (26) is given by $\{\boldsymbol{a}=w \boldsymbol{u}: w \in \mathbb{C}\}$. From (27), $w$ must satisfy

$$
-|w|^{2}+2=0 \text { and }-0.5038|w|^{2}-2.8392 \Re(w)-2 \geq 0
$$

A solution to the latter feasibility problem is the optimal solution of

$$
\max _{w \in \mathbb{C}}\left\{-0.5038|w|^{2}-2.8392 \Re(w)-2:|w|^{2}=2\right\}
$$

which is given by $w=-\sqrt{2}$. Thus, the GDCR solution is $\boldsymbol{a}=w \boldsymbol{u}=$ (1.3688; -0.363).
3) Example 3: We now present a more realistic array processing problem taken from [6]. In this example, we consider a ten-element uniform linear array in which the spacing between the elements is half a wavelength. The noise vector $e(t)$ in (1) is comprised of two uncorrelated interfering signals with angles of arrival (AOA) equal to $30^{\circ}$ and $75^{\circ}$. The signal-to-noise ratios (SNRs) of the signals are 40 and 20 dB , respectively. The noise is spatially and temporally white with an SNR of 20 dB . The actual array response is unknown; instead, we are given $N=64$ random measurements of the array manifold where the AOAs of the desired user are drawn at random between $40^{\circ}$ and $50^{\circ}$. The true steering vector is then estimated by using the GDCR method
where $\boldsymbol{a}_{0}$ is chosen as the sample mean and $\boldsymbol{D}$ is the inverse sample covariance matrix. The covariance matrix is given by [6, eq. (48)] (with $\sigma_{n}^{2}=0.01$ ). The value of $\epsilon$ is chosen so that all the data points $\boldsymbol{a}\left(\theta_{i}\right)$ will be inside the ellipsoid. For comparison, we also implement the DCR beamformer where in this case $\boldsymbol{a}_{0}$ is as before, and $\epsilon$ is chosen so that all $\boldsymbol{a}\left(\theta_{i}\right)$ are inside $\left\{\boldsymbol{a}:\left\|\boldsymbol{a}-\boldsymbol{a}_{0}\right\|^{2} \leq \epsilon\right\}$.

In Fig. 1, we plot the array response using the GDCR and DCR beamformers. As can be seen from the figure, the GDCR method has close to unity gain for all AOAs covered by the uncertainty ellipsoid. On the other hand, the gain of the DCR approach deteriorates for AOAs larger than $45^{\circ}$.

The point of this example is to illustrate the potential advantage in including ellipsoidal sets into the robust Capon formulation. Since the contribution of this correspondence is in the mathematical derivation of the GDCR method, a detailed application is beyond the scope. However, Fig. 1 demonstrates that at least in some cases it may be advantageous to include ellipsoidal sets.
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#### Abstract

We develop a new subspace direction-of-arrival (DOA) estimation procedure that utilizes a noneigenvector basis. Computation of the basis is carried out by a modified version of the orthogonal auxiliary-vector (AV) filtering algorithm. The procedure starts with the linear transformation of the array response scanning vector by the input autocorrelation matrix. Then, successive orthogonal maximum cross-correlation auxiliary vectors are calculated to form a basis for the scanner-extended signal subspace. As a performance evaluation example, our studies for uncorrelated sources demonstrate a gain in the order of 15 dB over MUSIC, 7 dB over ESPRIT, and 3 dB over the grid-search maximum likelihood DOA estimator at probability of resolution 0.9 with a ten-element array and reasonably small observation data records. Results for correlated sources are reported as well.


Index Terms-Adaptive filtering, angle-of-arrival (AOA) estimation, auxiliary-vector (AV) algorithm, direction-of-arrival (DOA) estimation, small sample support, source localization.

## I. INTRODUCTION

Solutions for the classical direction-of-arrival (DOA) estimation problem can be broadly categorized into maximum-likelihood (ML)type algorithms [1], which are based on techniques for the maximization of the probability density function of the received signal, and subspace algorithms, which are based on the decomposition of the autocovariance matrix of the received signal. Among the most successful and popular subspace algorithms are the MUSIC [2] and ESPRIT [3] procedures. In general, ML-type algorithms have superior performance compared to subspace-based techniques when the signal-to-noise ratio (SNR) is small or the number of snapshots is small. Also, the performance of subspace-based estimators degrades substantially in the case of correlated signal sources as compared to ML schemes.

In this correspondence, we attempt to exploit the structure of the received data autocovariance matrix in a new way. When $K$ distinct signals in space impinge on $M$ antenna elements $(K<M)$, the input autocovariance matrix consists of a rank $K$ signal subspace and a rank $M-K$ noise subspace. Using the concept of maximum cross-correlation auxiliary vectors (AVs) [4], we create a new extended noneigenvector signal subspace basis of rank $K+1$ (eigendecomposition is not carried out at all). The extended signal subspace encompasses the true signal subspace of rank $K$ and the scanning vector dimension itself. Then, the proposed DOA estimation algorithm simply looks for the collapse of the rank of the extended signal subspace from $K+1$ to $K$ when the scanning vector falls in the signal subspace. Extensive simulation studies demonstrate that significant resolution performance
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