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#### Abstract

We consider the problem of minimizing an indefinite quadratic function subject to two quadratic inequality constraints. When the problem is defined over the complex plane we show that strong duality holds and obtain necessary and sufficient optimality conditions. We then develop a connection between the image of the real and complex spaces under a quadratic mapping, which together with the results in the complex case lead to a condition that ensures strong duality in the real setting. Preliminary numerical simulations suggest that for random instances of the extended trust region subproblem, the sufficient condition is satisfied with a high probability. Furthermore, we show that the sufficient condition is always satisfied in two classes of nonconvex quadratic problems. Finally, we discuss an application of our results to robust least squares problems.
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1. Introduction. In this paper we consider quadratic minimization problems with two quadratic constraints both in the real and the complex domain:

$$
\begin{array}{ll}
\left(Q P_{\mathbb{C}}\right) & \min _{\boldsymbol{z} \in \mathbb{C}^{n}}\left\{f_{0}(\boldsymbol{z}): f_{1}(\boldsymbol{z}) \geq 0, f_{2}(\boldsymbol{z}) \geq 0\right\} \\
\left(Q P_{\mathbb{R}}\right) & \min _{\boldsymbol{x} \in \mathbb{R}^{n}}\left\{f_{0}(\boldsymbol{x}): f_{1}(\boldsymbol{x}) \geq 0, f_{2}(\boldsymbol{x}) \geq 0\right\} \tag{2}
\end{array}
$$

In the real case each function $f_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is defined by $f_{j}(\boldsymbol{x})=\boldsymbol{x}^{T} \boldsymbol{A}_{j} \boldsymbol{x}+2 \boldsymbol{b}_{j}^{T} \boldsymbol{x}+$ $c_{j}$ with $\boldsymbol{A}_{j}=\boldsymbol{A}_{j}^{T} \in \mathbb{R}^{n \times n}, \boldsymbol{b}_{j} \in \mathbb{R}^{n}$, and $c_{j} \in \mathbb{R}$. In the complex setting, $f_{j}:$ $\mathbb{C}^{n} \rightarrow \mathbb{R}$ is given by $f_{j}(\boldsymbol{z})=\boldsymbol{z}^{*} \boldsymbol{A}_{j} \boldsymbol{z}+2 \Re\left(\boldsymbol{b}_{j}^{*} \boldsymbol{z}\right)+c_{j}$, where $\boldsymbol{A}_{j}=\boldsymbol{A}_{j}^{*}$ are Hermitian matrices, $\boldsymbol{b}_{j} \in \mathbb{C}^{n}$, and $c_{j} \in \mathbb{R}$. The problem $\left(Q P_{\mathbb{R}}\right)$ appears as a subproblem in some trust region algorithms for constrained optimization $[6,10,26]$ where the original problem is to minimize a general nonlinear function subject to equality constraints. The subproblem, often referred to as the two trust region problem [1] or the extended trust region problem [35], has the form

$$
\begin{equation*}
(T T R S) \quad \min _{\boldsymbol{x} \in \mathbb{R}^{n}}\left\{\boldsymbol{x}^{T} \boldsymbol{B} \boldsymbol{x}+2 \boldsymbol{g}^{T} \boldsymbol{x}:\|\boldsymbol{x}\| \leq \Delta,\left\|\boldsymbol{A}^{T} \boldsymbol{x}+\boldsymbol{c}\right\| \leq \xi\right\} \tag{3}
\end{equation*}
$$

More details on trust region algorithms can be found in [8, 23, 36, 37, 10]. A simpler (nonconvex) quadratic problem than (TTRS) is the trust region subproblem, which appears in trust region algorithms for unconstrained optimization:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}}\left\{\boldsymbol{x}^{T} \boldsymbol{B} \boldsymbol{x}+2 \boldsymbol{g}^{T} \boldsymbol{x}:\|\boldsymbol{x}\|^{2} \leq \delta\right\} \tag{4}
\end{equation*}
$$

[^0]Problem (TR) has been studied extensively in the literature; see, e.g., $[5,12,20,21$, $22,30,31]$ and references therein; it enjoys many useful and attractive properties. In particular, it is known that (TR) admits no duality gap and that the semidefinite relaxation (SDR) of (TR) is tight. Moreover, the solution of (TR) can be extracted from the dual solution. A necessary and sufficient condition for $\overline{\boldsymbol{x}}$ to be optimal for (TR) is that there exists $\bar{\alpha} \geq 0$ such that $[15,30]$

$$
\begin{align*}
(\boldsymbol{B}+\bar{\alpha} \boldsymbol{I}) \overline{\boldsymbol{x}}+\boldsymbol{g} & =\mathbf{0}  \tag{5}\\
\|\overline{\boldsymbol{x}}\|^{2} & \leq \delta  \tag{6}\\
\bar{\alpha}\left(\|\overline{\boldsymbol{x}}\|^{2}-\delta\right) & =0  \tag{7}\\
\boldsymbol{B}+\bar{\alpha} \boldsymbol{I} & \succeq \mathbf{0} \tag{8}
\end{align*}
$$

Unfortunately, in general these results cannot be extended to the (TTRS) problem, or to $\left(Q P_{\mathbb{R}}\right)$. Indeed, it is known that the SDR of $\left(Q P_{\mathbb{R}}\right)$ is not necessarily tight $[35,36]$. An exception is when the functions $f_{0}, f_{1}, f_{2}$ are homogeneous quadratic functions and there exists a positive definite linear combination of the matrices $\boldsymbol{A}_{j}$ [35]. Another interesting result obtained in [35], based on the dual cone representation approach [33], is that if $f_{1}$ is concave and $f_{2}$ is linear, then, although the SDR is not necessarily tight, $\left(Q P_{\mathbb{R}}\right)$ can be solved efficiently.

If the original nonlinear constrained problem has complex variables, then instead of $\left(Q P_{\mathbb{R}}\right)$ one should consider the complex variant $\left(Q P_{\mathbb{C}}\right)$. Optimization problems with complex variables appear naturally in many engineering applications. For example, if the estimation problem is posed in the Fourier domain, then typically the parameters to be estimated will be complex [24, 28]. In the context of digital communications, many signal constellations are modelled as complex valued. Another area where complex variables naturally arise is narrowband array processing [9].

Of course, every complex quadratic problem of dimension $n$ can be written as a real quadratic problem of dimension $2 n$ by decomposing the complex vector $\boldsymbol{z}$ as $\boldsymbol{z}=\boldsymbol{x}+i \boldsymbol{y}$, where $\boldsymbol{x}=\Re(\boldsymbol{z})$ and $\boldsymbol{y}=\Im(\boldsymbol{z})$ are real. Then $f_{j}(\boldsymbol{z})$ can be written as $f_{j}(\boldsymbol{z})=\boldsymbol{w}^{T} \mathbf{Q}_{j} \boldsymbol{w}+2 \boldsymbol{d}_{j}^{T} \boldsymbol{w}+c_{j}$, with

$$
\boldsymbol{w}=\binom{\boldsymbol{x}}{\boldsymbol{y}} \in \mathbb{R}^{2 n}, \mathbf{Q}_{j}=\left(\begin{array}{cc}
\Re\left(\boldsymbol{A}_{j}\right) & -\Im\left(\boldsymbol{A}_{j}\right) \\
\Im\left(\boldsymbol{A}_{j}\right) & \Re\left(\boldsymbol{A}_{j}\right)
\end{array}\right), \boldsymbol{d}=\binom{\Re\left(\boldsymbol{b}_{j}\right)}{\Im\left(\boldsymbol{b}_{j}\right)} .
$$

However, the opposite claim is false: not every real quadratic problem of dimension $2 n$ can be formulated as an $n$-dimensional complex quadratic problem. Evidently, the family of complex quadratic problems is a special case of real quadratic problems. Why then consider the complex setting separately? The answer to this question is that, as we shall see, there are stronger results for complex problems than for their real counterparts (cf. section 2).

In this paper we discuss both the complex and real settings. Our interest in the complex case is two-fold: First, as noted above, in certain applications we naturally deal with complex variables. Second, our derivations in the complex setting will serve as a basis for the results in the real case. In section 2, we use an extended version of the S-lemma [13] to show that under some mild conditions strong duality holds for the complex valued problem $\left(Q P_{\mathbb{C}}\right)$ and that the SDR is tight. We then develop optimality conditions similar to those known for the TR problem (4), and present a method for calculating the optimal solution of $\left(Q P_{\mathbb{C}}\right)$ from the dual solution. Thus, all the results known for (TR) can essentially be extended to $\left(Q P_{\mathbb{C}}\right)$. Section 3 treats the real setting. After a discussion of the complex relaxation of $\left(Q P_{\mathbb{R}}\right)$, which is an
alternative lifting procedure to the popular SDP relaxation, we present a sufficient condition that ensures zero duality gap (and tightness of the SDR) for ( $Q P_{\mathbb{R}}$ ). Our result is based on the connection between the image of the real and complex spaces under a quadratic mapping. The advantage of our condition is that it is expressed via the dual optimal solution and therefore can be validated in polynomial-time. Furthermore, this condition can be used to establish strong duality in some general classes of problems. As we show, an example where a problem of this form arises naturally is in robust least squares design where the uncertainty set is described by two norm constraints. In addition, preliminary numerical experiments suggest that for random instances of the TTRS problem (3), our condition is often satisfied.

Throughout the paper, the following notation is used: For simplicity, instead of inf/sup we use min/max; however, this does not mean that we assume that the optimum is attained and/or finite. Vectors are denoted by boldface lowercase letters; e.g., $\boldsymbol{y}$, and matrices by boldface uppercase letters; e.g., $\boldsymbol{A}$. For two matrices $\boldsymbol{A}$ and $\boldsymbol{B}, \boldsymbol{A} \succ \boldsymbol{B}(\boldsymbol{A} \succeq \boldsymbol{B})$ means that $\boldsymbol{A}-\boldsymbol{B}$ is positive definite (semidefinite). $\mathcal{S}_{+}^{n}=\left\{\boldsymbol{A} \in \mathbb{R}^{n \times n}: \boldsymbol{A} \succeq \mathbf{0}\right\}$ is the set all real valued $n \times n$ symmetric positive semidefinite matrices and $\mathcal{H}_{n}^{+}=\left\{\boldsymbol{A} \in \mathbb{C}^{n \times n}: \boldsymbol{A} \succeq \mathbf{0}\right\}$ is the set of all complex valued $n \times n$ Hermitian positive semidefinite matrices. $\boldsymbol{I}_{n}$ is the identity matrix of order $n$. The real and imaginary part of scalars, vectors, or matrices are denoted by $\Re(\cdot)$ and $\Im(\cdot)$. The value of the optimal objective function of an optimization problem

$$
(\mathrm{P}): \min / \max \{f(\boldsymbol{x}): \boldsymbol{x} \in C\}
$$

is denoted by val(P). We use some standard abbreviations such as SDP (semidefinite programming), SDR (semidefinite relaxation), and LMI (linear matrix inequalities).
2. The complex case. We begin by treating the complex valued problem $\left(Q P_{\mathbb{C}}\right)$. Using an extended version of the S-lemma we prove a strong duality result, and then develop necessary and sufficient optimality conditions, similar to those known for the TR problem (4) (conditions (5)-(8)). Finally, we discuss how to extract a solution for $\left(Q P_{\mathbb{C}}\right)$, given a dual optimal point.
2.1. Strong duality for $\left(Q P_{\mathbb{C}}\right)$. The fact that strong duality in (nonconvex) quadratic optimization problems is equivalent in some sense to the existence of a corresponding S-lemma has already been exhibited by several authors [13, 25]. For example, strong duality for quadratic problems with a single constraint can be shown to follow from the nonhomogeneous S-lemma [13], which states that if there exists $\overline{\boldsymbol{x}} \in \mathbb{R}^{n}$ such that $\overline{\boldsymbol{x}}^{T} \boldsymbol{A}_{2} \overline{\boldsymbol{x}}+2 \boldsymbol{b}_{2}^{T} \overline{\boldsymbol{x}}+c_{2}>0$, then the following two conditions are equivalent:

1. $\boldsymbol{x}^{T} \boldsymbol{A}_{1} \boldsymbol{x}+2 \boldsymbol{b}_{1}^{T} \boldsymbol{x}+c_{1} \geq 0$ for every $\boldsymbol{x} \in \mathbb{R}^{n}$ such that $\boldsymbol{x}^{T} \boldsymbol{A}_{2} \boldsymbol{x}+2 \boldsymbol{b}_{2}^{T} \boldsymbol{x}+c_{2} \geq 0$.
2. There exists $\lambda \geq 0$ such that

$$
\left(\begin{array}{cc}
\boldsymbol{A}_{1} & \boldsymbol{b}_{1} \\
\boldsymbol{b}_{1}^{T} & c_{1}
\end{array}\right) \succeq \lambda\left(\begin{array}{ll}
\boldsymbol{A}_{2} & \boldsymbol{b}_{2} \\
\boldsymbol{b}_{2}^{T} & c_{2}
\end{array}\right) .
$$

Generalizations of the S-lemma in the real case are in general not true. For example, the natural extension to the case of two quadratic inequalities that imply a third quadratic inequality does not hold in general (see the example in [4]). However, the following theorem of Fradkov and Yakubovich [13, Theorem 2.2] extends the S-lemma to the complex case. This result will be the key ingredient in proving strong duality.

Theorem 2.1 (extended S-lemma [13]). Let

$$
f_{j}(\boldsymbol{z})=\boldsymbol{z}^{*} \boldsymbol{A}_{j} \boldsymbol{z}+2 \Re\left(\boldsymbol{b}_{j}^{*} \boldsymbol{z}\right)+c_{j}, \quad \boldsymbol{z} \in \mathbb{C}^{n}, j=0,1,2,
$$

where $\boldsymbol{A}_{j}$ are $n \times n$ Hermitian matrices, $\boldsymbol{b}_{j} \in \mathbb{C}^{n}$, and $c_{j} \in \mathbb{R}$. Suppose that there exists $\tilde{\boldsymbol{z}} \in \mathbb{C}^{n}$ such that $f_{1}(\tilde{\boldsymbol{z}})>0, f_{2}(\tilde{\boldsymbol{z}})>0$. Then the following two claims are equivalent:

1. $f_{0}(\boldsymbol{z}) \geq 0$ for every $\boldsymbol{z} \in \mathbb{C}^{n}$ such that $f_{1}(\boldsymbol{z}) \geq 0$ and $f_{2}(\boldsymbol{z}) \geq 0$.
2. There exists $\alpha, \beta \geq 0$ such that

$$
\left(\begin{array}{cc}
\boldsymbol{A}_{0} & \boldsymbol{b}_{0} \\
\boldsymbol{b}_{0}^{*} & c_{0}
\end{array}\right) \succeq \alpha\left(\begin{array}{cc}
\boldsymbol{A}_{1} & \boldsymbol{b}_{1} \\
\boldsymbol{b}_{1}^{*} & c_{1}
\end{array}\right)+\beta\left(\begin{array}{cc}
\boldsymbol{A}_{2} & \boldsymbol{b}_{2} \\
\boldsymbol{b}_{2}^{*} & c_{2}
\end{array}\right) .
$$

The Lagrangian dual of $\left(Q P_{\mathbb{C}}\right)$ can be shown to have the following form: ${ }^{1}$
(9) $\quad\left(D_{\mathbb{C}}\right) \max _{\alpha \geq 0, \beta \geq 0, \lambda}\left\{\lambda \left\lvert\,\left(\begin{array}{cc}\boldsymbol{A}_{0} & \boldsymbol{b}_{0} \\ \boldsymbol{b}_{0}^{*} & c_{0}-\lambda\end{array}\right) \succeq \alpha\left(\begin{array}{cc}\boldsymbol{A}_{1} & \boldsymbol{b}_{1} \\ \boldsymbol{b}_{1}^{*} & c_{1}\end{array}\right)+\beta\left(\begin{array}{cc}\boldsymbol{A}_{2} & \boldsymbol{b}_{2} \\ \boldsymbol{b}_{2}^{*} & c_{2}\end{array}\right)\right.\right\}$.

Problem $\left(D_{\mathbb{C}}\right)$ is sometimes called Shor's relaxation [29]. Theorem 2.2 states that if $\operatorname{problem}\left(Q P_{\mathbb{C}}\right)$ is finite and strictly feasible, then $\operatorname{val}\left(Q P_{\mathbb{C}}\right)=\operatorname{val}\left(D_{\mathbb{C}}\right)$.

Theorem 2.2 (strong duality for complex valued quadratic problems). Suppose that problem $\left(Q P_{\mathbb{C}}\right)$ is strictly feasible, i.e., there exists $\tilde{\boldsymbol{z}} \in \mathbb{C}^{n}$ such that $f_{1}(\tilde{\boldsymbol{z}})>$ $0, f_{2}(\tilde{\boldsymbol{z}})>0$. If val $\left(Q P_{\mathbb{C}}\right)$ is finite, then the maximum of problem $\left(D_{\mathbb{C}}\right)$ is attained and $\operatorname{val}\left(Q P_{\mathbb{C}}\right)=\operatorname{val}\left(D_{\mathbb{C}}\right)$.

Proof. Since $\operatorname{val}\left(Q P_{\mathbb{C}}\right)$ is finite then clearly

$$
\begin{equation*}
\operatorname{val}\left(Q P_{\mathbb{C}}\right)=\max _{\lambda}\left\{\lambda: \operatorname{val}\left(Q P_{\mathbb{C}}\right) \geq \lambda\right\} . \tag{10}
\end{equation*}
$$

Now, the statement $\operatorname{val}\left(Q P_{\mathbb{C}}\right) \geq \lambda$ holds true if and only if the implication

$$
f_{1}(\boldsymbol{z}) \geq 0, f_{2}(\boldsymbol{z}) \geq 0 \Rightarrow f_{0}(\boldsymbol{z}) \geq \lambda
$$

is valid. By Theorem 2.1 this is equivalent to

$$
\exists \alpha, \beta \geq 0 \quad\left(\begin{array}{cc}
\boldsymbol{A}_{0} & \boldsymbol{b}_{0}  \tag{11}\\
\boldsymbol{b}_{0}^{*} & c_{0}-\lambda
\end{array}\right) \succeq \alpha\left(\begin{array}{cc}
\boldsymbol{A}_{1} & \boldsymbol{b}_{1} \\
\boldsymbol{b}_{1}^{*} & c_{1}
\end{array}\right)+\beta\left(\begin{array}{cc}
\boldsymbol{A}_{2} & \boldsymbol{b}_{2} \\
\boldsymbol{b}_{2}^{*} & c_{2}
\end{array}\right) .
$$

Therefore, by replacing the constraint in (10) with the LMI (11), we obtain that $\operatorname{val}\left(Q P_{\mathbb{C}}\right)=\operatorname{val}\left(D_{\mathbb{C}}\right)$. The maximum of $\left(D_{\mathbb{C}}\right)$ is attained at $(\bar{\lambda}, \bar{\alpha}, \bar{\beta})$, where $\bar{\lambda}$ is the (finite) value $\operatorname{val}\left(Q P_{\mathbb{C}}\right)$ and $\bar{\alpha}, \bar{\beta}$ are the corresponding nonnegative constants that satisfy the LMI (11) for $\lambda=\bar{\lambda}$.

One referee pointed us to a recent related paper [18] from June 2005, which was posted to a web site after we submitted our paper. In [18], the strong duality result of Theorem 2.2 is derived by using an interesting new rank-one decomposition, while our proof is a direct consequence of the classical extended S-lemma of Fradkov and Yakubovich.

It is interesting to note that the dual problem to $\left(D_{\mathbb{C}}\right)$ is the so-called SDR of $\left(Q P_{\mathbb{C}}\right)$ :
$\left(S D R_{\mathbb{C}}\right) \quad \min _{\boldsymbol{Z}}\left\{\operatorname{Tr}\left(\boldsymbol{Z} \boldsymbol{M}_{0}\right): \operatorname{Tr}\left(\boldsymbol{Z} \boldsymbol{M}_{1}\right) \geq 0, \operatorname{Tr}\left(\boldsymbol{Z} \boldsymbol{M}_{2}\right) \geq 0, Z_{n+1, n+1}=1, \boldsymbol{Z} \in \mathcal{H}_{n+1}^{+}\right\}$,
where

$$
\boldsymbol{M}_{j}=\left(\begin{array}{cc}
\boldsymbol{A}_{j} & \boldsymbol{b}_{j} \\
\boldsymbol{b}_{j}^{*} & c_{j}
\end{array}\right) .
$$

[^1]By the conic duality theorem (see, e.g., [4]), it follows that if both problems $\left(Q P_{\mathbb{C}}\right)$ and $\left(D_{\mathbb{C}}\right)$ are strictly feasible, then they attain their solutions and $\operatorname{val}\left(Q P_{\mathbb{C}}\right)=\operatorname{val}\left(D_{\mathbb{C}}\right)=$ $\operatorname{val}\left(S D R_{\mathbb{C}}\right)$. Finally, we note that strict feasibility of the dual problem $\left(D_{\mathbb{C}}\right)$ is equivalent to saying that there exist $\tilde{\alpha} \geq 0, \tilde{\beta} \geq 0$ such that $\boldsymbol{A}_{0} \succ \tilde{\alpha} \boldsymbol{A}_{1}+\tilde{\beta} \boldsymbol{A}_{2}$. This condition is automatically satisfied when at least one of the constraints or the objective function is strictly convex (see also [35, Proposition 2.1]), an assumption that is true in many practical scenarios, for example in the TTRS problem (3).
2.2. Optimality conditions. Theorem 2.3 will be very useful in section 2.3 , where a method for extracting the optimal solution of $\left(Q P_{\mathbb{C}}\right)$ from the optimal dual solution of $\left(D_{\mathbb{C}}\right)$ will be described.

THEOREM 2.3. Suppose that both problems $\left(Q P_{\mathbb{C}}\right)$ and $\left(D_{\mathbb{C}}\right)$ are strictly feasible, and let $(\bar{\alpha}, \bar{\beta}, \bar{\lambda})$ be an optimal solution of $\left(D_{\mathbb{C}}\right)$. Then $\overline{\boldsymbol{z}}$ is an optimal solution of $\left(Q P_{\mathbb{C}}\right)$ if and only if

$$
\begin{align*}
& \left(\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right) \overline{\boldsymbol{z}}+\boldsymbol{b}_{0}-\bar{\alpha} \boldsymbol{b}_{1}-\bar{\beta} \boldsymbol{b}_{2}=\mathbf{0}  \tag{13}\\
& f_{1}(\overline{\boldsymbol{z}}), f_{2}(\overline{\boldsymbol{z}}) \geq 0  \tag{14}\\
& \bar{\alpha} f_{1}(\overline{\boldsymbol{z}})=\bar{\beta} f_{2}(\overline{\boldsymbol{z}})=0 \tag{15}
\end{align*}
$$

Proof. The proof follows from the strong duality result (Theorem 2.2) and from saddle point optimality conditions (see, e.g., [2, Theorem 6.2.5]).

Note that a direct consequence of Theorem 2.3 is that the linear system (13) is consistent.

We now develop necessary and sufficient optimality conditions for $\left(Q P_{\mathbb{C}}\right)$ assuming strict feasibility, which are a natural generalization of the optimality conditions (5)-(8) for the trust region subproblem. Notice that for the complex version of the (TTRS), strict feasibility of $\left(D_{\mathbb{C}}\right)$ is always satisfied since the norm constraint is strictly convex.

THEOREM 2.4. Suppose that both problems $\left(Q P_{\mathbb{C}}\right)$ and $\left(D_{\mathbb{C}}\right)$ are strictly feasible. Then $\overline{\boldsymbol{z}}$ is an optimal solution of $\left(Q P_{\mathbb{C}}\right)$ if and only if there exist $\alpha, \beta \geq 0$ such that
(i) $\left(\boldsymbol{A}_{0}-\alpha \boldsymbol{A}_{1}-\beta \boldsymbol{A}_{2}\right) \overline{\boldsymbol{z}}+\boldsymbol{b}_{0}-\alpha \boldsymbol{b}_{1}-\beta \boldsymbol{b}_{2}=0$;
(ii) $f_{1}(\overline{\boldsymbol{z}}), f_{2}(\overline{\boldsymbol{z}}) \geq 0$;
(iii) $\alpha f_{1}(\overline{\boldsymbol{z}})=\beta f_{2}(\overline{\boldsymbol{z}})=0$;
(iv) $\boldsymbol{A}_{0}-\alpha \boldsymbol{A}_{1}-\beta \boldsymbol{A}_{2} \succeq 0$.

Proof. The necessary part is trivial since $\overline{\boldsymbol{z}}, \bar{\alpha}$, and $\bar{\beta}$ of Theorem 2.3 satisfy conditions (i)-(iv). Suppose now that conditions (i)-(iv) are satisfied. Then by (ii), $\overline{\boldsymbol{z}}$ is feasible and therefore $f_{0}(\overline{\boldsymbol{z}}) \geq \operatorname{val}\left(Q P_{\mathbb{C}}\right)$. To prove the reverse inequality $\left(f_{0}(\overline{\boldsymbol{z}}) \leq\right.$ $\left.\operatorname{val}\left(Q P_{\mathbb{C}}\right)\right)$, consider the unconstrained minimization problem:

$$
\begin{equation*}
\min _{\boldsymbol{z} \in \mathbb{C}^{n}}\left\{f_{0}(\boldsymbol{z})-\bar{\alpha} f_{1}(\boldsymbol{z})-\bar{\beta} f_{2}(\boldsymbol{z})\right\} \tag{16}
\end{equation*}
$$

We have

$$
\begin{align*}
\operatorname{val}((16)) & \leq \min _{\boldsymbol{z} \in \mathbb{C}^{n}}\left\{f_{0}(\boldsymbol{z})-\bar{\alpha} f_{1}(\boldsymbol{z})-\bar{\beta} f_{2}(\boldsymbol{z}): f_{1}(\boldsymbol{z}) \geq 0, f_{2}(\boldsymbol{z}) \geq 0\right\} \\
& \leq \min _{\boldsymbol{z} \in \mathbb{C}^{n}}\left\{f_{0}(\boldsymbol{z}): f_{1}(\boldsymbol{z}) \geq 0, f_{2}(\boldsymbol{z}) \geq 0\right\}=\operatorname{val}\left(Q P_{\mathbb{C}}\right) \tag{17}
\end{align*}
$$

Conditions (i) and (iv) imply that $\overline{\boldsymbol{z}}$ is an optimal solution of (16) so that

$$
\begin{equation*}
f_{0}(\overline{\boldsymbol{z}})-\bar{\alpha} f_{1}(\overline{\boldsymbol{z}})-\bar{\beta} f_{2}(\overline{\boldsymbol{z}})=\operatorname{val}((16)) \leq \operatorname{val}\left(Q P_{\mathbb{C}}\right) \tag{18}
\end{equation*}
$$

where the latter inequality follows from (17). By condition (iii) we have that $f_{0}(\overline{\boldsymbol{z}})=$ $f_{0}(\overline{\boldsymbol{z}})-\bar{\alpha} f_{1}(\overline{\boldsymbol{z}})-\bar{\beta} f_{2}(\overline{\boldsymbol{z}})$. Combining this with (18) we conclude that $f_{0}(\overline{\boldsymbol{z}}) \leq$ $\operatorname{val}\left(Q P_{\mathbb{C}}\right)$.
2.3. Finding an explicit solution of $\left(\boldsymbol{Q} \boldsymbol{P}_{\mathbb{C}}\right)$. Theorem 2.3 can be used to find an explicit solution to $\left(Q P_{\mathbb{C}}\right)$ from the solution of the dual $\left(D_{\mathbb{C}}\right)$. Specifically, in section 2.3 .1 we show that given the optimal dual solution, $\left(Q P_{\mathbb{C}}\right)$ reduces to a quadratic feasibility problem, whose solution is described in section 2.3.2.
2.3.1. Reduction to a quadratic feasibility problem. Suppose that both $\left(Q P_{\mathbb{C}}\right)$ and $\left(D_{\mathbb{C}}\right)$ are strictly feasible. From Theorem $2.3, \overline{\boldsymbol{z}}$ is an optimal solution if it satisfies (13), (14), and (15). If $\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2} \succ \mathbf{0}$, then the (unique) solution to the primal problem $\left(Q P_{\mathbb{C}}\right)$ is given by

$$
\overline{\boldsymbol{z}}=-\left(\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)^{-1}\left(\boldsymbol{b}_{0}-\bar{\alpha} \boldsymbol{b}_{1}-\bar{\beta} \boldsymbol{b}_{2}\right)
$$

Next, suppose that $\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}$ is positive semidefinite but not positive definite. In this case (13) can be written as $\boldsymbol{z}=\boldsymbol{B} \boldsymbol{w}+\boldsymbol{a}$, where the columns of $\boldsymbol{B}$ form a basis for the null space of $\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}$ and $\boldsymbol{a}=-\left(\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)^{\dagger}\left(\boldsymbol{b}_{0}-\bar{\alpha} \boldsymbol{b}_{1}-\bar{\beta} \boldsymbol{b}_{2}\right)$ is a solution of (13). It follows that $\overline{\boldsymbol{z}}=\boldsymbol{B} \overline{\boldsymbol{w}}+\boldsymbol{a}$ is an optimal solution to $\left(Q P_{\mathbb{C}}\right)$ if and only if conditions (14) and (15) of Theorem 2.3 are satisfied, i.e.,

$$
\begin{equation*}
g_{1}(\overline{\boldsymbol{w}}) \geq 0, g_{2}(\overline{\boldsymbol{w}}) \geq 0, \bar{\alpha} g_{1}(\overline{\boldsymbol{w}})=0, \bar{\beta} g_{2}(\overline{\boldsymbol{w}})=0, \quad\left(g_{j}(\boldsymbol{w}) \equiv f_{j}(\boldsymbol{B} \boldsymbol{w}+\boldsymbol{a})\right) . \tag{19}
\end{equation*}
$$

We are left with the problem of finding a vector which is a solution of a system of two quadratic equalities or inequalities as described in Table 1. This problem will be called the quadratic feasibility problem.

Table 1
Cases of the quadratic feasibility problem.

| No. | Case | Feasibility problem |
| :---: | :---: | :---: |
| I | $\bar{\alpha}=0, \bar{\beta}=0$ | $g_{1}(\boldsymbol{w}) \geq 0$ and $g_{2}(\boldsymbol{w}) \geq 0$ |
| II | $\bar{\alpha}>0, \bar{\beta}=0$ | $g_{1}(\boldsymbol{w})=0$ and $g_{2}(\boldsymbol{w}) \geq 0$ |
| III | $\bar{\alpha}=0, \bar{\beta}>0$ | $g_{1}(\boldsymbol{w}) \geq 0$ and $g_{2}(\boldsymbol{w})=0$ |
| IV | $\bar{\alpha}>0, \bar{\beta}>0$ | $g_{1}(\boldsymbol{w})=0$ and $g_{2}(\boldsymbol{w})=0$ |

Note that since $(\bar{\lambda}, \bar{\alpha}, \bar{\beta})$ is an optimal solution of the dual problem $\left(D_{\mathbb{C}}\right)$, we must have $\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2} \succeq \mathbf{0}$. Thus, the first case is possible only when $\boldsymbol{A}_{0} \succeq \mathbf{0}$.

We summarize the above discussion in the following theorem.
THEOREM 2.5. Suppose that both problems $\left(Q P_{\mathbb{C}}\right)$ and $\left(D_{\mathbb{C}}\right)$ are strictly feasible and let $(\bar{\alpha}, \bar{\beta}, \bar{\lambda})$ be an optimal solution of problem $\left(D_{\mathbb{C}}\right)$. Then

1. if $\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2} \succ \mathbf{0}$, then the (unique) optimal solution of $\left(Q P_{\mathbb{C}}\right)$ is given by

$$
\overline{\boldsymbol{z}}=-\left(\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)^{-1}\left(\boldsymbol{b}_{0}-\bar{\alpha} \boldsymbol{b}_{1}-\bar{\beta} \boldsymbol{b}_{2}\right),
$$

2. if $\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2} \succeq \mathbf{0}$ but not positive definite, then the solutions of $\left(Q P_{\mathbb{C}}\right)$ are $\boldsymbol{z}=\boldsymbol{B} \boldsymbol{w}+\boldsymbol{a}$, where the columns of $\boldsymbol{B} \in \mathbb{C}^{n \times d}$ form a basis for $\mathcal{N}\left(\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)$, $\boldsymbol{a}$ is a solution of (13), and $\boldsymbol{w} \in \mathbb{C}^{d} \quad(d=$ $\left.\operatorname{dim}\left(\mathcal{N}\left(\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)\right)\right)$ is any solution of (19).
2.3.2. Solving the quadratic feasibility problem. We now develop a method for solving all cases of the quadratic feasibility problem described in Table 1, under the condition that $f_{1}$ is strictly concave, i.e., $\boldsymbol{A}_{1} \prec \mathbf{0}$ (so that the corresponding constraint is strictly convex). ${ }^{2}$ The strict concavity of $g_{1}(\boldsymbol{w})=f_{1}(\boldsymbol{B} \boldsymbol{w}+\boldsymbol{a})$ follows

[^2]immediately. By applying an appropriate linear transformation on $g_{1}$, we can assume without loss of generality that $g_{1}(\boldsymbol{w})=\gamma-\|\boldsymbol{w}\|^{2}(\gamma \geq 0)$. Our approach will be to use solutions of at most two (TR) problems.

We split our analysis according to the different cases.
Case I+II. A solution to the feasibility problem in Case I (II) is any solution to the problem $\max \left\{g_{2}(\boldsymbol{w}):\|\boldsymbol{w}\|^{2} \leq \gamma\right\}\left(\max \left\{g_{2}(\boldsymbol{w}):\|\boldsymbol{w}\|^{2}=\gamma\right\}\right)$

Case III. We first calculate $\boldsymbol{w}^{0}, \boldsymbol{w}^{1}$ given by

$$
\boldsymbol{w}^{0} \in \operatorname{argmin}\left\{g_{2}(\boldsymbol{w}):\|\boldsymbol{w}\|^{2} \leq \gamma\right\}, \quad \boldsymbol{w}^{1} \in \operatorname{argmax}\left\{g_{2}(\boldsymbol{w}):\|\boldsymbol{w}\|^{2} \leq \gamma\right\} .
$$

A solution to the feasibility problem is then given by $\overline{\boldsymbol{w}}=\boldsymbol{w}^{0}+\eta\left(\boldsymbol{w}^{1}-\boldsymbol{w}^{0}\right)$, where $\eta$ is a solution to the scalar quadratic problem $g_{2}\left(\boldsymbol{w}^{0}+\eta\left(\boldsymbol{w}^{1}-\boldsymbol{w}^{0}\right)\right)=0$ with $\eta \in[0,1]$.

Case IV. Let $\boldsymbol{w}^{0}$ and $\boldsymbol{w}^{1}$ be defined by

$$
\boldsymbol{w}^{0} \in \operatorname{argmin}\left\{g_{2}(\boldsymbol{w}):\|\boldsymbol{w}\|^{2}=\gamma\right\}, \quad \boldsymbol{w}^{1} \in \operatorname{argmax}\left\{g_{2}(\boldsymbol{w}):\|\boldsymbol{w}\|^{2}=\gamma\right\} .
$$

The case in which $\boldsymbol{w}^{0}$ and $\boldsymbol{w}^{1}$ are linearly dependent can be analyzed in the same way as Case III. If $\boldsymbol{w}^{0}$ and $\boldsymbol{w}^{1}$ are linearly independent we can define

$$
\boldsymbol{u}(\eta)=\boldsymbol{w}^{0}+\eta\left(\boldsymbol{w}^{1}-\boldsymbol{w}^{0}\right), \quad \boldsymbol{w}(\eta)=\sqrt{\gamma} \frac{\boldsymbol{u}(\eta)}{\|\boldsymbol{u}(\eta)\|}, \quad \eta \in[0,1]
$$

A solution to the feasibility problem is given by $w(\eta)$, where $\eta$ is any root of the scalar equation $g_{2}(\boldsymbol{w}(\eta))=0, \eta \in[0,1]$. The latter equation can be written (after some elementary algebraic manipulation) as the following quartic scalar equation:

$$
\begin{equation*}
\left(\gamma \boldsymbol{u}(\eta)^{*} \boldsymbol{A}_{2} \boldsymbol{u}(\eta)+c_{2}\|\boldsymbol{u}(\eta)\|^{2}\right)^{2}=4 \gamma\|\boldsymbol{u}(\eta)\|^{2}\left(\Re\left(\boldsymbol{b}_{2}^{*} \boldsymbol{u}(\eta)\right)\right)^{2} \tag{20}
\end{equation*}
$$

Notice that (20) has at most four solutions, which have explicit algebraic expressions.
An alternative procedure for finding an explicit solution of $\left(Q P_{\mathbb{C}}\right)$ is described in [18]. The dominant computational effort in both methods is the solution of the SDP $\left(S D R_{\mathbb{C}}\right)$ or its dual $\left(D_{\mathbb{C}}\right)$, which can be solved by a primal dual interior point method that requires $O\left(n^{3.5}\right)$ operations per accuracy digit (see, e.g., [4, section 6.6.1]).
3. The real case. We now treat the problem $\left(Q P_{\mathbb{R}}\right)$ in which the data and variables are assumed to be real valued. The dual problem to $\left(Q P_{\mathbb{R}}\right)$ is

$$
\left(D_{\mathbb{R}}\right) \max _{\alpha \geq 0, \beta \geq 0, \lambda}\left\{\lambda \left\lvert\,\left(\begin{array}{cc}
\boldsymbol{A}_{0} & \boldsymbol{b}_{0}  \tag{21}\\
\boldsymbol{b}_{0}^{T} & c_{0}-\lambda
\end{array}\right) \succeq \alpha\left(\begin{array}{cc}
\boldsymbol{A}_{1} & \boldsymbol{b}_{1} \\
\boldsymbol{b}_{1}^{T} & c_{1}
\end{array}\right)+\beta\left(\begin{array}{cc}
\boldsymbol{A}_{2} & \boldsymbol{b}_{2} \\
\boldsymbol{b}_{2}^{T} & c_{2}
\end{array}\right)\right.\right\}
$$

Note that this is exactly the same as problem $\left(D_{\mathbb{C}}\right)$ (problem (9)), where here we use the fact that the data is real and therefore $\boldsymbol{b}_{j}^{*}=\boldsymbol{b}_{j}^{T}$. The SDR in this case is given by
$\left(S D R_{\mathbb{R}}\right) \quad \min _{\boldsymbol{X}}\left\{\operatorname{Tr}\left(\boldsymbol{X} \boldsymbol{M}_{0}\right): \operatorname{Tr}\left(\boldsymbol{X} \boldsymbol{M}_{1}\right) \geq 0, \operatorname{Tr}\left(\boldsymbol{X} \boldsymbol{M}_{2}\right) \geq 0, X_{n+1, n+1}=1, \boldsymbol{X} \in \mathcal{S}_{+}^{n+1}\right\}$.
In contrast to the complex case, strong duality is generally not true for $\left(Q P_{\mathbb{R}}\right)$. Nonetheless, in this section we use the results obtained for $\left(Q P_{\mathbb{C}}\right)$ in order to establish several results on $\left(Q P_{\mathbb{R}}\right)$. In section 3.1 we show that if the constraints of $\left(Q P_{\mathbb{R}}\right)$ are convex, then $\left(Q P_{\mathbb{C}}\right)$, considered as a relaxation of $\left(Q P_{\mathbb{R}}\right)$, can produce an approximate solution. In section 3.2 we relate the image of the real and complex space under a
quadratic mapping, which will enable us to bridge between the real and complex case. Using the latter result, a sufficient condition for zero duality gap is proved in section 3.3. The condition is expressed via the optimal dual variables and thus can be verified in polynomial time. Preliminary numerical results suggest that for the TTRS problem (3) this condition is often satisfied. Moreover, we identify two general classes of problems with zero duality gap, based on this condition. As we show in section 3.4, these results can be applied to the robust least-squares problem in order to obtain a polynomial time algorithm in the presence of uncertainty sets described by two norm constraints.
3.1. The complex relaxation. As already mentioned, $\operatorname{val}\left(Q P_{\mathbb{R}}\right)$ is not necessarily equal to $\operatorname{val}\left(D_{\mathbb{R}}\right)$. However, the complex counterpart $\left(Q P_{\mathbb{C}}\right)$ does satisfy $\operatorname{val}\left(Q P_{\mathbb{C}}\right)=\operatorname{val}\left(D_{\mathbb{R}}\right)$ and we can always find a complex valued solution to $\left(Q P_{\mathbb{C}}\right)$ that attains the bound $\operatorname{val}\left(D_{\mathbb{R}}\right)$. Therefore, we can consider $\left(Q P_{\mathbb{C}}\right)$ as a tractable relaxation (the complex relaxation) of the real valued problem $\left(Q P_{\mathbb{R}}\right)$. The following example, whose data is taken from Yuan [36, p. 59], illustrates this fact.

Example. Consider the following real valued quadratic optimization problem:

$$
\begin{equation*}
\min _{x_{1}, x_{2} \in \mathbb{R}}\left\{-2 x_{1}^{2}+2 x_{2}^{2}+4 x_{1}: x_{1}^{2}+x_{2}^{2}-4 \leq 0, x_{1}^{2}+x_{2}^{2}-4 x_{1}+3 \leq 0\right\} \tag{23}
\end{equation*}
$$

which is a special case of $\left(Q P_{\mathbb{R}}\right)$ with
$\boldsymbol{A}_{0}=\left(\begin{array}{cc}-2 & 0 \\ 0 & 2\end{array}\right), \boldsymbol{A}_{1}=\boldsymbol{A}_{2}=-\boldsymbol{I}, \boldsymbol{b}_{0}(2 ; 0), \boldsymbol{b}_{1}=\mathbf{0}, \boldsymbol{b}_{2}=(2 ; 0), c_{0}=0, c_{1}=4, c_{2}=-3$.
The solution to the dual problem is given by $\bar{\alpha}=1, \bar{\beta}=1$, and $\bar{\lambda}=-1$. It is easy to see that the optimal solution to $\left(Q P_{\mathbb{R}}\right)$ is given by $x_{1}=2, x_{2}=0$ and its corresponding optimal solution is 0 . The duality gap is thus 1 . By the strong duality result of Theorem 2.2, we can find a complex valued solution to the complex counterpart
$\min _{z_{1}, z_{2} \in \mathbb{C}}\left\{-2\left|z_{1}\right|^{2}+2\left|z_{2}\right|^{2}+4 \Re\left(z_{1}\right):\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}-4 \leq 0,\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}-4 \Re\left(z_{1}\right)+3 \leq 0\right\}$.
with value equal to that of the dual problem (that is, equal to -1 ). Using the techniques described in section 2.3 we obtain that the solution of problem (24) is $z_{1}=7 / 4+\sqrt{15 / 16} i, z_{2}=0$ with function value -1 .

The following theorem states that if the constraints of $\left(Q P_{\mathbb{C}}\right)$ are convex (as in the two trust region problem), then we can extract an approximate real solution that is feasible from the optimal complex solution $\overline{\boldsymbol{z}}$ by taking $\overline{\boldsymbol{x}}=\Re(\overline{\boldsymbol{z}})$.

THEOREM 3.1. Suppose that both $\left(Q P_{\mathbb{R}}\right)$ and $\left(D_{\mathbb{R}}\right)$ are strictly feasible. Let $\boldsymbol{A}_{1}, \boldsymbol{A}_{2} \in \mathbb{R}^{n \times n}$ be negative definite matrices, $\boldsymbol{A}_{0}=\boldsymbol{A}_{0}^{T} \in \mathbb{R}^{n \times n}$, $\boldsymbol{b}_{j} \in \mathbb{R}^{n}$, and $c_{j} \in \mathbb{R}$. Let $\overline{\boldsymbol{z}}$ be an optimal complex valued solution of $\left(Q P_{\mathbb{C}}\right)$ and let $\overline{\boldsymbol{x}}=\Re(\overline{\boldsymbol{z}})$. Then $\overline{\boldsymbol{x}}$ is a feasible solution of $\left(Q P_{\mathbb{R}}\right)$ and

$$
f_{0}(\overline{\boldsymbol{x}})-\operatorname{val}\left(Q P_{\mathbb{R}}\right) \leq-\Im(\overline{\boldsymbol{z}})^{T} \boldsymbol{A}_{0} \Im(\overline{\boldsymbol{z}})
$$

Proof. To show that $\overline{\boldsymbol{x}}$ is a feasible solution of $\left(Q P_{\mathbb{R}}\right)$ note that for $\boldsymbol{z} \in \mathbb{C}^{n}, j=1,2$ one has

$$
\begin{aligned}
0 & \leq f_{j}(\boldsymbol{z})=\boldsymbol{z}^{*} \boldsymbol{A}_{j} \boldsymbol{z}+2 \Re\left(\boldsymbol{b}_{j}^{*} \boldsymbol{z}\right)+c_{j} \\
& =\Re(\boldsymbol{z})^{T} \boldsymbol{A}_{j} \Re(\boldsymbol{z})+\Im(\boldsymbol{z})^{T} \boldsymbol{A}_{j} \Im(\boldsymbol{z})+2 \boldsymbol{b}_{j}^{T} \Re(\boldsymbol{z})+c_{j} \\
& \leq \Re(\boldsymbol{z})^{T} \boldsymbol{A}_{j} \Re(\boldsymbol{z})+2 \boldsymbol{b}_{j}^{T} \Re(\boldsymbol{z})+c_{j}=f_{j}(\Re(\boldsymbol{z})),
\end{aligned}
$$

where the last inequality follows from $\boldsymbol{A}_{j} \prec \mathbf{0}$. Thus, since $\overline{\boldsymbol{z}}$ is feasible, so is $\Re(\overline{\boldsymbol{z}})$. Finally,

$$
f_{0}(\Re(\overline{\boldsymbol{z}}))-\operatorname{val}\left(Q P_{\mathbb{R}}\right) \leq f_{0}(\Re(\overline{\boldsymbol{z}}))-\operatorname{val}\left(Q P_{\mathbb{C}}\right)=f_{0}(\Re(\overline{\boldsymbol{z}}))-f_{0}(\overline{\boldsymbol{z}})=-\Im(\overline{\boldsymbol{z}})^{T} \boldsymbol{A}_{0} \Im(\overline{\boldsymbol{z}}) .
$$

In our example the approximate solution is $(7 / 4,0)$ and its function value is equal to 0.875 .

The extension from real to complex variables can be considered as lifting. A very popular lifting procedure is the SDR in which a nonconvex quadratic optimization problem defined over $\mathbb{R}^{n}$ is lifted to the corresponding SDR, which is defined over the space of $n \times n$ positive semidefinite matrices $\mathcal{S}_{+}^{n}$. This approach has been studied in various contexts such as approximation of combinatorial optimization problems (see [4] and references therein), polynomial inequalities [19], and more. The lifting procedure we suggest is relevant only in the context of quadratic optimization problems with two quadratic constraints. Our method is based on extending the real number field $\mathbb{R}$ into the complex number field $\mathbb{C}$. The value of the convex relaxation $\operatorname{val}\left(Q P_{\mathbb{C}}\right)$ is equal to the value of the $\operatorname{SDR} \operatorname{val}\left(S D R_{\mathbb{R}}\right)$. The main difference between the two strategies is in the "projection" stage onto $\mathbb{R}^{n}$. In our strategy, the projection is simple and natural: we take the real part of the vector. If the constraints are convex, then we have obtained a feasible point. In contrast, the choice of projection of the SDR solution, which is an $n \times n$ matrix, is not obvious. There are well established methods for specific instances (such as Max-Cut problems), but it is not clear how to extract a "good" approximate and feasible solution for general convex quadratic constraints. Another advantage to our method is that the procedure for finding a solution to $\left(Q P_{\mathbb{C}}\right)$ defined in section 2.3 can be manipulated so that it will output a real valued optimal solution in the case where strong duality indeed holds. In contrast, projection of the SDR solution may no longer be optimal, even in the case of strong duality.
3.2. The image of the complex and real space under a quadratic mapping. One of the key ingredients in proving the sufficient condition in section 3.3 is a result (Theorem 3.3) on the image of the spaces $\mathbb{C}^{n}$ and $\mathbb{R}^{n}$ under a quadratic mapping, composed from two nonhomogeneous quadratic functions. Results on the image of quadratic mappings play an important role in nonconvex quadratic optimization (see, e.g., $[17,25,27]$ and references therein). We begin with the following theorem due to Polyak [25, Theorem 2.2], which is very relevant to our analysis.

Theorem 3.2 (see [25]). Let $\boldsymbol{A}_{1}, \boldsymbol{A}_{2} \in \mathbb{R}^{n \times n},(n \geq 2)$ be symmetric matrices for which the following condition is satisfied:

$$
\begin{equation*}
\exists \alpha, \beta \in \mathbb{R} \text { such that } \alpha \boldsymbol{A}_{1}+\beta \boldsymbol{A}_{2} \succ \mathbf{0} . \tag{25}
\end{equation*}
$$

Let $\boldsymbol{b}_{1}, \boldsymbol{b}_{2} \in \mathbb{R}^{n}$ and $c_{1}, c_{2} \in \mathbb{R}$, and define $f_{j}(\boldsymbol{x})=\boldsymbol{x}^{T} \boldsymbol{A}_{j} \boldsymbol{x}+2 \boldsymbol{b}_{j}^{T} \boldsymbol{x}+c_{j}$. Then the set

$$
W=\left\{\left(f_{1}(\boldsymbol{x}), f_{2}(\boldsymbol{x})\right): \boldsymbol{x} \in \mathbb{R}^{n}\right\}
$$

is closed and convex.
The following theorem states that the images of $\mathbb{C}^{n}$ and $\mathbb{R}^{n}$ under the quadratic mapping defined in Theorem 3.2 are the same.

Theorem 3.3. Consider the setup of Theorem 3.2, and let $f_{j}(\boldsymbol{z})=\boldsymbol{z}^{*} \boldsymbol{A}_{j} \boldsymbol{z}+$ $2 \Re\left(\boldsymbol{b}_{j}^{*} \boldsymbol{z}\right)+c_{j}$. Then the sets

$$
F=\left\{\left(f_{1}(\boldsymbol{z}), f_{2}(\boldsymbol{z})\right): \boldsymbol{z} \in \mathbb{C}^{n}\right\}, \quad W=\left\{\left(f_{1}(\boldsymbol{x}), f_{2}(\boldsymbol{x})\right): \boldsymbol{x} \in \mathbb{R}^{n}\right\}
$$

are equal. The proof of Theorem 3.3 relies on the following lemma.
Lemma 3.4. Let $\boldsymbol{A}$ be a real $n \times n$ symmetric matrix, $\boldsymbol{b} \in \mathbb{R}^{n}, c \in \mathbb{R}$, and $\beta \geq 0$. Then
$\min _{\boldsymbol{x} \in \mathbb{R}^{n}}\left\{\boldsymbol{x}^{T} \boldsymbol{A} \boldsymbol{x}+2 \boldsymbol{b}^{T} \boldsymbol{x}+c:\|\boldsymbol{x}\|^{2}=\beta\right\}=\min _{\boldsymbol{z} \in \mathbb{C}^{n}}\left\{\boldsymbol{z}^{*} \boldsymbol{A} \boldsymbol{z}+2 \Re\left(\boldsymbol{b}^{*} \boldsymbol{z}\right)+c:\|\boldsymbol{z}\|^{2}=\beta\right\}$.
Proof. First note that (26) is obvious for $\beta=0$. Suppose that $\beta>0$. The value of the first problem in (26) is equal to

$$
\begin{equation*}
\max _{\mu}\left\{\mu: \boldsymbol{x}^{T} \boldsymbol{A} \boldsymbol{x}+2 \boldsymbol{b}^{T} \boldsymbol{x}+c \geq \mu \text { for every } \boldsymbol{x} \in \mathbb{R}^{n} \text { such that }\|\boldsymbol{x}\|^{2}=\beta\right\} . \tag{27}
\end{equation*}
$$

Similarly, the value of the second problem is equal to

$$
\begin{equation*}
\max _{\mu}\left\{\mu: \boldsymbol{z}^{*} \boldsymbol{A} \boldsymbol{z}+2 \Re\left(\boldsymbol{b}^{*} \boldsymbol{z}\right)+c \geq \mu \text { for every } \boldsymbol{z} \in \mathbb{C}^{n} \text { such that }\|\boldsymbol{z}\|^{2}=\beta\right\} . \tag{28}
\end{equation*}
$$

By Theorem A. 2 (note that condition (45) is satisfied for $f_{1}(\boldsymbol{x}) \equiv\|\boldsymbol{x}\|^{2}-\beta$ with $\beta>0$ ), the value of both problems is equal to the value of

$$
\begin{array}{ll}
\max _{\mu, \lambda} & \mu \\
\text { s.t. } & \left(\begin{array}{cc}
\boldsymbol{A} & \boldsymbol{b} \\
\boldsymbol{b}^{T} & c-\mu
\end{array}\right) \succeq \lambda\left(\begin{array}{cc}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & -\beta
\end{array}\right),
\end{array}
$$

and therefore these values are the same. $\quad$
We are now ready to prove Theorem 3.3.
Proof of Theorem 3.3. By Theorem 3.2 both $W$ and $F$ are convex. Obviously $W \subseteq F$. To prove the opposite, we first assume without loss of generality that $f_{1}(\boldsymbol{x})=\|\boldsymbol{x}\|^{2}$. The latter assumption is possible since (25) is satisfied. Suppose that $(a, b) \in F$, i.e., $a=\|\boldsymbol{z}\|^{2}, b=f_{2}(\boldsymbol{z})$ for some $\boldsymbol{z} \in \mathbb{C}^{n}$, and let

$$
b_{\min }=\min \left\{f_{2}(\boldsymbol{z}):\|\boldsymbol{z}\|^{2}=a\right\} \text { and } b_{\max }=\max \left\{f_{2}(\boldsymbol{z}):\|\boldsymbol{z}\|^{2}=a\right\} .
$$

By Lemma 3.4, there must be two real vectors $\boldsymbol{x}^{0}, \boldsymbol{x}^{1} \in \mathbb{R}^{n}$ such that $\left\|\boldsymbol{x}^{0}\right\|^{2}=\left\|\boldsymbol{x}^{1}\right\|^{2}=$ $a$ and $f_{2}\left(\boldsymbol{x}^{0}\right)=b_{\text {min }} \leq b \leq b_{\max }=f_{2}\left(\boldsymbol{x}^{1}\right)$. Therefore, $\left(a, b_{\text {min }}\right),\left(a, b_{\text {max }}\right) \in W$. Since $W$ is convex we conclude that $(a, b)$, being a convex combination of $\left(a, b_{\text {min }}\right)$ and $\left(a, b_{\max }\right)$, also belongs to $W$.

### 3.3. A sufficient condition for zero duality gap of $\left(Q P_{\mathbb{R}}\right)$.

3.3.1. The condition. We now use the results on the complex valued problem $\left(Q P_{\mathbb{C}}\right)$ in order to find a sufficient condition for zero duality gap and tightness of the SDR of the real valued problem ( $Q P_{\mathbb{R}}$ ). Our derivation is based on the fact that if an optimal solution of $\left(Q P_{\mathbb{C}}\right)$ is real valued, then $\left(Q P_{\mathbb{R}}\right)$ admits no gap with its dual problem $\left(D_{\mathbb{R}}\right)$.

Theorem 3.5. Suppose that both problems $\left(Q P_{\mathbb{R}}\right)$ and $\left(D_{\mathbb{R}}\right)$ are strictly feasible and that

$$
\begin{equation*}
\exists \hat{\alpha}, \hat{\beta} \in \mathbb{R} \text { such that } \hat{\alpha} \boldsymbol{A}_{1}+\hat{\beta} \boldsymbol{A}_{2} \succ \mathbf{0} . \tag{29}
\end{equation*}
$$

Let $(\bar{\lambda}, \bar{\alpha}, \bar{\beta})$ be an optimal solution of the dual problem $\left(D_{\mathbb{R}}\right)$. If

$$
\begin{equation*}
d=\operatorname{dim}\left(\mathcal{N}\left(\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)\right) \neq 1, \tag{30}
\end{equation*}
$$

then $\operatorname{val}\left(Q P_{\mathbb{R}}\right)=\operatorname{val}\left(D_{\mathbb{R}}\right)=\operatorname{val}\left(S D R_{\mathbb{R}}\right)$ and there exists a real valued solution to $\left(Q P_{\mathbb{C}}\right)$.

Proof. Since both $\left(S D R_{\mathbb{R}}\right)$ and $\left(D_{\mathbb{R}}\right)$ are strictly feasible, $\operatorname{val}\left(D_{\mathbb{R}}\right)=\operatorname{val}\left(S D R_{\mathbb{R}}\right)$. Now, suppose that $d=0$. Then by (13), a solution to $\left(Q P_{\mathbb{C}}\right)$ is given by the real valued vector

$$
\overline{\boldsymbol{x}}=-\left(\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)^{-1}\left(\boldsymbol{b}_{0}-\bar{\alpha} \boldsymbol{b}_{1}-\bar{\beta} \boldsymbol{b}_{2}\right)
$$

Since $\left(Q P_{\mathbb{C}}\right)$ has a real valued solution it follows that $\operatorname{val}\left(Q P_{\mathbb{R}}\right)=\operatorname{val}\left(Q P_{\mathbb{C}}\right)=\operatorname{val}\left(D_{\mathbb{R}}\right)$, where the last equality follows from Theorem 2.2.

Next, suppose that $d \geq 2$. By Theorem 2.5, any optimal solution $\overline{\boldsymbol{z}}$ of $\left(Q P_{\mathbb{C}}\right)$ has the form $\overline{\boldsymbol{z}}=\boldsymbol{B} \overline{\boldsymbol{w}}+\boldsymbol{a}$, where $\overline{\boldsymbol{w}} \in \mathbb{C}^{d}$ is a solution of

$$
\begin{equation*}
g_{1}(\boldsymbol{w}) \geq 0, g_{2}(\boldsymbol{w}) \geq 0, \bar{\alpha} g_{1}(\boldsymbol{w})=0, \bar{\beta} g_{2}(\boldsymbol{w})=0, \quad\left(g_{j}(\boldsymbol{w}) \equiv f_{j}(\boldsymbol{B} \boldsymbol{w}+\boldsymbol{a})\right) \tag{31}
\end{equation*}
$$

Both the matrix $\boldsymbol{B}$ and the vector $\boldsymbol{a}$ are chosen to be real valued; such a choice is possible since the columns of $\boldsymbol{B}$ form a basis for the null space of the real valued matrix $\boldsymbol{A}_{1}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}$ and $\boldsymbol{a}$ is an arbitrary solution of a real valued linear system. Now, obviously $\left(g_{1}(\overline{\boldsymbol{w}}), g_{2}(\overline{\boldsymbol{w}})\right) \in S_{1}$, where $S_{1}=\left\{\left(g_{1}(\boldsymbol{w}), g_{2}(\boldsymbol{w})\right): \boldsymbol{w} \in \mathbb{C}^{d}\right\}$. Since $\boldsymbol{B}$ has full column rank, if (29) is satisfied, then

$$
\begin{equation*}
\hat{\alpha} \boldsymbol{B}^{T} \boldsymbol{A}_{1} \boldsymbol{B}+\hat{\beta} \boldsymbol{B}^{T} \boldsymbol{A}_{2} \boldsymbol{B} \succ \mathbf{0} . \tag{32}
\end{equation*}
$$

The LMI (32) together with the fact that $d \geq 2$ imply that the conditions of Theorem 3.3 are satisfied and thus $S_{1}=S_{2}$, where $S_{2}=\left\{\left(g_{1}(\boldsymbol{x}), g_{2}(\boldsymbol{x})\right): \boldsymbol{x} \in \mathbb{R}^{d}\right\}$. Therefore, there exists $\overline{\boldsymbol{x}} \in \mathbb{R}^{d}$ such that $g_{j}(\overline{\boldsymbol{w}})=g_{j}(\overline{\boldsymbol{x}})$ and as a result, (31) has a real valued solution. To conclude, $\overline{\boldsymbol{z}}=\boldsymbol{B} \overline{\boldsymbol{x}}+\boldsymbol{a} \in \mathbb{R}^{n}$ is a real valued vector which is an optimal solution to $\left(Q P_{\mathbb{C}}\right)$.

A more restrictive sufficient condition than (30) is

$$
\operatorname{dim}\left(\mathcal{N}\left(\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)\right)=0
$$

This condition, as opposed to condition (30), can be directly derived from complementarity conditions of $\left(S D R_{\mathbb{R}}\right)$ and its dual $\left(D_{\mathbb{R}}\right)$.

We note that although a direct verification of the sufficient condition (30) requires the solution of the dual problem $\left(D_{\mathbb{R}}\right)$, we will show that it is possible to use this condition in order to prove strong duality is always satisfied for certain classes of structured nonconvex quadratic problems (see section 3.3.3).
3.3.2. Numerical experiments. To demonstrate the fact that for the TTRS problem (3), the sufficient condition of Theorem 3.5 often holds for random problems, we considered different values of $m$ and $n$ (the number of constraints and the number of variables in the original nonlinear problem) and randomly generated 1000 instances of $\boldsymbol{B}, \boldsymbol{g}, \boldsymbol{A}$, and $\boldsymbol{c}$. We chose $\Delta=0.1$ and $\xi=\left\|\boldsymbol{A}^{T}(-\alpha \boldsymbol{A} \boldsymbol{c})+\boldsymbol{c}\right\|$, with

$$
\alpha=\min \left\{\frac{\Delta}{\|\boldsymbol{A} \boldsymbol{c}\|}, \frac{\boldsymbol{c}^{T}\left(\boldsymbol{A}^{T} \boldsymbol{A}\right) \boldsymbol{c}}{\boldsymbol{c}^{T}\left(\boldsymbol{A}^{T} \boldsymbol{A}\right)^{2} \boldsymbol{c}}\right\}
$$

as suggested in the trust region algorithm of [6]. The SDP problems were solved by SeDuMi [32]. The results are given in Table 2.

In the table, distribution is the distribution from which the coefficients of $\boldsymbol{B}, \boldsymbol{g}, \boldsymbol{A}$, and $\boldsymbol{c}$ are generated. There are two possibilities: uniform distribution $(U[0,1])$ or

Table 2
Results for TTRS.

| $n$ | $m$ | distribution | $N_{\text {suf }}$ | mean | sd |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 1 | Normal | 997 | 5.50 | 2.34 |
| 10 | 1 | Uniform | 1000 | 1.61 | 0.62 |
| 10 | 10 | Normal | 1000 | 5.04 | 2.31 |
| 10 | 10 | Uniform | 1000 | 1.60 | 0.61 |
| 100 | 1 | Normal | 1000 | 13.15 | 2.65 |
| 100 | 1 | Uniform | 1000 | 3.75 | 0.64 |
| 100 | 100 | Normal | 1000 | 12.54 | 2.31 |
| 100 | 100 | Uniform | 1000 | 3.71 | 0.65 |

standard normal distribution $(N(0,1)) . N_{\text {suf }}$ is the number of problems satisfying the sufficient condition (30) out of 1000. mean and $s d$ are the mean and standard deviation of the minimal eigenvalue of the matrix $\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}$. Numerically, the dimension of the null space in condition (30) was determined by the number of eigenvalues of the matrix $\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}$ whose absolute value was less than $10^{-8}$. It is interesting to note that almost all the instances satisfied condition (30) except for 3 cases when $n=10, m=1$ with data generated from the normal distribution. Of course, these experiments reflect the situation in random problems and the results might be different (for better or for worse) if the data is generated differently.
3.3.3. Two classes of problems with zero duality gap. We will now present two classes of nonconvex quadratic problems for which the sufficient condition of Theorem 3.5 is always satisfied.

First class. Consider the problem of minimizing an indefinite quadratic function subject to a norm constraint and a linear inequality constraint:

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathbb{R}^{n}}\left\{\boldsymbol{x}^{T} \mathbf{Q} \boldsymbol{x}+2 \boldsymbol{b}^{T} \boldsymbol{x}:\|\boldsymbol{x}\|^{2} \leq \delta, \boldsymbol{a}^{T} \boldsymbol{x} \leq \xi\right\} . \tag{33}
\end{equation*}
$$

This problem was treated in [33, 35], where it was shown that the SDR is not always tight, although a polynomial-time algorithm for solving this problem was presented. We will find a condition on the data $(\mathbf{Q}, \boldsymbol{a}, \boldsymbol{b})$ that will be sufficient for zero duality gap.

Theorem 3.6. Suppose that problem (33) is strictly feasible and $n \geq 2$. If the dimension of $\mathcal{N}\left(\mathbf{Q}-\lambda_{\min }(\mathbf{Q}) \boldsymbol{I}_{n}\right)$ is at least 2 , then strong duality holds for problem (33).

Proof. Let $(\bar{\lambda}, \bar{\alpha}, \bar{\beta})$ be an optimal solution of the dual problem to (33). From the feasibility of the dual problem it follows that $\mathbf{Q}+\bar{\alpha} \boldsymbol{I}_{n} \succeq \mathbf{0}$. Now, either $\bar{\alpha}>-\lambda_{\min }(\mathbf{Q})$ and in that case $\mathbf{Q}+\bar{\alpha} \boldsymbol{I}_{n}$ is nonsingular and thus the dimension of $\mathcal{N}\left(\mathbf{Q}+\bar{\alpha} \boldsymbol{I}_{n}\right)$ is 0 or $\bar{\alpha}=-\lambda_{\min }(\mathbf{Q})$ and in this case $\mathcal{N}\left(\mathbf{Q}+\bar{\alpha} \boldsymbol{I}_{n}\right)$ is of dimension at least 2 by the assumptions. The result follows now from Theorem 3.5.

Second class. Consider problem $\left(Q P_{\mathbb{R}}\right)$ with matrices $\boldsymbol{A}_{i}$ of the following form:

$$
\begin{equation*}
\boldsymbol{A}_{i}=\boldsymbol{I}_{r} \otimes \mathbf{Q}_{i}, \quad i=0,1,2 \tag{34}
\end{equation*}
$$

where $\mathbf{Q}_{i}=\mathbf{Q}_{i}^{T} \in \mathbb{R}^{m \times m}, r>1$, and $n=r m$. Here $\otimes$ denotes the Kronecker product. In section 3.4 we will show that this class of problems naturally arises in unstructured robust least squares problems. The following theorem, which is a direct consequence of the sufficient condition (30), states that under some mild conditions (such as strict feasibility), strong duality holds.

Theorem 3.7. Suppose that both problems $\left(Q P_{\mathbb{R}}\right)$ and ( $D_{\mathbb{R}}$ ) are strictly feasible and that $\boldsymbol{A}_{i}$ is given by (34). Moreover, suppose that there exist $\hat{\alpha}$ and $\hat{\beta}$ such that

$$
\begin{equation*}
\hat{\alpha} \mathbf{Q}_{1}+\hat{\beta} \mathbf{Q}_{2} \succ \mathbf{0} . \tag{35}
\end{equation*}
$$

Then strong duality holds for $\left(Q P_{\mathbb{R}}\right)$.
Proof. The validity of condition (35) readily implies that (29) holds true. Moreover, by the premise of the theorem, both problems $\left(Q P_{\mathbb{R}}\right)$ and $\left(D_{\mathbb{R}}\right)$ are strictly feasible. We are thus left with the task of proving that condition (30) is satisfied. Indeed, let $(\bar{\lambda}, \bar{\alpha}, \bar{\beta})$ be an optimal solution of the dual problem $\left(D_{\mathbb{R}}\right)$. Then the matrix $\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}$ is equal to $\boldsymbol{I}_{r} \otimes\left(\mathbf{Q}_{0}-\bar{\alpha} \mathbf{Q}_{1}-\bar{\beta} \mathbf{Q}_{2}\right)$. Using properties of eigenvalues of Kronecker products [14], we conclude that the multiplicities of the eigenvalues of the latter matrix must be multiplicities of $r$, i.e., $r, 2 r, \ldots$. The dimension of $\mathcal{N}\left(\boldsymbol{A}_{0}-\bar{\alpha} \boldsymbol{A}_{1}-\bar{\beta} \boldsymbol{A}_{2}\right)$ is the multiplicity of the eigenvalue 0 , which by the fact that $r>1$, cannot be equal to 1 . Hence, by Theorem 3.5 , strong duality holds.
3.4. Application to unstructured robust least squares. The robust least squares (RLS) problem was introduced and studied in [16, 7]. Consider a linear system $\boldsymbol{A} \boldsymbol{x} \approx \boldsymbol{b}$ where $\boldsymbol{A} \in \mathbb{R}^{r \times n}, \boldsymbol{b} \in \mathbb{R}^{r}$, and $\boldsymbol{x} \in \mathbb{R}^{n}$. Assume that the matrix and right-hand side vector $(\boldsymbol{A}, \boldsymbol{b})$ are not fixed but rather given by a family of matrices ${ }^{3}$ $(\boldsymbol{A}, \boldsymbol{b})+\boldsymbol{\Delta}^{T}$, where $(\boldsymbol{A}, \boldsymbol{b})$ is a known nominal value and $\boldsymbol{\Delta} \in \mathbb{R}^{(n+1) \times r}$ is an unknown perturbation matrix known to reside in a compact uncertainty set $\mathcal{U}$. The RLS approach to this problem is to seek a vector $\boldsymbol{x} \in \mathbb{R}^{n}$ that minimizes the worst case data error with respect to all possible values of $\boldsymbol{\Delta} \in \mathcal{U}$ :

$$
\begin{equation*}
\min _{\boldsymbol{x}} \max _{\Delta \in \mathcal{U}}\left\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}+\boldsymbol{\Delta}^{T}\binom{\boldsymbol{x}}{-1}\right\|^{2} . \tag{36}
\end{equation*}
$$

In [16] the uncertainty set $\mathcal{U}$ in the unstructured case was chosen to contain all matrices $\boldsymbol{\Delta}$ satisfying a simple Frobenius norm constraint, i.e.,

$$
\begin{equation*}
\operatorname{Tr}\left(\boldsymbol{\Delta}^{T} \boldsymbol{\Delta}\right) \leq \rho \tag{37}
\end{equation*}
$$

The RLS problem is considered difficult in the case when the uncertainty set $\mathcal{U}$ is given by an intersection of ellipsoids; see the related problem ${ }^{4}$ of finding a robust counterpart of a conic quadratic problem [3]. Nonetheless, we will now show that a byproduct of our results is that as long as $r>1$, the RLS problem with uncertainty set given by an intersection of two ellipsoids is tractable. Specifically, we consider an uncertainty set $\mathcal{U}$ given by two norm constraints:

$$
\begin{equation*}
\mathcal{U}=\left\{\boldsymbol{\Delta} \in \mathbb{R}^{(n+1) \times r}: \operatorname{Tr}\left(\boldsymbol{\Delta}^{T} \boldsymbol{B}_{i} \boldsymbol{\Delta}\right) \leq \rho_{i}, i=1,2\right\}, \tag{38}
\end{equation*}
$$

where $\boldsymbol{B}_{i}=\boldsymbol{B}_{i}^{T} \in \mathbb{R}^{(n+1) \times(n+1)}$ and $\rho_{i}>0$. We also assume that

$$
\begin{equation*}
\exists \gamma_{1} \geq 0, \gamma_{2} \geq 0 \text { such that } \gamma_{1} \boldsymbol{B}_{1}+\gamma_{2} \boldsymbol{B}_{2} \succ \mathbf{0} \text {. } \tag{39}
\end{equation*}
$$

The above condition will ensure strict feasibility of the dual problem to the inner maximization problem of (36).

[^3]The form of the uncertainty set (38) is more general than the standard singleconstraint form (37) and it can thus be used to describe more complicated scenarios of uncertainties. Using some simple algebraic manipulations the objective function in (36) can be written as

$$
\left\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}+\boldsymbol{\Delta}^{T} \tilde{\boldsymbol{x}}\right\|^{2}=\operatorname{Tr}\left(\boldsymbol{\Delta}^{T} \tilde{\boldsymbol{x}} \tilde{\boldsymbol{x}}^{T} \boldsymbol{\Delta}\right)+2 \operatorname{Tr}\left((\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}) \tilde{\boldsymbol{x}}^{T} \boldsymbol{\Delta}\right)+\operatorname{Tr}\left((\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})^{T}\right)
$$

where we denoted

$$
\begin{equation*}
\tilde{\boldsymbol{x}}=\binom{\boldsymbol{x}}{-1} \tag{40}
\end{equation*}
$$

Relying on the identities

$$
\begin{equation*}
\operatorname{Tr}\left(\boldsymbol{A}^{T} \boldsymbol{B} \boldsymbol{A}\right)=\operatorname{vec}(\boldsymbol{A})^{T}\left(\boldsymbol{I}_{r} \otimes \boldsymbol{B}\right) \operatorname{vec}(\boldsymbol{A}), \quad \operatorname{Tr}\left(\boldsymbol{A}^{T} \mathbf{C}\right)=\operatorname{vec}(\boldsymbol{A})^{T} \operatorname{vec}(\mathbf{C}) \tag{41}
\end{equation*}
$$

for every $\boldsymbol{A}, \mathbf{C} \in \mathbb{R}^{p \times r} \boldsymbol{B} \in \mathbb{R}^{p \times p}$, where for a matrix $\boldsymbol{M}$, $\operatorname{vec}(\boldsymbol{M})$ denotes the vector obtained by stacking the columns of $\boldsymbol{M}$, the inner maximization problem in (36) takes the following form:

$$
\begin{equation*}
\max \left\{\operatorname{vec}(\boldsymbol{\Delta})^{T} \mathbf{Q} \operatorname{vec}(\boldsymbol{\Delta})+2 \boldsymbol{f}^{T} \operatorname{vec}(\boldsymbol{\Delta})+c: \boldsymbol{\Delta} \in \mathcal{U}\right\} \tag{42}
\end{equation*}
$$

where $\mathbf{Q}=\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}} \tilde{\boldsymbol{x}}^{T}, \boldsymbol{f}=\operatorname{vec}\left(\tilde{\boldsymbol{x}}(\boldsymbol{A x}-\boldsymbol{b})^{T}\right)$, and $c=\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2}$. By the first identity of (41) it follows that $\mathcal{U}$ can be written as

$$
\mathcal{U}=\left\{\boldsymbol{\Delta} \in \mathbb{R}^{(n+1) \times r}: \operatorname{vec}(\boldsymbol{\Delta})^{T}\left(\boldsymbol{I}_{r} \otimes \boldsymbol{B}_{i}\right) \operatorname{vec}(\boldsymbol{\Delta}) \leq \rho_{i}, i=1,2\right\}
$$

Therefore, all the matrices in the inner maximization problem (42) are of the form $\boldsymbol{I}_{r} \otimes G$. Noting that all the other conditions of Theorem 3.7 are satisfied (strict feasibility of the primal and dual problems and (35)), we conclude that strong duality holds for (42) and its value is thus equal to the value of the dual problem given by

$$
\min _{\alpha \geq 0, \beta \geq 0, \lambda}\left\{-\lambda \left\lvert\,\left(\begin{array}{cc}
-\mathbf{Q}+\boldsymbol{I}_{r} \otimes\left(\alpha \boldsymbol{B}_{1}+\beta \boldsymbol{B}_{2}\right) & -\boldsymbol{f} \\
-\boldsymbol{f}^{T} & -c-\lambda-\alpha \rho_{1}-\beta \rho_{2}
\end{array}\right) \succeq \mathbf{0}\right.\right\} .
$$

Now, using the following identities (see [14]):

$$
\begin{aligned}
\mathbf{Q} & =\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}} \tilde{\boldsymbol{x}}^{T}=\left(\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}}\right)\left(\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}}\right)^{T} \\
\boldsymbol{f} & =\operatorname{vec}\left(\tilde{\boldsymbol{x}}(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})^{T}\right)=\left(\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}}\right)(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})
\end{aligned}
$$

the dual problem is transformed to

$$
\begin{gathered}
\min _{\alpha \geq 0, \beta \geq 0, \lambda} \\
\left\{-\lambda \left\lvert\,\left(\begin{array}{cc}
-\left(\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}}\right)\left(\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}}^{T}\right)+\boldsymbol{I}_{r} \otimes\left(\alpha \boldsymbol{B}_{1}+\beta \boldsymbol{B}_{2}\right) & -\left(\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}}\right)(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}) \\
-(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})^{T}\left(\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}}\right)^{T} & -\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|^{2}-\lambda-\alpha \rho_{1}-\beta \rho_{2}
\end{array}\right) \succeq \mathbf{0}\right.\right\},
\end{gathered}
$$

which, by Schur complement, can be written as

$$
\min _{\alpha \geq 0, \beta \geq 0, \lambda}\left\{-\lambda \left\lvert\,\left(\begin{array}{ccc}
\boldsymbol{I}_{r} & \left(\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}}\right)^{T} & \boldsymbol{A} \boldsymbol{x}-\boldsymbol{b} \\
\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}} & \boldsymbol{I}_{r} \otimes\left(\alpha \boldsymbol{B}_{1}+\beta \boldsymbol{B}_{2}\right) & \mathbf{0} \\
(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})^{T} & \mathbf{0} & -\lambda-\alpha \rho_{1}-\beta \rho_{2}
\end{array}\right) \succeq \mathbf{0}\right.\right\} .
$$

Finally, we arrive at the following SDP formulation of the RLS problem (36):

$$
\min _{\alpha \geq 0, \beta \geq 0, \lambda, x}\left\{-\lambda \left\lvert\,\left(\begin{array}{ccc}
\boldsymbol{I}_{r} & \left(\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}}\right)^{T} & \boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}  \tag{43}\\
\boldsymbol{I}_{r} \otimes \tilde{\boldsymbol{x}} & \boldsymbol{I}_{r} \otimes\left(\alpha \boldsymbol{B}_{1}+\beta \boldsymbol{B}_{2}\right) & \mathbf{0} \\
(\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b})^{T} & \mathbf{0} & -\lambda-\alpha \rho_{1}-\beta \rho_{2}
\end{array}\right) \succeq \mathbf{0}\right.\right\} .
$$

We summarize the discussion in this section in the following theorem.
THEOREM 3.8. Consider the RLS problem (36), where the uncertainty set $\mathcal{U}$ is given by (38), $r>1$, and $\boldsymbol{B}_{1}, \boldsymbol{B}_{2}$ satisfy condition (39). Let $(\alpha, \beta, \lambda, \boldsymbol{x})$ be a solution to the SDP problem (43), where $\tilde{\boldsymbol{x}}$ is given in (40). Then $\boldsymbol{x}$ is the optimal solution of the RLS problem (36).

## Appendix. Extended Finsler's theorem.

Theorem A. 1 (Finsler's theorem [11, 21]). Let $\mathbb{F}$ be one of the fields $\mathbb{R}$ or $\mathbb{C}$ and let $\boldsymbol{A}, \boldsymbol{B} \in \mathbb{R}^{n \times n}$ be symmetric matrices. Suppose that there exist $\boldsymbol{x}_{1}, \boldsymbol{x}_{2} \in \mathbb{F}^{n}$ such that $\boldsymbol{x}_{1}^{*} \boldsymbol{A} \boldsymbol{x}_{1}>0$ and $\boldsymbol{x}_{2}^{*} \boldsymbol{A} \boldsymbol{x}_{2}<0$. Then

$$
\boldsymbol{z}^{*} \boldsymbol{B} \boldsymbol{z} \geq 0 \text { for every } \boldsymbol{z} \in \mathbb{F}^{n} \text { such that } \boldsymbol{z}^{*} \boldsymbol{A} \boldsymbol{z}=0
$$

if and only if there exists $\alpha \in \mathbb{R}$ such that $\boldsymbol{B}-\alpha \boldsymbol{A} \succeq \mathbf{0}$.
We note that the complex case can be reduced to the real case by using

$$
\boldsymbol{z}^{*} \boldsymbol{A} \boldsymbol{z}=\left(\boldsymbol{x}^{T} \boldsymbol{y}^{T}\right)\left(\begin{array}{cc}
\boldsymbol{A} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{A}
\end{array}\right)\binom{\boldsymbol{x}}{\boldsymbol{y}}
$$

for all $\boldsymbol{z}=\boldsymbol{z}+i \boldsymbol{y}, \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$, where $\boldsymbol{A} \in \mathbb{R}^{n \times n}$ is symmetric.
While Finsler's theorem deals with homogeneous quadratic forms, the extended version considers nonhomogeneous quadratic functions.

Theorem A. 2 (extended Finsler's theorem). Let $\mathbb{F}$ be one of the fields $\mathbb{R}$ or $\mathbb{C}$ and let $\boldsymbol{A}_{1}, \boldsymbol{A}_{2} \in \mathbb{R}^{n \times n}$ be symmetric matrices such that

$$
\begin{equation*}
\boldsymbol{A}_{2} \succeq \eta \boldsymbol{A}_{1} \text { for some } \eta \in \mathbb{R} \tag{44}
\end{equation*}
$$

Let $f_{j}: \mathbb{F}^{n} \rightarrow \mathbb{R}, f_{j}(\boldsymbol{x})=\boldsymbol{x}^{*} \boldsymbol{A}_{j} \boldsymbol{x}+2 \Re\left(\boldsymbol{b}_{j}^{T} \boldsymbol{x}\right)+c_{j}$, where $\boldsymbol{b}_{j} \in \mathbb{R}^{n}$ and $c_{j}$ is a real scalar. ${ }^{5}$ Suppose that

$$
\begin{equation*}
\exists \boldsymbol{x}_{1}, \boldsymbol{x}_{2} \in \mathbb{F}^{n} \text { such that } f_{1}\left(\boldsymbol{x}_{1}\right)>0, f_{1}\left(\boldsymbol{x}_{2}\right)<0 \tag{45}
\end{equation*}
$$

Then the following two statements are equivalent:
(i) $f_{2}(\boldsymbol{x}) \geq 0$ for every $\boldsymbol{x} \in \mathbb{F}^{n}$ such that $f_{1}(\boldsymbol{x})=0$.
(ii) There exists $\lambda \in \mathbb{R}$ such that

$$
\left(\begin{array}{cc}
\boldsymbol{A}_{2} & \boldsymbol{b}_{2} \\
\boldsymbol{b}_{2}^{T} & c_{2}
\end{array}\right) \succeq \lambda\left(\begin{array}{cc}
\boldsymbol{A}_{1} & \boldsymbol{b}_{1} \\
\boldsymbol{b}_{1}^{T} & c_{1}
\end{array}\right) .
$$

Proof. (ii) $\Rightarrow$ (i) is a trivial implication. Now, suppose that (i) is satisfied. Making the change of variables $\boldsymbol{x}=(1 / t) \boldsymbol{y}\left(\boldsymbol{y} \in \mathbb{F}^{n}, t \neq 0\right)$ and multiplying $f_{1}$ and $f_{2}$ by $|t|^{2}$, (i) becomes

$$
\begin{equation*}
g_{2}(\boldsymbol{y}, t) \geq 0 \text { for every } \boldsymbol{y} \in \mathbb{F}^{n}, t \neq 0 \text { such that } g_{1}(\boldsymbol{y}, t)=0 \tag{46}
\end{equation*}
$$

[^4]where $g_{j}(\boldsymbol{y}, t)=\boldsymbol{y}^{*} \boldsymbol{A}_{j} \boldsymbol{y}+2 \Re\left(\boldsymbol{b}_{j}^{T} \boldsymbol{y} t\right)+c_{j}|t|^{2}$. Notice that if $t$ would not be restricted to be nonzero, then by Theorem A.1, statement (ii) is true ( $g_{1}$ and $g_{2}$ are homogeneous quadratic functions). Thus, all is left to prove is that (46) is true for $t=0$. However, by replacing $t \neq 0$ with $t=0$, (46) reduces to
$$
\boldsymbol{y}^{*} \boldsymbol{A}_{2} \boldsymbol{y} \geq 0 \text { for every } \boldsymbol{y} \in \mathbb{F}^{n} \text { such that } \boldsymbol{y}^{*} \boldsymbol{A}_{1} \boldsymbol{y}=0
$$
which, by Theorem A.1, is equivalent to condition (44).
The condition in Theorem A. 2 holds true, for instance, if $\boldsymbol{A}_{2}$ is positive definite or if $\boldsymbol{A}_{1}$ is definite. The case in which $\boldsymbol{A}_{1}$ is definite was already proven for the real case in [33, Corollary 6].
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[^1]:    ${ }^{1}$ This formulation can be found in [34].

[^2]:    ${ }^{2}$ Note that this assumption readily implies that problem $\left(D_{\mathbb{C}}\right)$ is strictly feasible.

[^3]:    ${ }^{3}$ The perturbation matrix appears in a transpose form for the sake of simplicity of notation.
    ${ }^{4}$ Note that finding a tractable formulation to the RLS problem is the key ingredient in deriving a robust counterpart of a conic quadratic constraint of the form $\|\boldsymbol{A} \boldsymbol{x}+\boldsymbol{b}\| \leq \boldsymbol{c}^{T} \boldsymbol{x}+d$.

[^4]:    ${ }^{5}$ In the case $\mathbb{F}=\mathbb{R}, f_{j}$ can be written as $f_{j}(\boldsymbol{x})=\boldsymbol{x}^{T} \boldsymbol{A}_{j} \boldsymbol{x}+2 \boldsymbol{b}_{j}^{T} \boldsymbol{x}+c_{j}$.

