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Inspired by recent experiments, we present a phase-field model of microphase separation in an elastomer
swollen with a solvent. The imbalance between the molecular scale of demixing and the mesoscopic scale
beyond which elasticity operates produces effective long-range interactions, forming stable finite-sized
domains. Our predictions concerning the dependence of the domain size and transition temperature on the
stiffness of the elastomer are in good agreement with the experiments. Analytical phase diagrams, aided by
numerical findings, capture the richness of the microphase morphologies, paving the way to create stable,
patterned elastomers for various applications.
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Introduction—The interplay between elasticity and
phase separation has been widely explored in various
contexts since Cahn’s classic work from the 1960s on
spinodal decomposition [1]. For example, a mismatch in
the constituents’ elastic moduli in metallic alloys can either
hinder or speed up phase separation [2]. Similarly, elasticity
regulates the morphology of the phase-separated domains
in gels [3–5] and liquid-crystalline fluids [6], which can
lead to intricate patterns. Besides, mounting evidence
now indicates that phase separation and elasticity are both
crucial to the development of many membraneless organ-
elles within biological cells, rekindling interest in the
topic [7–11]. To sidestep the complexities of the biological
world, several experiments have been conducted with syn-
thetic, in vitromodel systems in the past few years [12–16].
The results of these experiments, along with related theo-
retical work [17–23], once again emphasize the influence
of elasticity on phase separation in soft matter systems.
A recent experiment showed elasticity-controlled micro-

phase separation to be a highly effective technique for
generating patterned elastomers with complex morpholo-
gies [24]. In the study, a temperature quench is used to
trigger microphase separation in elastomers swollen with a
solvent. The results are reminiscent of older observations of
phase separation and critical density fluctuations in swollen
gels as the temperature is lowered [25–28]. In the new
experiments, however, the elastomer does not fully phase
separate from the solvent, and instead forms stable bicon-
tinuous microstructures or droplets whose sizes are deter-
mined by the stiffness of the elastomer. This microphase
separation plausibly arises because of a pronounced differ-
ence in the length scales at which thermodynamics and

elasticity operate [24]. This is unlike previous examples,
where patterned phases were primarily seen in systems with
anisotropic elasticity or external stresses [29] or involving
nontrivial phenomena such as cavitation [18,30].
In this Letter, we introduce a phase-field model that

captures the key features of microphase separation in
swollen elastomers in the limit of weak segregation.
Recent theoretical work [31], also inspired by the afore-
mentioned experiments, has demonstrated that the length-
scale discrepancy between elasticity and thermodynamics
in elastomers can be resolved using nonlocal theories of
elasticity [32–34]. Nonlocal approaches have also been
employed in other systems with scale-dependent phenom-
ena, such as certain porous materials [35] and DNA
elasticity [36].
The stiffness of elastomers arise primarily due to strain-

induced changes in the configurational entropy of polymer
chains [37–39]. Our scaling results for the domain size and
microphase separation temperature, obtained by using
results from rubber (entropic) elasticity and incorporating
nonlocal effects, agree with the experimental observations.
We also highlight the diversity of the microphase mor-
phologies by constructing a phase diagram and supple-
menting it with numerical results. Put together, our findings
underscore an intricate coupling between thermodynamics
and elasticity, opening up novel ways to produce pattern-
able materials for various purposes.
Model—We consider a charge-neutral elastomer consist-

ing of a cross-linked polymer network isotropically swollen
with a solvent. Polymer-solvent interaction occurs over
typical intermolecular distances (e.g., the size of the solvent
molecules). On the other hand, the elastic response of the
elastomer stems entirely from the underlying polymer
network, which has a much larger, usually mesoscopic,
characteristic length scale (Fig. 1). Deformations of the*Contact author: manu.mannattil@posteo.net
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elastomer occurring below this length scale should not
engender a significant elastic response. Elastomers can
undergo large deformations during swelling, and they are
customarily studied using nonlinear elasticity [40].
However, once the elastomer is completely swollen, further
elastic deformations are well described using linear elas-
ticity in terms of a three-dimensional (3D) displacement
field uðxÞ defined over points x on the elastomer [41]. The
resulting strain field is ε ¼ 1

2
½∇uþ ð∇uÞT�, with ð∇uÞT

being the transpose of ∇u.
For a precise description of thermodynamic interactions

caused by compositional changes in the elastomer, the
continuum fields u and εmust both be defined at molecular
length scales. However, only those deformations occurring
above a much larger length scale stress the elastomer
substantially. To address this, we consider a constitutive
stress-strain relationship of the form

σðεÞ ¼ λðtr ε̄Þ1þ 2με̄; ð1Þ

where λ and μ are the Lamé parameters, 1 is the 3 × 3
identity matrix, and tr ε̄ denotes the trace of a coarse-
grained strain ε̄, defined by

ε̄ðxÞ ¼
Z

d3x0Khðx − x0Þεðx0Þ: ð2Þ

Here Khðx − x0Þ is an isotropic, scalar kernel that depends
only on the distance jx − x0j between two points x; x0 in
space. For concreteness, we use a normalized Gaussian
kernel KhðxÞ ¼ ð4πh2Þ−3=2e−jxj2=ð4h2Þ, with h being a
suitable mesoscopic length scale that controls the extent
of coarse-graining. Nonetheless, as we demonstrate in
Supplemental Material (SM) [42], our results are indepen-
dent of our choice for this kernel.
The stress σ computed using Eqs. (1) and (2) models the

correct elastic response of the elastomer, while simulta-
neously allowing us to use the strain ε to capture composi-
tional changes at molecular length scales. This model is a
particular instance of the Eringen framework [32–34] of
nonlocal elasticity, and it leads to an elastic energy density

wðεÞ of the form

wðεÞ ¼ λ

2
ðtr εÞðtr ε̄Þ þ μtr ðεε̄Þ; ð3Þ

obtained by contracting the strain ε with the stress σ in
Eq. (1) expressed in terms of ε̄. As the kernel Kh is positive
definite and normalized, wðεÞ remains positive, bounded
from below, and reduces to the usual Hookean energy
density in the limit h → 0.
Let the elastomer be isotropically swollen initially at a

temperature T with a constant volume fraction ϕ0 of the
polymer network. Compositional changes that occur as the
temperature is lowered cause the local network volume
fraction ϕðxÞ at a point x to deviate from ϕ0. The grand-
canonical free energy of the elastomer is then given by

F ½ψ ; ε� ¼
Z

d3x

�
fðψÞ þ 1

2
κj∇ψ j2 þ wðεÞ − ηψ

�
: ð4Þ

Here we have defined the order parameter (phase field)
ψðxÞ ¼ ϕðxÞ − ϕ� assuming that the homogeneous system
has a “critical” point ðϕ�; T�Þ, and take the free-energy
density fðψÞ to be in a Landau form

fðψÞ ¼ 1

2
aðT − T�Þψ2 þ 1

4
bψ4; ð5Þ

with a and b being positive phenomenological constants.
Contributions from polymer-solvent mixing are included in
this phenomenological fðψÞ, with the ψ4 term playing an
additional role in stabilizing phase separation. For polymer
networks cross-linked in solution, the critical temperature
T� is likely to be close to the theta temperature before
cross-linking [69]. Similar free-energy densities have been
used to model swelling and deswelling of gels [70–73].
Also included in Eq. (4) is the elastic energy density wðεÞ
and a gradient-squared term with an interfacial parameter
κ > 0 to penalize spatial variations in ψ . Finally, η is a
Lagrange multiplier to constrain the mean value of ψ to
ψ0 ¼ ϕ0 − ϕ�, thereby conserving the total volume of the
polymer network.
For small deformations of the elastomer close to the

critical point, the strain ε and the order parameter ψ are
related by a material conservation relation (SM [42]),

tr ε ¼ ∇·u ≈ −ϕ�−1ψ : ð6Þ

Compositional changes in the polymer volume fraction
during temperature quenches arise primarily via solvent
diffusion. This allows us to disregard shear deformations
and use Eqs. (3) and (6) to write the total elastic energy as a
binary interaction in ψ mediated by the coarse-graining
kernel Kh.
For linear stability analysis of Eq. (4), we express

the order parameter ψðxÞ and the kernel KhðxÞ in terms

FIG. 1. Displacements uðxÞ occurring below a characteristic
length scale h do not stress the elastomer significantly. Using a
coarse-grained strain field ε̄, such displacements are “blurred
away” and filtered out. In our model, we choose h as a multiple
nξ of the end-to-end distance ξ between adjacent cross-links of
the polymeric network within the elastomer.
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of their Fourier transforms, ψq ¼
R
d3x e−iq·xψðxÞ and

KhðqÞ ¼ e−h
2q2 . Upon expressing the quadratic part of

the total free energy in Fourier space, we find (SM [42])

F ½ψ � ¼ 1

2

Z
d3q
ð2πÞ3ψ−qFqψqþ

Z
d3x

�
1

4
bψ4 − ηψ

�
; ð7Þ

where Fq is the Fourier transform of the effective binary
interaction for ψ given by

Fq ¼ aðT − T�Þ þ κq2 þMe−h
2q2 : ð8Þ

Here q ¼ jqj and M ¼ ðλþ 2μÞ=ϕ�2 is the rescaled longi-
tudinal modulus [74,75] of the swollen elastomer.
The second term in Eq. (8), which favors long-range

(small q) modulations in ψ , measures the energy cost to
create interfaces. Meanwhile, the elastic term Me−h

2q2

favors short-range (large q) modulations. Hence, we
expect the emergence of a stable, spatially modulated
phase at an intermediate length scale, provided that the
elastic term is adequately large. The characteristic size of
the modulated phase scales as Λ ∼ 2πqm−1, where qm is the
wave number at which Fq acquires its minimum. From
Eq. (8), we see that Fq has a minimum at a nonzero qm
given by

q2m ¼ h−2 ln γ; ð9Þ

only if the dimensionless parameter γ ¼ Mh2=κ > 1. The
parameter γ, which measures the relative importance of
elastic and interfacial effects, is analogous to the (inverse)
elastocapillary number [20,76] and the Lifshitz point [77]
of Eq. (7) is located at γ ¼ 1 (SM [42]). If the elastic energy
cost exceeds the cost to form interfaces (γ > 1), the system
can minimize its total energy by creating many stable,
finite-sized domains, resulting in microphase separation.
Note that if h ¼ 0 in Eq. (2) and the system exhibits a local
elastic response, we can recover known results for swollen
polymer networks from the free energy in Eq. (7), such as
the onset of spinodal decomposition at temperatures where
the osmotic longitudinal modulus vanishes, negative
Poisson’s ratio, etc. [78] (SM [42]).
During a temperature quench from the uniform phase

with ψðxÞ ¼ ψ0, the onset of microphase separation
is indicated by linear instability in the order-parameter
fluctuations. Upon expressing ψðxÞ ¼ ψ0 þ δψðxÞ and
expanding the free energy in Eq. (7) up to Oðδψ2Þ in
the fluctuations δψðxÞ, we determine that the instability
arises at a temperature where Fq ¼ −3bψ0

2 and q ¼ qm.
This provides an estimate for the temperature Tmicro at
which microphase separation begins, which we find to be

Tmicroðψ0Þ ¼ T� − a−1
�
3bψ0

2 þMγ−1ð1þ ln γÞ�: ð10Þ

Clearly, Tmicro decreases linearly with the modulus M,
showing that deeper temperature quenches are required to
induce microphase separation in stiffer elastomers.
Comparison to experiments—Polydimethylsiloxane

(PDMS) elastomers, such as the ones used in the experi-
ments in Ref. [24], are susceptible to chain entanglement
effects that can alter their elastic response substantially,
particularly at low crosslink densities [79–82]. However,
based on the observed variation of the Young’s modulus
with cross-link density (detailed in the SM [42]), we judge
entanglement effects to be negligible, enabling us to use
classical rubber elasticity theory in our analysis.
Apart from the intermolecular distance, a relevant length

scale in elastomers is the root-mean-square end-to-end
distance ξ of the strands between adjacent cross-links in the
polymer network [83–86] (Fig. 1). Taking each strand to be
a freely jointed chain with a Flory ratio C∞ [37], composed
of N repeat units of length l, we have ξ2 ∼ 1

2
C∞Nl2

[38,86]. Here the factor of 1
2
is an estimate assuming the

network junctions have tetrafunctional connectivity. If the
strands and the repeat units have molecular masses ms and
mr, respectively, then N ¼ ms=mr. Assuming that the
elastomer has a mass density ρ, its Young’s modulus in
the dry state is Y ¼ 3ρkBT=2ms [39]. Using this expression
to writems and N in terms of Y, we find that the end-to-end
distance scales as [84,85]

ξ ∼ ð3B=YÞ1=2; ð11Þ
where B ¼ C∞ρl2kBT=ð4mrÞ is a material-dependent
parameter, with kB being the Boltzmann constant. See
SM [42] for further details. For PDMS elastomers we find
B ¼ 0.006 kPa μm2, which gives ξ ∼ 5 − 50 nm for the
experimental range of Y ∼ 10 − 800 kPa. Compared to ξ,
the intermolecular length scale (∼l) is of the order of a few
Å. The polymer network within the elastomer can be treated
as an elastic continuum only at length scales much larger
than ξ, but proportional to it. For this reason, we take the
coarse-graining length scale to be h ¼ nξ. Here, the phe-
nomenological factor n can be interpreted as the average
number of crosslinks we coarse grain over in each direction
(Fig. 1). Its value depends on the kernel used in Eq. (2), with
wider, long-range kernels giving smaller values for n.
In order to estimate the domain size Λ of the micro-

phases, we note that the rescaled longitudinal modulus M
of a swollen elastomer is related to its dry Young’s modulus
Y via M ∼ 1

3
ϕ�−5=3Y [28,42]. Interface formation occurs at

intermolecular length scales, so we estimate the interfacial
parameter as κ ∼ kBT=l [87]. With the choice h ¼ nξ, the
parameter γ is independent of Y, and using Eqs. (9) and (11)
we find the scaling

Λ ∼ 2π

"
3Bn2

Y ln
�
Bn2κ−1ϕ−5=3

�
	
#
1=2

: ð12Þ
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The scaling Λ ∼ Y−1=2 above is markedly different from
what one would expect on dimensional grounds alone (the
so-called rheological mesh size of polymer networks that
scales as ðkBT=YÞ1=3 [88,89]). In Fig. 2(a), we compare the
experimental results and Eq. (12) and find good agreement
between the two. Furthermore, as we see from Fig. 2(b),
the microphase separation temperature Tmicro linearly
decreases with Y, which is consistent with the prediction
of Eq. (10). Using the Tmicro data, one can estimate the
parameters ðϕ�; T�Þ appearing in Eq. (5). We show in the
SM [42] that these scalings for Λ and Tmicro are agnostic to
the choice of the kernel Kh in Eq. (2).
Close to the critical point, the microphase domain

boundaries are diffuse (weak segregation), and they are
well approximated as modulations in the order parameter ψ
with a wave number q ¼ qm [90,91]. A phase diagram in
the ðϕ0; TÞ plane constructed using this one-mode approxi-
mation is presented in Fig. 3(a), with the analytical steps
detailed in SM [42]. For simplicity, we have only examined
2D modulations in the phase diagram. Nonetheless, it
shows excellent agreement with the equilibrium phases
found by numerically minimizing the free energy in 3D
[Figs. 3(b) and 3(c)]. Near the critical point, there are three
distinct phases: a uniform phase, a droplet (hexagonal)
phase consisting of solvent-rich droplets embedded within
the elastomer, and a stripe phase composed of alternating
solvent-rich and solvent-deficient layers. An “inverted”
droplet phase also appears at low ϕ0.
In Fig. 3(a), the first-order phase-transition curves that

divide the different phases converge at a critical point T 0�,
where a second-order transition between the uniform and
the stripe phase is possible. The phase diagram has the

same topology as phase diagrams for block copolymers
[92,93] and other systems displaying modulated phases
[94–97], which are often characterized by a Landau–
Brazovskii free energy. We show in SM [42] that the free
energy in Eq. (7) can be simplified to this form, explaining
the generic nature of the phase diagram, which also has
regions of phase coexistence [42]. However, for the
experimental parameter ranges used here, the widths of
these regions are very small, and therefore are not depicted.
The absence of substantial regions of phase coexistence
may account for the apparent lack of hysteresis seen in the
experiments [24].
The phase diagram in Fig. 3(a) shows good agreement

with the experimental results and predicts the onset of
microphase separation well. Experimentally, droplets are
seen in soft elastomers with Y ≲ 40 kPa. Only bicontin-
uous structures (different from stripes and droplets) are
observed in stiffer elastomers. However, because of the
generic topology of the theoretical phase diagram, irre-
spective of the stiffness, we expect the droplet phase to
always appear first during an off-critical temperature

(a) (b)

FIG. 2. (a) Domain size Λ as a function of the Young’s modulus
Y of the dry elastomer (log-log plot). The circles indicate
experimental values of Λ for PDMS elastomers from Ref. [24],
showing the scaling Λ ∼ Y−1=2. The dashed line represents the
prediction from Eq. (12) with κ ¼ 0.013 kPa μm2 and fitting
parameters n ¼ 110, ϕ� ¼ 0.2. (b) Decrease in the microphase
separation temperature Tmicro with Y. The circles show the
experimental values of Tmicro for an initial swelling temperature
of 60 °C [24]. The crosses represent Tmicro estimated from
Eq. (10) using experimental values of the mean polymer volume
fraction ϕ0, with the dashed guideline illustrating the
inearity between Tmicro and Y. Other fitting parameters are
a ¼ 0.025 kPaK−1, b ¼ 2 kPa, and T� ¼ 70 °C.

(a)

(b) (c)

FIG. 3. (a) Phase diagram in the ðϕ0; TÞ plane for an elastomer
with a dry Young’s modulus Y ¼ 800 kPa. Here T is the
temperature, and ϕ0 is the mean polymer volume fraction. Other
parameters are the same as in Fig. 2. The solid curves show the
phase boundaries (binodals). Phase coexistence regions are not
depicted as they are very narrow. The dashed curve depicts the
microphase separation temperature TmicroðψÞ from Eq. (10) with
a shifted critical temperature T 0� ¼ Tmicroð0Þ. The open circles
represent experimental results from Ref. [24]. (b),(c) Equilibrium
morphologies of the elastomer obtained by numerically mini-
mizing the free energy, Eq. (7), with the corresponding ðϕ0; TÞ
values marked in (a). Solvent-rich (ϕ < ϕ0) and solvent-deficient
(ϕ > ϕ0) regions are highlighted in red and blue, respectively.
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quench. This suggests that some other mechanism is
responsible for the emergence of bicontinuous structures
in stiffer samples, e.g., shear deformations or nonlinear
effects, which we have neglected. Further consistency with
experiments is seen upon examining the static structure
factor, found using Eq. (7) as SðqÞ ∼ F−1

q . It peaks at
q ¼ qm, given in Eq. (9), and explains the smooth increase
of the scattering intensity at a fixed q during a temperature
quench as seen in the experiments (SM [42]).
Summary and outlook—Using a phase-field model for

swollen elastomers, we have predicted the possibility of a
microphase separation arising from an imbalance between
the intermolecular length scale and the mesoscopic coarse-
ness of network elasticity. The elastomer remains stable with
an intrinsically selected length scale if the free-energy
contribution from the network elasticity is adequately large
compared to the interfacial energy costs. Our scaling predic-
tions for the domain size Λ and the microphase separation
temperature Tmicro as a function of the elastic moduli are
consistent with recent experimental observations [24].
As the number of repeat units N between the crosslinks

follows the scaling N ∼ Y−1, we find Λ ∼ N1=2 and a linear
dependence between Tmicro and N−1. Intriguingly, similar
scaling behaviors have been experimentally observed in
crosslinked polymer blends [98,99] and were predicted
earlier by de Gennes [100] using a phenomenological
model that draws an analogy to electrostatics. The sim-
ilarity in the scaling suggests that the internal elastic
response of these blends may be nonlocal.
Our use of nonlocal elasticity was motivated by a recent

theoretical study [31] inspired by the same experiments on
elastomers. In this study, a one-dimensional (1D) nonlocal
model was used to obtain the scaling Λ ∼ Y−1=2h1=2κ1=4

in the strong-segregation limit, taking the nonlocality scale
h and the Young’s modulus Y to be independent.
This scaling is different from our 3D result for weak
segregation, Eq. (12), which also takes into account the
inter-dependence of h and Y, incorporating results from
rubber elasticity. Furthermore, our model predicts a first-
order transition from the uniform phase to various patterned
phases. Conversely, in the 1D nonlocal model, a line of
second-order transitions was predicted for large Y based
on detailed numerical analyses [31]. Differences in the
dimensionalities of the two models may explain this
discrepancy (SM [42]).
Microphase separation in elastomers closely resembles

that in block copolymers and other systems exhibiting
modulated phases [90]. As we discuss in SM [42], we
expect it to be a rich source of related phenomena such as
fluctuation-induced first-order transitions [93,101], Lifshitz
behavior [102,103], microemulsion phases, etc. [104,105].
Other experimentally relevant theoretical questions
include the kinetics of phase separation [70,106], effect
of quenched impurities and network heterogeneities
[107–109], volume phase transitions [110,111], etc.

Finally, extensions of our theory to ternary systems in
the strong segregation regime could help elucidate the non-
power-law scaling of the domain size observed in earlier
experiments [12].
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This Supplemental Material is organized as follows: In Sec. I, we derive an expression for the free energy of swollen
elastomers. A comparison of recent experimental results with our model is presented in Sec. II. Phase diagrams are
discussed in Sec. III, where we also compare our model to other pattern-forming systems. The effects of fluctuations,
scattering properties, and Lifshitz behavior are presented in Sec. IV. In Sec. V, we describe a general coarse-graining
procedure and prove that the domain size scaling is independent of the specific choice of the coarse-graining kernel.
Finally, in Sec. VI, we discuss the numerical techniques used in this work.

I. FREE ENERGY OF SWOLLEN ELASTOMERS

A. Elastic deformation and material conservation

Consider an isotropically swollen elastomer with a constant polymer network volume fraction ϕ0 occupying a
finite volume in 3D and described by the Lagrangian (material) coordinates x. As the elastomer gets deformed, the
coordinate x gets transformed to the Eulerian (spatial) coordinate y, and the local polymer volume fraction changes
from ϕ0 to ϕ(y). We assume that the deformation is captured by a smooth invertible map χ as

y = χ(x) = x + u(x), (S1)

where we have introduced the displacement field u(x) (see Fig. 1 of the Letter). Material conservation within an
arbitrary subvolume Ω before and after deformation gives [43]∫

Ω
d3xϕ0 =

∫
χ(Ω)

d3y ϕ(y) =
∫

Ω
d3x |det ∇χ| ϕ(x). (S2)

In the last step of Eq. (S2), we have changed variables back to x and write ϕ(χ(x)) as just ϕ(x) for simplicity. This
introduces the Jacobian factor det(∇χ), which is always positive as physical deformations preserve orientation. Because
of the arbitrariness of Ω, we equate the first and last integrands in Eq. (S2) to obtain the local material conservation
relation

ϕ0 = ϕ(x) det(∇χ) = ϕ(x) det (1 + ∇u)

= ϕ(x)
[
1 + ∇ · u + O(|u|2)

]
. (S3)

For small deformations close to the critical point, we can expand both ϕ0 and ϕ(x) around ϕ = ϕ∗ and express ∇ · u as

∇ · u = −ϕ−1
∗ ψ + O(ψ0) + O(ψ2). (S4)

Here ψ0 = ϕ0 − ϕ∗ and ψ(x) = ϕ(x) − ϕ∗. This completes the derivation of Eq. (6) of the Letter.

B. Energy of a swollen elastomer under small deformations

The Fourier transforms of the strain ε and the coarse-grained strain ε̄ are

εjk(q) = i

2 [qjuk(q) + qkuj(q)] and ε̄jk(q) = i

2 [qjuk(q) + qkuj(q)]Kh(q), (S5)

where uq =
∫

d3x e−iq·xu(x) and Kh(q) are the Fourier transforms of the displacement field u(x) and the coarse-
graining kernel Kh(x), respectively.1 Making use of the Parseval–Plancherel identity, we find the elastic energy Fel in

1 For subscripted terms such as Kh(x), we write the Fourier transform as Kh(q) to avoid ambiguity.

S1



Fourier space to be

Fel[uq] = 1
2

∫ d3q

(2π)3Kh(q)
[
(2µ+ λ)(q · uq)(q · u−q) + µq2u⊥

q · u⊥
−q

]
, (S6)

where u⊥
q = uq − (q̂ · uq)q̂ is the transverse component of uq with q̂ = q−1q. After Fourier transforming the material

conservation relation, Eq. (S4), which relates u and ψ, we can write the elastic energy (up to additive constants) in
Fourier space as

Fel
[
ψq,u

⊥
q

]
= 1

2M
∫ d3q

(2π)3 Kh(q)ψqψ−q + 1
2µ

∫ d3q

(2π)3 q
2Kh(q)u⊥

q · u⊥
−q. (S7)

Here M = ϕ−2
∗ (λ+ 2µ) is the elastic part of the rescaled longitudinal (or the pressure-wave) modulus [74]. During

phase separation, compositional changes in the polymer volume fraction arise primarily via solvent diffusion, which is
not expected to affect the transverse shear modes u⊥. This allows us to discard them and write the total free energy as

F [ψ] = Fel +
∫

d3x

[
f(ψ) + 1

2κ |∇ψ|2
]

= 1
2

∫ d3q

(2π)3

[
a(T − T∗) + κq2 +MKh(q)

]
ψqψ−q +

∫
d3x

(
1
4bψ

2 − ηψ

)
. (S8)

In the last step of Eq. (S8), we have written Fel and the quadratic parts of the mixing free energy f(ψ) and the
interfacial energy 1

2κ |∇ψ|2 in Fourier space. For a Gaussian kernel used in the Letter, Kh(x) = (4πh2)−3/2e−|x|2/(4h2),
we have Kh(q) = e−h2q2 . From the above equation, we deduce that the Fourier transform of the effective binary
interaction for the ψ field is

Fq = a(T − T∗) + κq2 +Me−h2q2
, (S9)

which completes the derivation of Eq. (7) of the Letter. For computational purposes, it is also useful to consider the
real-space representation of Eq. (S8), given by

F [ψ] =
∫

d3x

[
1
2a(T − T∗)ψ2 + 1

4bψ
4 + 1

2κ |∇ψ|2 + 1
2Mψψ̄ − ηψ

]
, (S10)

where ψ̄ is the coarse-grained ψ field, defined using Eq. (2) as

ψ̄(x) =
∫

d3x′ Kh(x − x′)ψ(x′). (S11)

II. COMPARISON WITH EXPERIMENTS

A. Rubber elasticity

Elastomers are broadly defined as crosslinked polymers that display rubber-like elasticity—a property that primarily
arises from changes in the configurational entropy of the chains between the crosslinks in the polymer network [37–39].
Classical theories of entropic elasticity, however, are often insufficient to explain experimental data, and several theories,
with varying levels of sophistication, have been devised to describe rubbery materials [44]. For instance, the behavior
of polymer networks can significantly change if the polymer is crosslinked in the melt state, which can introduce
entanglement effects that cannot be described using classical theories. In comparison, classical theories are often
sufficient to describe polymer networks crosslinked in semi-dilute solutions [69]. PDMS elastomers, such as the ones we
consider in this work, can be particularly susceptible to chain entanglement as they are typically crosslinked in the
melt state.

To understand the effect of entanglement interactions, we consider the localization model introduced and refined by
Douglas, Gaylord, Horkay, and coworkers [44, 45, 79–82]. In this model, the nonlinear hyperelastic energy density W ,
which is a function of the principal stretches α1, α2, and α3, is taken to be of the form

W (α1, α2, α3) = 1
2

(
1 − 2

ϑ

)
νkBT

(
α2

1 + α2
2 + α3

3 − 3
)

︸ ︷︷ ︸
network elasticity

+
[
GN +

(
1 − 2

ϑ

)
ωνkBT

]
(α1 + α2 + α3 − 3)︸ ︷︷ ︸

entanglement effects

. (S12)
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FIG. S1. Young’s modulus Y of the elastomers considered in Ref. [24] measured in indentation tests as a function of the
crosslinker concentration. The strand density ν and the crosslinker concentration have a monotonic relationship, and we see no
visible plateau modulus GN as ν → 0, showing that entanglement contribution to network elasticity is minimal.

Here ν is the strand density, defined as the average number of strands per unit volume. A strand is a segment of the
polymer network between two adjacent crosslinks, with no intervening crosslinks in between. Also, ϑ is the functionality
(branch number) of the polymer network. The first term in Eq. (S12) is the usual free energy density for network
elasticity that is proportional to the strand density ν. The second term captures the free energy changes due to chain
entanglement. In this term, GN is the plateau modulus of the polymer melt, which can be interpreted as the shear
modulus of the polymer in the near absence of crosslinks (i.e., when ν → 0). Additionally, there is also an elastic
energy contribution due to entanglements that scales in proportion to the strand density ν with a material-dependent
prefactor ω.

Assuming an incompressible dry (unswollen) polymer network under a uniaxial stretch with α1 = α and α2 = α3 =
α−1/2, the tensile stress σt, which is what one measures in indentation tests, can be obtained from Eq. (S12) as [39]

σt = α
∂W

∂α
=

[
3

(
1 − 2

ϑ

)
νkBT

(
1 + 1

2ω
)

+ 3
2GN

]
(α− 1) + O[(α− 1)2]. (S13)

Noting that the linear strain ≈ α− 1, we can read off the (dry) Young’s modulus of the elastomer to be

Y = 3
(

1 − 2
ϑ

)
νkBT

(
1 + 1

2ω
)

+ 3
2GN. (S14)

We expect the number of crosslinks to monotonically increase with the crosslinker concentration, which we take to
be a proxy for the strand density ν. This assumption, for instance, was used to estimate ν for natural rubber based on
the premise that each crosslinker molecule decomposes to form one tetrafunctional crosslink [45, 46]. The value of the
plateau modulus GN can be estimated from Eq. (S14) via indentation tests in the limit ν → 0. From previous studies
on polymer networks crosslinked in the melt, GN values are expected to be a few hundred kPa, e.g., for natural rubber
GN ∼ 560 kPa [45] and for PDMS, GN ∼ 240–250 kPa [82].

Figure S1 shows the measured Young’s moduli for the elastomers in Ref. [24] as a function of the crosslinker
concentration. Remarkably, the data indicates no significant nonzero intercept for small ν. Additionally, the smallest
measured value of Y = 10 kPa, is substantially lower than the expected range for GN. This strongly suggests that
entanglement effects are negligible in these elastomers. Given the absence of more detailed and systematic indentation
tests, at the moment, we can only attribute the lack of a measurable GN to the specific crosslinking technique used
in Ref. [24]. In the absence of experimental estimates for the parameter ω in Eq. (S12), the choice ω = 1/3 has
been suggested [81]. However, such a choice will not alter our numerical results significantly and because of the
minimal evidence for entanglement effects, from here on, we take both GN and ω to be zero. This leads to the classical
James–Guth “phantom” model of network elasticity [38, 47, 48], with the Young’s modulus of the elastomer in the dry
state being

Y = 3
(

1 − 2
ϑ

)
νkBT = 3

(
1 − 2

ϑ

)
ρkBT

ms
. (S15)

Here we have expressed the strand density ν in terms of the average molecular mass ms of the strands and the dry
mass density of the elastomer ρ as ν = ρ/ms [39]. The above equation is frequently used to experimentally estimate
ms by measuring Y [49].
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The experimental results in Ref. [24] are discussed in terms of the Young’s modulus of the dry elastomer, given
by Eq. (S15). However, the rescaled longitudinal modulus M that enters the free energy in Eq. (S10) is that of the
swollen elastomer. Swelling can change the elastic moduli of elastomers significantly, with the moduli acquiring a
dependence on the polymer network volume fraction ϕ [82]. We assume that the elastomer swells isotropically from a
dry state composed entirely of the polymer network. The elastic response of a swollen polymer network is also crucially
affected by chain entanglement. As we judge chain entanglement to be minimal for the elastomers we consider, we
shall continue to use results from classical rubber elasticity. By linearizing the Cauchy stress derived from Eq. (S12)
for infinitesimal displacements superimposed on top of the initial swelling, we find the associated Lamé parameters2 λ
and µ to be [28, 51]

λ = −
(

1 − 2
ϑ

)
νkBTϕ

1/3 and µ =
(

1 − 2
ϑ

)
νkBTϕ

1/3. (S16)

We can estimate the polymer volume fraction ϕ from the reported mass fraction coil of the oil (solvent) present in
the swollen elastomer. Assuming that the mass densities of the elastomer and the oil (ρ and ρoil, respectively) do not
change considerably during the swelling process, the network volume fraction ϕ is estimated from coil using

ϕ = (1 − coil)ρoil

(1 − coil)ρoil + coilρ
. (S17)

The amount of oil absorbed depends on the dry Young’s modulus of the elastomer Y and the temperature T . Because
of this, the mass fraction coil reported in Ref. [24] varies between coil ≈ 0.35 (Y = 800 kPa, T = 23 ◦C) and coil ≈ 0.80
(Y = 10 kPa, T = 80 ◦C). The density values listed in Table I, which also lists other physical parameters, gives us a ϕ
roughly in the range 0.2–0.7. In this range, the moduli λ and µ only have a weak dependence on ϕ, and given that the
system is close to the critical point, we take ϕ ≈ ϕ∗ for simplicity in all our estimates. Using Eqs. (S15) and (S16), we
can finally express the rescaled longitudinal modulus M in terms of the dry Young’s modulus as

M = ϕ−2
∗ (λ+ 2µ) = 1

3ϕ
−5/3
∗ Y. (S18)

B. Choice of the length scale h and predicted domain size

In elastomers and gels, the end-to-end distance of the strands within the polymer network is typically used as the
characteristic size of the network [85, 86]. Assuming that the strands behave like a freely-jointed chain modified by
a Flory characteristic ratio C∞, the root-mean-square end-to-end distance ξ before swelling is given by the usual
expression [37–39]

ξ2 ∼
(

1 − 2
ϑ

)
C∞Nℓ

2. (S19)

Here, N is the degree of polymerization, i.e., the number of repeat units in the strand, and ℓ is the length of the
PDMS repeat unit [–Si(CH3)2O–], taken to be twice the Si–O bond length of 1.64 Å [52] in siloxane backbones. For
strands of molecular mass ms, consisting of repeat units of mass mr, the degree of polymerization is N = ms/mr [39].
The additional factor of (1 − 2/ϑ) in Eq. (S19) accounts for the effect of junction fluctuations in the phantom model of
rubber elasticity [38]. From here on, we assume the junctions in the polymer network to have perfect tetrafunctional
connectivity and set ϑ = 4. Then, upon using Eq. (S15) to eliminate the strand mass ms and express N in terms of
the Young’s modulus Y of the dry elastomer, one finds

N = ms

mr
= 3ρ kBT

2Y mr
. (S20)

Using the above equation, we see that for the PDMS elastomer used in the experiments, N ranges from about 60 (at
Y = 800 kPa) to about 5000 (at Y = 10 kPa). Thus, the end-to-end distance ξ between the crosslinks of an elastomer
scales as [84, 85]

ξ ∼
(

3B
Y

)1/2
with B = C∞ρℓ

2kBT

4mr
. (S21)

2 The Lamé parameter λ being negative in Eq. (S16) is not a cause for concern because the overall stability of a swollen elastomer is
determined by both thermodynamic and elastic contributions to the free energy. Indeed, this is why it is sometimes customary to work
with osmotic moduli [28, 41, 50, 51], which take into account both contributions. See Sec. IV for more details.

S4



TABLE I. Physical and model parameters.

Parameter Description Value
kBT Thermal energy at T = 300 K 4.14 × 10−21 J
mr Molecular mass of PDMS repeat unit [–Si(CH3)2O–] 1.23 × 10−25 kg (74.2 g mol−1)
ℓ Length of the PDMS repeat unit [52] 3.28 Å
ρ Mass density of PDMSa 970 kg m−3

ρoil Mass density of the solvent (heptafluorobutyl methacrylateb) 1345 kg m−3

C∞ Flory characteristic ratio for PDMS [37] 6.8
κ Interfacial parameter (∼ kBT/ℓ [87]) 0.013 kPa µm2 (1.3 × 10−11 J m−1)
B C∞ρℓ

2kBT/(4mr) [see Eq. (S21)] 0.006 kPa µm2 (6.0 × 10−12 J m−1)
T∗ Critical temperature in the Landau free energy f(ψ) [Eq. (5)] 70 ◦C
ϕ∗ Critical volume fraction in f(ψ) 0.2
a Quadratic coefficient in f(ψ) 0.025 kPa K−1

b Quartic coefficient in f(ψ) 2 kPa K−1

n Average number of crosslinks coarse-grained over 110

a Vinyl terminated polydimethylsiloxane (DMS-V31) safety data sheet (Gelest, Morrisville, PA, 2014).
b 2,2,3,3,4,4,4-Heptafluorobutyl methacrylate (PC11102) safety data sheet (Apollo Scientific, Bredbury, UK, 2023).

The parameter B has dimensions of energy per unit length, and for PDMS we estimate it to be B = 0.006 kPa µm2

(Table I). Equation (S21) predicts a ξ roughly between 5 nm (at Y = 800 kPa) and 50 nm (at Y = 10 kPa). Here we
note that for swollen elastomers, ξ is sometimes multiplied by a factor of ϕ−1/3 to account for a change in the distance
between the crosslinks due to isotropic swelling of the elastic background (affine assumption) [83, 86]. Even though
such a factor will not affect our scaling results, it is not consistent with the physical assumptions of the phantom model
of rubber elasticity that we use, where the junction fluctuations are considered to be independent of the deformation.

As we have remarked in the Letter, the coarse-graining length scale is h = nξ, with n being the average number
of crosslinks over which we coarse-grain in each direction. Using Eqs. (S21) and (S18) we find the dimensionless
parameter γ to be

γ = Mh2κ−1 = Bn2κ−1ϕ
−5/3
∗ . (S22)

Note that γ is independent of the Young’s modulus Y , and it satisfies the condition γ > 1 for the parameter values in
Table I. We now see that the domain size Λ scales as

Λ ∼ 2πq−1
m = 2πh(ln γ)−1/2 = 2π

 3Bn2

Y ln
(
Bn2κ−1ϕ

−5/3
∗

)
1/2

= 2π

N C∞n
2ℓ2

ln
(
Bn2κ−1ϕ

−5/3
∗

)
1/2

. (S23)

This completes the derivation of Eq. (12) of the Letter. In the last step above, using Eq. (S20), we have expressed Λ in
terms of the number N of repeat units between the crosslinks of the polymer network. A similar result was predicted
by de Gennes [100] for the microphase domain size in crosslinked polymer blends using a phenomenological model
different from our nonlocal model.

III. PHASE DIAGRAM

We can use the one-mode approximation to analytically construct the phase diagram in the weak-segregation limit.
Although the free energy in Eq. (7) of the Letter is defined over 3D space, we restrict ourselves to an analysis of 2D
modulations for simplicity. In 2D, one typically considers two modulated phases: the stripe and droplet (hexagonal)
phases and the uniform phase, devoid of modulations. Once the free energy for each of these phases is determined, the
phase diagram can be determined via Maxwell construction. For brevity in presenting the results below, we define a
dimensionless parameter

Γ = b−1 [
a(T − T∗) + 3bψ2

0 +Mγ−1(1 + ln γ)
]
. (S24)

Uniform phase. The uniform phase has a free energy density

fU = 1
2 [a(T − T∗) +M ]ψ2

0 + 1
4bψ

4
0 . (S25)
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FIG. S2. (a) General phase diagram in the (ϕ0, T ) plane obtained by choosing general, unitless parameters T∗ = ϕ∗ = 0,
a = b = κ = h = 1, and M = e (Euler’s number). With these choices, the order parameter ψ = ϕ, γ = Mh2/κ = e, and
q2

m = h−2 ln γ = 1, giving rise to domains of size Λ ∼ 2π. Above the temperature T ′
∗ = Tmicro(0) = −2 only the uniform (U)

phase is stable. Microphase separation occurs below T ′
∗ and leads to the formation of phases composed of stripes (S), droplets

(D), and inverted droplets (ID). Close to T ′
∗, there are also four regions of phase coexistence (shaded in blue) between the

uniform phase and inverted droplets (U + ID), between inverted droplets and stripes (ID + S), between stripes and droplets (S
+ D), and between droplets and the uniform phase (D + U). (b)–(e) Equilibrium profiles at T = −2.5 for various values of
the mean order parameter ϕ0 (marked in the phase diagram). Solvent-rich (ϕ < 0) and solvent-deficient (ϕ > 0) regions are
highlighted in red and blue, respectively. The equilibrium profiles were obtained by numerically minimizing the free energy
(Sec. VI) in a square domain of size 36×36.

Stripe phase. For the stripe phase, we consider the stripe solution ψS = ψ0 +A cos(qx), with A cos(qx) representing
a modulation of amplitude A and wavenumber q directed along one of the spatial directions. We substitute this
solution in Eq. (S10) and minimize the free energy with respect to q and A to obtain the free-energy density fS of the
stripe phase at q = qm and A = Am as

fS = fU − b

6Γ2, with q2
m = h−2 ln γ and A2

m = −4
3Γ. (S26)

As the modulation amplitude must be real for the stripe solution to exit, setting Γ = 0 in Eq. (S24) gives an estimate
for the microphase separation temperature Tmicro, which we find to be

Tmicro = T∗ − a−1 [
3bψ2

0 +Mγ−1 (1 + ln γ)
]
. (S27)

The same expression for Tmicro can also be derived by linear stability analysis of the fluctuations around the uniform
phase, as in Eq. (10) of the Letter.

Droplet phase. For the droplet (hexagonal) phase, we consider the solution [96]

ψD = ψ0 +A

[
cos(qx) cos(qy/

√
3) − 1

2 cos(2qy/
√

3)
]
. (S28)

As with the stripe phase, we use this solution in Eq. (S10) and minimize the free energy with respect to q and A to find

q2
m = h−2 ln γ and Am,± = 4

5

[
ψ0 ± 1

3
(
9ψ2

0 − 15Γ
)1/2

]
. (S29)

The solution Am,+ corresponds to the droplet phase, and Am,− corresponds to the “inverted” droplet phase, with the
minimized free-energy density given by

fD = fU − 3b
64A

2
m,± (ψ0Am,± − 2Γ) . (S30)
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FIG. S3. (a) General phase diagram in the (ϕ0, T ) plane considering only 1D modulations for the same parameters as in Fig. S2.
The dashed red curve indicates a second-order transition line, across which a continuous phase transition between the uniform
(U) and the patterned (P) phases can occur. Solid blue curves are first-order transition lines. These curves meet at two tricritical
points (marked with red dots). Regions of phase coexistence between the patterned and the uniform phases (P + U) are shaded
in blue. (b),(c) Example equilibrium profiles ψ(x) for various values of the mean order parameter ψ0 (marked in the phase
diagram).

We use Maxwell construction to equate each phase’s chemical potential and osmotic pressure to find the coexistence
curves between the different phases. This leads to the following set of equations, which, when solved numerically, gives
the mean value of the order parameter in each of the phases:

∂fi

∂ψ0,i
= ∂fj

∂ψ0,j
and ψ0,i

(
∂fi

∂ψ0,i

)
− fi = ψ0,j

(
∂fj

∂ψ0,j

)
− fj . (S31)

Here, the subscripts i, j refer to one of the three phases: U, S, or D.
A phase diagram constructed using the free-energy densities derived above for 2D modulations and choosing general,

unitless parameters is presented in Fig. S2(a). Close to the critical point, three distinct phases can be observed: a
uniform phase, a droplet (hexagonal) phase characterized by solvent-rich droplets dispersed within a solvent-deficient
region, and a stripe phase consisting of alternating solvent-rich and solvent-deficient layers. Additionally, there is
an inverted droplet phase consisting of solvent-deficient “droplets” embedded in a solvent-rich region. Compared to
the phase diagram in Fig. 3 of the Letter, here we see the four phase coexistence regions more conspicuously. The
general predictions of the phase diagram agree rather well with numerically obtained equilibrium morphologies in
Figs. S2(b)–S2(e). In Fig. S2(a), all phase transitions are first order except at the critical point where a continuous
transition from the uniform phase to the stripe phase is possible.

Intriguingly, the phase behavior of the system in 1D (Fig. S3) is somewhat distinct from the 2D situation. In 1D, the
only modulated phase that one considers is a “patterned” phase ψ(x) = ψ0 +A cos(qx), equivalent to the stripe phase
in 2D and 3D [53]. From Fig. S3, we see that in the temperature range immediately below the critical point, the system
can transition from the uniform phase to the patterned phase continuously (indicated by a second-order transition
curve.3) Phase separation becomes first order below a tricritical point, leading to the emergence of a coexistence
region between the uniform and patterned phases. The second-order transition curve in Fig. S3, given by Γ = 0 [see
Eq. (S24)], also exists in the 2D phase diagram of Fig. S2(a). However, it always falls within the phase boundaries of
the other phases and for this reason, a continuous transition to the patterned (stripe) phase is not generally seen in 2D
or 3D. Here it is worth noting that the recent study by Qiang et al. [31] on the strong-segregation limit of microphase
separation in elastomers [31] also identifies a second-order phase transition at high stiffnesses and the presence of
tricritical points. While their model differs from ours in several key aspects, the fact that their analysis is in 1D is the
likely explanation for the observed continuous transition to patterned phases.

Similarity to other pattern-forming systems

The phase diagram in Fig. S2 is rather similar to phase diagrams of other pattern-forming systems such as block
copolymers and Langmuir monolayers [90]. Given this similarity it is worth examining the connection further. If we

3 Similar second-order transition curves have also been predicted in the 1D version of the phase-field crystal model [54, 96] and in
phenomenological models of membrane adhesion [55] analogous to the Blume–Emery–Griffiths model for 3He-4He mixtures [56].
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are primarily interested in modulations in ψ with wavelengths much larger than the coarse-graining length scale, i.e.,
when h2q2 ≪ 1, we can expand ψ̄q = Kh(q)ψq = e−h2q2

ψq in Eq. (S8) in powers of q to find

ψ̄(q) =
[
1 − h2q2 + 1

2h
4q4 + · · ·

]
ψ(q). (S32)

Taking the inverse Fourier transform of the above expression, we identify the real-space representation of the coarse-
grained order parameter ψ̄(x) to be

ψ̄(x) =
[
1 + h2∇2 + 1

2h
4∇4 + · · ·

]
ψ(x). (S33)

Substituting this in Eq. (S10) and after sufficient integration by parts to ensure that only powers of ψ and ∇2ψ remain,
we find that the total free energy takes the form

F [ψ] ∼
∫

d3x

{
1
2a(T − T∗∗)ψ2 + 1

4bψ
4 + 1

4Mh4 [
(∇2 + q2

m)ψ
]2 − ηψ

}
, (S34)

where the wavenumber qm and the temperature T∗∗ are given by

q2
m = h−2(1 − γ−1) and T∗∗ = T∗ − a−1M

[
1 − 1

2(1 − γ−1)2
]
. (S35)

The above values agree to O[(γ − 1)2] with the corresponding expressions in Eq. (9) and Eq. (10) of the Letter in the
limit γ → 1+. The free energy in Eq. (S34) is the Landau–Brazovskii free energy, which has been used to model a host
of pattern-forming systems. Within the context of block copolymers, Fredrickson and Helfand [93] simplified Leibler’s
free energy functional [92] for diblock copolymers to the above form. Apart from the phases in Fig. S2, a wide range of
equilibrium morphologies, including BCC and gyroid phases, have been predicted for systems following this free energy
in 3D [57].

IV. FLUCTUATION EFFECTS, SCATTERING, AND LIFSHITZ BEHAVIOR

To understand the effect of fluctuations above the transition temperature, we set ψ = ψ0 + δψ and expand Eq. (S8)
to O(δψ2), and find the quadratic (Gaussian) free energy of the fluctuations δψ in Fourier space as

FG[δψ] = 1
2

∫ d3q

(2π)3 (Fq + 3bψ2
0) δψq δψ−q. (S36)

The intensity distribution due to fluctuations seen in scattering experiments at equilibrium is proportional to the static
structure factor S(q) = ⟨δψq δψ−q⟩. For a quadratic free energy functional such as FG, it is given by [56]

S(q) =
∫

D[δψq] D[δψ−q] δψq δψ−q e−FG/(kBT )∫
D[δψq] D[δψ−q] e−FG/(kBT ) = kBT

Fq + 3bψ2
0

(S37)

= kBT

a(T − T∗) + 3bψ2
0 + κq2 +Me−h2q2 . (S38)

For M = 0, the structure factor has an Ornstein–Zernike form S(q) ∼ [1 + (qr)2]−1 with a mean-field correlation
length r ∼ (T − T∗)−1/2 as expected in general phase-separating systems. When M = ϕ−2

∗ (λ+ 2µ) ̸= 0 and h = 0, i.e.,
when there is no mesoscopic length scale associated with elasticity, S(q) would have the same form, but with a shifted
critical temperature. The associated thermal correlation length close to the critical point is given by

r2 = κϕ2
∗

a(T − T∗)ϕ2
∗ + λ+ 2µ = κϕ2

∗
Kos + 4µ/3 . (S39)

In the last expression, we have written the denominator in terms of the osmotic bulk modulus Kos = ϕ2
∗f

′′(ϕ∗)+λ+2µ/3
noting that f ′′(ϕ∗) = a(T − T∗). In general, isotropic elastic systems become mechanically unstable when Kos < 0.
However, because the shear modulus µ is nonzero, we see that the correlation length r in Eq. (S39) diverges only when
Kos → −4µ/3. This is a well known result, particularly in the context of gels [28] where a distinction is made between
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FIG. S4. The structure factor in Eq. (S38) for an elastomer of Young’s modulus Y = 800 kPa and ψ0 = 0.32 for temperatures
T = 30.0 ◦C, . . . , 24.0 ◦C (counting from bottom to top). The rescaled longitudinal modulus M ≈ 3.9 mPa and the length scale
h ≈ 0.52 µm, estimated using the results in Sec. II. Other parameters are the same as in Figs. 2 and 3 of the Letter (also
in Table I). The structure factor peak at qm ≈ 6.5 µm−1 grows smoothly as the temperature is reduced to Tmicro = 23 ◦C,
consistent with both the experimental observation of intensity changes and the final formation of domains of size ∼ 1 µm at this
stiffness [24].

the mechanical instability point given by Kos = 0, and the “cloud point” given by Kos + 4µ/3 = 0 where the gel loses
thermodynamic stability. However, macroscopic shape changes in gels occur over a significant amount of time and
the mechanical instability at Kos = 0 can be hard to observe unless the gel sample is very small in size [58, 70]. For
this reason, gels can remain stable even when Kos < 0 and can exhibit anomalous properties like a negative Poisson’s
ratio when Kos < 2µ/3 [59]. At temperatures below the cloud point, the gel becomes opaque and undergoes spinodal
decomposition [25, 50].

When elasticity operates at a nonzero mesoscopic length scale h and the parameter γ = Mh2/κ > 1, the structure
factor has a peak at q2

m = h2 ln γ. Furthermore, the peak value S(qm) ∼ (T − Tmicro)−1, with Tmicro being the
microphase separation temperature defined in Eq. (10) of the Letter. An example S(q) for the experimental parameter
ranges is illustrated in Fig. S4. When the elastomer is cooled from T → Tmicro, we expect the scattering intensity to
have a smoothly growing peak at a fixed q similar to S(q), in agreement with the experiments of Ref. [24]. In the
context of crosslinked polymer blends, de Gennes’s prediction of S(0) = 0 [100] was not observed experimentally [98],
and lead to other theoretical efforts [99] to explain the discrepancy. Interestingly, our model predicts S(0) ̸= 0. This,
along with the similarity in the scaling behaviors of the domain size and the transition temperature, strongly suggests
that crosslinked polymer blends may also have an internal elastic response that is nonlocal.

To glean more analytical insights into the general nature of the long-range correlations associated with the structure
factor in Eq. (S38), assuming small q, we expand the denominator to O(q4) to find

S(q) ∼ S(0) τ
τ + 2(1 − γ)q2 + γh2q4 , where τ = 2κ−1[a(T − T∗) + 3bψ2

0 +M ]. (S40)

This structure factor can also be derived from the simplified free energy in Eq. (S34) and resembles the structure
factor observed in microemulsions—fluid mixtures of water and oil stabilized by a surfactant [104]. The Fourier inverse
of the structure factor S(q) is the real-space two-point correlation function C(x) = ⟨δψ(x)δψ(0)⟩. Intuitively, C(x) is
a measure of the probability of the values of δψ at a point x and at the origin being the same.

For clarity in presenting the results below, we define the following nondimensional parameter:

ζ = (1 − γ)√
γτh2

. (S41)

When |ζ| < 1, the correlation function associated with Eq. (S40) is of the form [104, 105]

C(x) = C(0) e−|x|/r sinc
(

2π |x|
d

)
, (S42)

and represents exponentially decaying oscillations with a period d and correlation length r, given by

r =
(
γh2

τ

)1/4 √
2

1 + ζ
and d =

(
γh2

τ

)1/4 √
2

1 − ζ
. (S43)
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FIG. S5. General phase diagram in the (τ, γ) plane with h = 1. Here τ is an effective temperature and γ is a dimensionless
parameter analogous to the (inverse) elastocapillary number. See Eq. (S40) for definitions. The dashed red curve given by
ζ = −1 (γ > 1) and the dashed red line given by τ = 0 (γ < 1) indicate second-order transitions. A first-order triple line (solid
blue curve) given by τ = −(2 +

√
6)(1 − γ)2/(h2γ) separates the two-phase coexistence region from the stripe phase. The gray

curve separating the bicontinuous microemulsion (BµE) phase with qm = 0 and the disordered one is the disorder line where
ζ = 1. The gray vertical line where ζ = 0 (γ = 1) represents the Lifshitz line which ends at the Lifshitz point (black dot) [77].
Neither the disorder line nor the Lifshitz line indicate phase transitions.

In microemulsions, a parameter analogous to ζ measures the strength of the surfactant: a stronger surfactant results
in a negative ζ and vice versa [105]. For elastomers, we see from Eq. (S41) that ζ is controlled by the parameter
γ = Mh2/κ, which is analogous to the (inverse) elastocapillary number, and measures the relative importance of the
elastic and surface contributions to the free energy: γ > 1 results in ζ < 0 and vice versa. The phase behavior of
elastomers above their transition temperature can also be compared to that of microemulsions, as outlined below and
graphically represented in Fig. S5.

• When |ζ| < 1, both r and d are finite and we consider the system to be in a structured-disordered phase (also
called the “middle” or the bicontinuous microemulsion BµE phase), referring to the presence of fluctuating
mesoscopic structures within an overall disordered system [105]. This is indicated by a correlation function with
decaying oscillations.

• When 0 < ζ < 1 (which requires γ < 1), the structure factor has a peak only at qm = 0, even though C(x)
continues to have an oscillatory behavior. As ζ → 1, the oscillation period d diverges and the curve where ζ = 1
is the disorder line [105].
For ζ > 1, the correlation function C(x) decays monotonically without oscillations (disordered phase). When
ζ ≫ 1, the coefficient of q2 in the denominator of Eq. (S40) is large and positive and the q4 term can be neglected.
This leads to an Ornstein–Zernike-like S(q), with a correlation function that decays exponentially.

• The line where ζ = 0 (or γ = 1) is the Lifshitz line [77]. Beyond the Lifshitz line, when γ > 1 and −1 < ζ < 0,
the structure factor has a peak at q2

m = h−2(1 − γ−1) signifying the dominant presence of fluctuating structures.
When ζ → −1, the correlation length r diverges, indicating spatial ordering and the emergence of an ordered
phase. Microphases appear for ζ < −1.

Finally, it should be emphasized that in the presence of fluctuations, the mean-field phase diagrams we have
considered accurately describe the phase behavior only when sufficiently far from the critical point. A more complete
analysis of the effect of fluctuations for systems described by the free-energy functional of Eq. (S34) was presented
by Brazovskii using a Hartree approximation [101]. Fluctuations were observed to suppress the second-order phase
transition at the critical point, which gets replaced by a first-order transition line across which the system can
transition from a uniform phase to a stripe phase. Away from the critical point, fluctuations effectively lead to specific
compositional ranges of the mean order parameter ψ0 (or ϕ0) that allow for a direct transition from the uniform phase
to various ordered phases as temperature changes. For block copolymers, fluctuation effects can be significant [60, 61].
Since the free energy in our model can be simplified to the form in Eq. (S34), we anticipate that fluctuations will
influence the phase behavior very close to the order-disorder transition temperature. For example, with the inclusion
of fluctuations, a direct transition between the disordered and gyroid phases may occur [62], which could, for example,
explain the experimental observation of the gyroid-like bicontinuous phase for elastomers at high stiffnesses [24].
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V. GENERAL COARSE-GRAINING PROCEDURE

We now describe a general procedure to construct a large class of useful coarse-graining kernels in 3D. Although this
procedure is not the only method, many routinely used kernels can be constructed using this method.

Consider a general probability density function P (x) of a real random variable. Now, consider the family of densities
Ph(x), indexed by a parameter h > 0, and defined by

Ph(x) = h−1P
(
h−1x

)
. (S44)

The density Ph(x) is also normalized, and it satisfies [63]

lim
h→0+

Ph(x) = δ(x), (S45)

where δ(x) is the Dirac delta function. We additionally assume that P (x) has a well defined second moment
µ2 =

∫ ∞
0 dxx2P (x) on the half-interval [0,∞). We can now use the density Ph(x) to define a spherically-symmetric

convolution kernel Kh(x) in 3D as

Kh(x) = (4πµ2h
2)−1Ph(|x|), (S46)

Using the 3D analogue of Eq. (S45), it can be shown that limh→0+ Kh(x) = δ3(x) [63] and we identify the parameter h
with the coarse-graining length. For example, if we choose P (x) to be the Gaussian distribution P (x) = (4π)−1/2e−x2/4

with µ2 = 1, we have Kh(x) = (4πh2)−3/2e−|x|2/(4h2) as in the Letter.
Because Kh(x) is spherically symmetric by construction, it is natural to compute its Fourier transform Kh(q) in

spherical polar coordinates. Without loss of generality, we take the polar axis along q so that q · r = qr cos θ, where r
is the radial coordinate and q = |q|. After integrating over the polar angle θ as well as the azimuthal angle, we find

Kh(q) = (µ2h
2)−1

∫ ∞

0
dr r2 sinc(qr)Ph(r)

= µ−1
2

∫ ∞

0
dr r2 sinc(hqr)P (r) = K1(hq), (S47)

showing that Kh(q) is a function4 of the product hq.
The Fourier transform of the effective binary interaction in Eq. (S8) is

Fq = a(T − T∗) + κq2 +MKh(q). (S48)

The wavenumber qm is where Fq acquires its minimum. Using Eq. (S47), we find that qm satisfies the equation

2κqm +MK ′
h(qm) = 2κqm +MhK ′

1(hqm) = 0. (S49)

Defining the parameter γ = Mh2/κ, we can write the above equation as

2 + γ
[
(hqm)−1K ′

1(hqm)
]

= 0. (S50)

The coarse-graining length scale h ∼ ξ ∼ Y −1/2 using Eq. (S21) and the rescaled longitudinal modulus M ∼ Y from
Eq. (S18). Because of this, we see that the parameter γ is independent of both the Young’s modulus Y and h, and
Eq. (S50) would generally be a transcendental equation in the product hqm. Any valid solution to this equation must
always scale as qm ∼ h−1 ∼ Y 1/2 and the product hqm would be a function of γ alone. Therefore, irrespective of the
kernel Kh, we see that the domain size Λ follows the scaling

Λ ∼ 2πq−1
m ∼ Y −1/2. (S51)

The microphase separation temperature Tmicro is the temperature at which the fluctuations around the uniform
state become linearly unstable. As this occurs when Fq = −3bψ2

0 and q = qm, using Eqs. (S47) and (S48), we find

Tmicro = T∗ − a−1 [
3bψ2

0 + κq2
m +MK1(hqm)

]
. (S52)

Since the product hqm is a function of γ alone, with q2
m ∼ Y and M ∼ Y , we see that Tmicro always decreases linearly

with Y , independent of the kernel Kh. The above two equations generalize the scaling behavior of Tmicro and Λ
presented in Eqs. (10) and (12) of the Letter for a Gaussian kernel.

4 For a general kernel Kh(x), this can also be seen using dimensional arguments. As Kh(x) is normalized to unity, it must have dimensions
of inverse volume, making its Fourier transform Kh(q) dimensionless. Because the wavenumber q has dimensions of inverse length, and h
is the only other length scale that appears in its definition, Kh(q) can only be a function of hq.
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VI. NUMERICAL TECHNIQUES

As the field ψ(x) is conserved (i.e., its spatial average is a constant), we can numerically minimize the free energy in
Eq. (S10) by considering a “time”-dependent field ψ(x, t) and evolving it using Model B dynamics [64, 97]:

∂ψ(x, t)
∂t

= ∇2
(
δF

δψ

)
= ∇2 [

a(T − T∗)ψ(x, t) + bψ3(x, t) − κ∇2ψ(x, t) +Mψ̄(x, t)
]
. (S53)

Here ∇2 is the Laplacian, t is the time, and ψ̄ is the coarse-grained field defined in Eq. (S11). We use Eq. (S53) solely
for the purposes of energy minimization. It will not describe the actual dynamical evolution of ψ seen in experiments,
as it completely ignores material transport via hydrodynamic flow and related dissipative effects [41].

Time evolution is performed after Fourier transforming Eq. (S53) in space, which lets us compute spatial derivatives
and convolutions efficiently using fast-Fourier techniques (assuming periodic boundary conditions). However, it is
known that explicit first-order time stepping can lead to instabilities unless the time step δt is very small. Therefore,
we use a semi-implicit method employing a linearly stabilized splitting scheme [65–67] to evolve the time-discretized
version of Eq. (S53) in Fourier space, given by

ψq(t+ δt) = C−1
q

{
Aqψq(t) −Bq[ψ3(t)]q

}
. (S54)

Here ψq(t) and [ψ3(t)]q are the Fourier transforms of ψ(x, t) and ψ3(x, t), respectively, and the coefficients Aq, Bq,
and Cq are

Aq = 1 − 3a(T − T∗)q2 δt, Bq = bq2 δt, and Cq = 1 +
[
κq2 − 2a(T − T∗) +Me−h2q2

]
q2 δt. (S55)

Although this method is only O(δt) accurate in time, it is sufficient for our purposes of energy minimization. For the
three-dimensional equilibrium configurations presented in Figs. 3(b) and 3(c) of the Letter, Eq. (S54) was evolved in a
cubical domain of side length 10 µm and 2563 grid points for 5 × 103 units of time with a time step of δt = 1. The
initial field configurations ψ(x, 0) were chosen randomly, and their spatial averages were set equal to ψ0 = ϕ0 − ϕ∗. All
our numerical codes are publicly available [68].
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