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Global Phase Diagrams of Mixed Surfactant-Polymer Systems at Interfaces
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Insoluble surfactant monolayers at the air/water interface undergo a phase transition from a high-temperature
homogeneous state to a low-temperature demixed state, where dilute and dense phases coexist. Alternatively,
the transition from a dilute phase to a dense one may be induced by compressing the monolayer at constant
temperature. We consider the case where the insoluble surfactant monolayer interacts with a semidilute
polymer solution solubilized in the water subphase. The phase diagrams of the mixed surfactant/polymer
system are investigated within the framework of mean field theory. The polymer enhances the fluctuations
of the monolayer and induces an upward shift of the critical temperature. The critical concentration is increased
if the monomers are more attracted (or at least less repelled) by the surfactant molecules than by the bare
water/air interface. In the case where the monomers are repelled by the bare interface but attracted by the
surfactant molecules (or vice versa), the phase diagram may have a triple point. The location of the polymer
special transition line appears to have a big effect on the phase diagram of the surfactant monolayer.

1. Introduction In the present work, the interaction of water-soluble polymers
) . . with a surfactant monolayer located at the air/water interface is

Understanding the subtle interactions between macromol- considered. We restrict ourselves to the relatively simple
ecules, such as polymer or proteins, and amphiphiles, such asjyation of an insoluble surfactant monomolecular lay@ing-
surfactants or phospholipids, has been a problem of prime i monolaye). Langmuir monolayers have been used in
interest in recent years in many industrial applications and in many applicationd213 from evaporation control to nonlinear
biological systems. For instance, biomembrardese usually optic devices (via the creation d&fangmuirBlodgett mono-
depicted as fluid bilayers composed of different constituents: layerg. They are also used to study crystallization of séfids
phospholipids, cholesterol, and proteins. _In additic_m, acomplex and provide useful model systems for more complicated
macromolecular networkife cytoskeletonis associated with f,ctyating liquid interfaces (membranes) where curvature effects
the inner side of the bilayer and modifies the mechanical ~5nnot be neglected.
properties of the membrane, while the glycocalix, on the outer  Another motivation for the present study comes from the lack
side, is believed to play an important role in molecular ¢ ,,qerstanding of adsorption (or depletion) of polymers close
recogpnition. In industry, surfactants are used in a ywde range 15 nonideal interfaces, as compared with adsorption on ideal
of applications (detergents, soaps, oil recovery, paints) where i, mely nerfectly flat and chemically homogeneous) surfaces.
polymers are often added in order to provide stability for the 5, ijea| surfacé& 19 theories for neutral and flexible polymers
system, especially in the case of colloidal suspensions and oil/;, good solvent have been performed (both for adsorption and
water emulsions. Those mixed polymer and surfactant systems depletion) and compared with scaling theories. For nonideal
tend to create complex self-assembly structures (connectedy, taces” much less theoretical works exists. It has been
m!celles, gels, n_etw_orks, etc)? Finally, drug delivery via suggested that the bending properties of a curved interface are
microencapsulation is another example where the stability of it qin the presence of adsorbing polyr#&®2 When the
surfactant vesicles is improved by the adsorption of polymer. polymer adsorbs on both sides of the interface (a bilayer, for

In recent years, a new categoryadsociatingpolymers has jnstance), the curvature modulus decreases, while the saddle-
been introduced. Those are the hydrophoblcally modified water- Sp|ay modulus increases. When it adsorbs on|y on one side, a
soluble polymers (HM-WSP), consisting of a water soluble nonzero spontaneous curvature is induced. The situation of a
polymer backbone carrying small hydrophobic side chains. Such perfectly flat but chemically heterogeneous interface has been
polymers present interesting properties of self-association, whichconsidered only in a few work&-25 The case of annealed
may even be enhanced by the addition of surfactant, and aregisorder (namely, when the disorder is at thermodynamic
very useful as viscosity modifiers of aqueous solutibrishe equilibrium and the heterogeneities can diffuse laterally) is found
subtle coupling between the surfactant and the polymer may to behave differently from the case of quenched disorder (where
lead to unusual phenomena like thermogelatiomere gelation  heterogeneities are spatially “frozen”). However, in both cases
of the system is obtained upon increasing of the temperature.the adsorption of the polymer is increased by the nonideality
Such systems have been studied theoretitaliys well as  of the surface. In this context, a surfactant monolayer is an
experimentallyin the bulk. However, little is known about their examp|e of a nonideal annealed Surface’ where the order

behavior at interfaces. parameter is the local surfactant surface concentration.

The phase diagram of surfactant monolayers can be con-
l\'le_Aviv Unlivetr_fitty. . structed as a function of the thermodynamical variables:
§Pr2|szg?1?n;ddr:zs|; eCORM?IlgrSK,:eé, rue Boussingault, 67083 StrasbourgSurface pressure and temperature (or equivalently area per

Cedex, France. molecule and temperature). At low surface pressure, a phase
€ Abstract published ilAdvance ACS Abstractdarch 15, 1996. separation occurs (for temperatures below the corresponding
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critical temperature). Dilute (gaseous) and dense (liquid- 0.6
expanded) regions of the monolayer coexist, in analogy to phase
transitions in the bulk. In the phase diagram, single-phase and
two-phase regions are separated by a coexistence curve. At
higher surface pressure, other phase transitions occur. Depend-
ing on the symmetries of the specific surfactant molecules, the
phase diagrams are more complex and still a topic of current Vo 0.3 -/m A+B &=
investigatiore®.2” \
In the following, we consider how a simple condensation
transition (gas to liquid expanded) of a surfactant monolayer at
the air/water interface is affected by the presence of polymer
in the water subphase. The free energy and the assumptions
used in deriving it are introduced in section 2, while in section
3 we discuss the main results, as applied to a simple case; the

0 1

. L . ! 0 0.5 1

general theory is detailed in Appendices A and B. Finally, some

analytical considerations on the critical point are presented in C

Appendix C. Figure 1. Phase diagram for a bare surfactant monolayer, without
polymer in the water subphase. At low (low temperatures), the

2. The Polymer/Surfactant Free Energy homogeneous state is unstable and the binodal line delimits the two-

phase coexistence region labeled-B. The critical point is located

The model used for the mixed surfactant/polymer system ; ve = 0.5,c. = 0.5 and is shown by a dot.

follows closely the lattice model introduced in ref 24. The local

(dimensionless) free energy per ditgrescaled in units dfsT, s'(c) = 0 defines thespinodal ling separating metastable and
wherekg is the Boltzmann constant arfdis the temperature,  unstable regions. The spinodal line obtained from eq 2.2 is
can be separated into three parts: the surfactant contributionv(c) = 2¢(1 — c), and it lies within the coexistence region of

Fs the polymer contributiorrp, and the coupling terrft,s the phase diagram. In addition, the coexisting curve limiting
_ the two-phase regiorit{e binodal ling is easily found from eq
F=F+F,+Fy (2.1) 2.2 as the system is symmetric about 0.5:
In the following, those three terms are discussed separately. 08 1—2c
2.1. The Surfactant Contribution Fs. The monolayer free vy () = = log ¢ — log(1—c) (2.3)

energy is calculated using a lattice-gas model. Each lattice site
is occupied either by a surfactant molecule or by an artificial The spinodal and binodal lines join together at the critical point
vacancy, in order to allow us to consider a compressible ¢ = 0.5,v. = 0.5. In Figure 1 the binodal line and the critical
monolayer. The free energy of a surfactant monolayer is the point are shown for a pure surfactant monolayer.
sum of the enthalpy and entropy of mixing and depends onthe 2.2. The Polymer Contribution F,. The polymer in the
monolayer area fraction (or equivalently coverageanging subphase is assumed to be neutral and flexible as well as in
from 0 to 1,c = AJ/A, whereA is the close-packing area of a good solvent conditions, hence has a positive second virial
surfactant molecule (or the area of one site on the lattice) and coefficient and no polymersolvent phase separation. For a
A is the actual area per surfactant molecule on the interface.semidilute polymer solution, a mean field theory applied to the
Typically Ag = 25—35 A2 for a surfactant molecul®. Disre- Edwards density functional method is commonly u¥e@.The
garding linear terms, the surfactant free endrgyper site and free energy density is conveniently expressed as a function of
per kgT), within a Bragg-Williams (mean field) theory, is  the variablep(z) related tocy(z), the local monomer concentra-
written as tion, by ¢%(2) = cy(2)/c,. The coordinatez denotes the
perpendicular distance from the interface, apek cy(z—) is
F.= vc(l-c)+clogc+@L—c)log(l—c) (2.2) the concentration of the polymer in the bulk (acting as a
reservoir). The characteristic length in the solution is the
wherev~! is the dimensionless interaction parameter of the Edwards correlation lengtly = a/\/%b, where v is the
surfactant on the surface and describes van der Waals interaCeycjuded volume parameter (positive, in good solvent condi-
tions between neighboring particles. The interactions betweentjons), and the typical energy parameter () for the
the head groups of the surfactant molecules, playing aninteractions between monomers in the bulkejs= AoZvcy2.

important role in the determination of the highly compressed Using these notations, the free energy per site reads
phases, as well as the degrees of freedom of conformation for

the hydrophobic chains, whose coupling with the surfactant €p oo > 1 5 5

coveragec is determinant in the liquid expanded versus liquid Fo= §f0 dz (E(W’) + g(fﬁ —1) ) (2.4
condensed transitio#$, are not taken into account. As only

short-ranged interactions are considered (between neighboring The first term accounts for the elastic flexibility of the
sites), the surfactant molecules are supposed to be neutral. Thgpolymer chains, and the second originates from the excluded
main interactions modeled by the parameteare the van der  volume interaction combined with the equilibrium condition

Waals interactions. with the polymer bulk reservoir. The polymer free enefgy
For an insoluble monolayer, the total number of surfactant is a functional of the polymer profilg(2) and of the order
molecules is fixed. At low (and positive) values of(corre- parameter at the interfage = ¢(z=0). It does not include the

sponding to low temperatures), a phase separation between densenergy of interaction with the surface, discussed separately
and dilute regions follows from eq 2.2. The stability of such a below.

monolayer is obtained by studying the convexity of the free  Minimizing Fp with respect to the polymer profile(2),
energy?® The monolayer becomes unstable if the second leaving the surface value as a free parameter, yields the polymer
derivative of the free energy becomes negative. The condition profile ¢(2) = coth@@&+b), whereb is a constant of integration
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related togs by ¢s = cothb, in the case of adsorptio(2) >
1), and¢(2) = tanh@&+b') in the case of depletio(2) < 1),
where, similarly, s = tanh b'. For both adsorption and
depletion, the free enerdy, for the optimal profile is

€ €
Fo= 3065 = 30, +2) = (¢~ (6 +2) (2.5)

and has a minimum aps = 1. This means that the polymer
solution would like to be homogeneous throughout the solution
at the imposed bulk valug,(z) = c,. The only possibility of
obtaining a profile withps = 1 is due to the short range coupling
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2.4. The Total Free Energy F. Combining all three
contributions,Fs + Fp + Fps, we obtain the total free energy
(per site of the interface and pksT):

F=v""c(1—-c)+clogc+ (1—c)log(l-c)+
%ep(qbs — 1Y+ 2) — %eps(c — )2 (2.8)

Note that the energy is invariant under the transformatign
— —€ps C— 1 — candc* — 1 — c*. Therefore, it will be
assumed in the following thaps > 0 without loss of generality.
The free energy is a function ofgs andc. Minimizing it
first with respect to the polymer surface order parameter

of the polymer with the surface. This coupling includes the (mean field approximation), we obtain

surfactant monolayer as well as the bare air/water interface. It

is given below by the ternfrys

A quantity accessible to experiment which measures the total

adsorption of the monomers at the interface is the polymer
surface excess defined &s= [ dz (c(2) — ¢»). Using the
above results of the minimization for the polymer profile (mean-
field theory), it is simply related tgs by
I'=célgs— 1) (2.6)

Note that ifp is the volume fraction of the monomers in the
bulk solution, a naive calculation starting fram= p/a3 (where
ais the size of a monomer) yields = p¥2. For a semidilute
polymer solutionN=45 <« p < 1 (whereN is the number of
monomers in a chain). Hence, roughly, fér= 10* the range
for typical values ofe, is giver?! by 1074 < ¢, < 107%.

Although the self-consistent field theory provides a convenient
and qualitatively correct framework for the description of the
semidilute polymer solution, some of its predictions (like the
form of the polymer profilecy(2) for instance) are in disagree-
ment with a scaling theord. Nevertheless, we will use it to
model the polymer behavior in solution.

2.3. The Coupling Term Fys. A bilinear term in the
surfactant and monomer concentrations at the interfaceq)
is a simple, yet meaningful, phenomenological coupling for the
polymer—interface interaction, which is assumed to be short-
ranged:

Fps= = lage+ vl — 0162 = — 3o — )42 (2.7)

oy is the polymer/surfactant interaction parameter, ands

2.9)

p=F+ (i)2+1

2¢, 2¢,

whereld = epdC — €*) = auC + yo(1 — ¢) measures the strength

of the interaction between the polymer and the overall interface
(including the bare interface as well as the surfactant). Equation
2.9 relategpZ(c), the concentration of monomers at the interface,
with the surfactant area fraction Consequently, the entire
polymer profile and the polymer surface excess can be found
as a function of the surfactant concentration on the interface.

The limit of a very strong adsorptioit/e, — o (e.9., C* <
0), yields¢s = Ale; > 1. On the other hand, the limit of very
strong depletioni/ep, — — (e.g., ¢* > 1), yields¢s = |ep/A|
< 1. Foriley— 0 (e.9., c — C*), ¢s — 1, which means that
the polymer solution remains homogeneoeg(z) = cp, even
at the surface. As is shown in Figure 2a, the special transition
line c = c* divides the parameter range into an adsorption region
(c > ¢*) and a depletion onec(< c*).

If the surfactant monolayer is in the two-phase region, dilute
and condensed regions of the surfactant coexist and the polymer
adsorbs differently on those regions because of its different
affinity as described by the parametgg > 0. Note that since
the curvegpg(c) is convex (see Figure 2b), the polymer surface
excess is enhanced when the surfactant monolayer undergoes a
phase separation. Qualitatively, the convexity of the cyiwe
(c) indicated* that the surfactant concentration fluctuations
increase the average polymer surface concentragipand,
hence, the polymer surface excdss- ¢s — 1.

Equation 2.9 shows how the surfactant molecules affect the
polymer adsorption. The main remaining task is to understand
how the polymer itself affects the phase diagram of the

the polymer/bare interface interaction parameter. In eq 2.7, we surfactant monolayer, since the two problems are coupled. Using

define the &ffectve” polymer/surfactant interaction parameter
€ps= 0o — yo. Itis positive whenever the monomers interact
more favorably with the surfactant molecules than with the bare
water/air interface. Thepecial transitioncoverage is defined
asc* =yo/(ap — yo) as long asyo + yo. In principle, those
parameters can depend on temperature.

The phenomenological coupling,s can be justified for

eq 2.9,¢s = ¢4C), the total free energy can be written only as
a function of the surfactant coverage

_ %, 2
F(c) = F{c) E(‘Ps + 3)bs

The study of the convexity of the total free enerfgfc) as a
function of c (the only remaining order parameter) determines

(2.10)

polymers in the semidilute regime since in such systems the the location of themodifiedspinodal line. Similarly, the full

monomer concentration is small with respect to unity. However,
it represents only the lowest term in an expansion in the
surfactant concentration at the interface. Whkgn> 0, the

Fps term corresponds to a repulsion of the polymer from the
surface (depletion) for < ¢* and to an attraction to the surface
(adsorption) forc > c*. The special transition line = c*
occurs for physical values of the coverages@* < 1, when

the attraction (repulsion) of the monomers with the surfactant
molecules is in competition with the repulsion (attraction) with
the bare interface. In the 8 c* < 1 range, a positivey is
equivalent to having a positivgsand means that the interaction

phase diagram can be obtained numerically from a common-
tangent construction d¥(c).

For the sake of clarity, the main physical features can be
illustrated in a simple situation. This is done in the next section,
where ep, ¢*, and veps are taken to be independent of the
temperaturel andv ~ T. A more general treatment without
any assumptions on th@-dependence of the interaction
parameters is presented in Appendices A and B.

3. Results
3.1. T-Dependence of the Interaction Parameters.T/v is

between the monomers and the surfactant molecules is attractiveindependent of the temperature if we assume that the interaction
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Figure 2. (a) Polymer order parametex and (b) polymer surface
excess| = I'/(c) = ¢s — 1, as a function of the surfactant coverage
cfor epdep = 10 andc* = 0.5. In (a) the special transition line divides
the region where the polymer is adsorbed>( c*) from the region
where it is depletede(< c¢*). In (b), for homogeneous monolayers of
concentrations; = 0.29,c, = 0.875, and* = 0.5, the polymer surface
excess is respectively0.6, 3, and 0. Due to the convexity of the
curve, for a surfactant monolayer of average concentratiolemixing
between coexisting regions of concentratipandc;, the surface excess
I' is positive.

potential of the surfactant molecules has an infinite repulsive
core followed by a weak attraction independent of the temper-
ature, 0< w<kgT. In such a case, the surfactant second virial
coefficient is given byws =1 — w/(kgT). Expanding the energy
Fs eqg 2.2, in powers of shows that the virial expansiéhis
equivalent to the BraggWilliams theory (at low concentrations)
with v = wi(ksT). Thus ksT/v is independent of the
temperature. Note that the strength of this attractios related

J. Phys. Chem., Vol. 100, No. 22, 1996447

diagram (presented in the appendices) plotted in the, (ep,
Veps CF) space. The next subsections will present some features
of this simplified case.

3.2. The ¢, c) Phase Diagram. We limit ourselves ta >
0, ep > 0 andeps > 0; v > 0 corresponds to an attraction between
the surfactant molecules, > 0 follows from the assumption
that the polymer is in a good solvent (its excluded volume
parametew is positive), andsps > 0 can be used without loss
of generality, as was explained in section 2.4. The spinodal
line v{(c) of the mixed surfactant-polymer system is obtained
from the condition

TF_

2 3
. . 1 _ €ps ¢s (C) -0 (31)
C

—o 14 s =
"o € ¢2(c) +1

The critical point is the extremum point on the spinodal,
satisfying in addition

oF
ac’

0 (3.2)

Equation 3.1 shows that the spinodal temperatygris shifted
upward* and the region of instability is increased. Physically,
this general effect comes from the indirect attractive interaction
between the surfactant molecules induced by the polymer, and
was already explained elsewhéPeHere, it is represented by
the term—ep(¢s® + 3¢5)/6 in the free energy. It is bigger for
larger values of the surfactant concentratiomecauseps(c) is

an increasing function af. Consequently, the phase diagram
is no longer symmetric around = 1/2. The shift on the
spinodal and binodal lines is bigger for the large valueg of
and the critical point is shifted to a concentration> 1/2.

In the following, we discuss several limits and try to show
that (except in the low-coupling limit) the position of the special
transition linec = c* in the (v,c) plane crucially affects the
phase diagram. This can be checked easily in the limits of very
high and very low surfactant concentration, where the scaling
of the spinodal temperatures is analytically derived and
depends on the relative position of the spinodal line with respect
to the special transition line.

3.3. The Limits c — 0 and ¢ — 1. Three cases can be
distinguished in the — 0 limit of the spinodal line:

1. If ¢ > 0, the polymer is strongly depleted from the
interface. The shift of the spinodal temperatuge) from the
pure valuev(c) is small and scales ag — v ~ c3, wherev
= 2¢(1 — c¢) is the pure surfactant spinodal line (no added
polymer).

2. On the other hand, i€* < 0, the polymer is strongly

to the critical temperature of the pure surfactant monolayer by gitracted by the interface ang scales ags ~ cl/3.

For the semidilute polymer solution, taking only excluded

volume interactions between monomers and assuming an

athermal solventy ande, are independent of.

3. In the special case whari = 0, the polymer solution
remains homogeneous. The dominant term in the spinodal
equation also changes amgscales ags ~ cl/2

We also assume that the interaction between the monomers The scaling of the spinodal temperature in the limit- 1

and the bare interface is independent of the temperature
resulting inyo ~ 1/T since the dimensionlegg is rescaled in
units ofkgT. In a similar manner, neglecting the steric effects

.depends similarly on the position of the special transition line

relatively to the linec = 1. In the following, the other regions
of the phase diagram are considered arid at least of order

between the monomers and the surfactant molecules, andunity.
assuming that the monomer/surfactant interactions are attractive, 3.4. The Low-Coupling Limit: ve,s << 1. In the case when

weak, and short-ranged, results i ~ 1/T. Under these
conditionsveps andc* are independent of.

veps is small enoughi? the third term in spinodal equation 3.1
is negligible. The phase diagram is very similar to that of the

In conclusion, the phase diagram in the simplified case can pure surfactant monolayer (see Figure 1). The spinodal tem-

be plotted in the, c) plane and is a cut of thglobal phase

peraturevs(c) as well as the binodal temperaturg{c) can be
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expanded in powers ofeps  To second order imeps, the shift 3
of the binodal line is identical to the shift of the spinodal line:

740) = v Q) = 1(0) — 10 = 5 (ep®  (3.3)
p

For the low-coupling limit, the critical temperature is shifted
upward* by a factor of order¥epg? Note that, to second order
in veps, the shift is independent of the surfactant area fracton ~ PS 1t
and the special transition coveragfe The critical concentration
Cc is also shifted upward, but only to third order s

8-1

¢~ 112= 1 (ve,)° (3.4) 0
8€p

Another case where the third term in spinodal equation 3.1 is
negligible is wherps(c) < 1. Here, the polymer is very strongly 9"~ !
X : . limit (independent orv) for c* = 0 (dashed line)c* = 0.5 (dotted

depleted from*the interface. This occurs, for instance, when line), andc* = 0.8 (full line) at a fixed value of the polymer interaction
< 1 andc < c*. . o parametek, = 0.1. The binodal temperatuseis directly related to

3.5. The Strong-Coupling Limit: Large Values of veps. €ps 1 by v = (vepdeps & Whenc* decreases, the polymer interacts more
We define the strong-coupling limit as the situation when the favorably with the interface and its effect on the phase diagram of the
spinodal line is strongly shifted upwarey(c) > 1 and the first surfactant monolayer is stronger: the binodal temperature increases.
term in spinodal equation 3.1 is negligibless is the only
parameter left in the equation depending on the temperature.dependence of the binodal temperature on the special transition
As v = (vepdleps the temperature on the spinodal line is valuec*, at a fixed value of the polymer interaction parameter
proportional to the parametere,s and the coefficient of  €p. Lower values of the special transition coveragfecor-
proportionality eps * is obtained from spinodal equation 3.1 respond, for a fixed couplingeps to a higher binodal temper-

Figure 3. Value of 5,52 on the binodal line in the strong-coupling

rewritten as a fifth order equation feps depending orgp, c*, ature.
andc (and independent afepy): 3.6. High Polymer Flexibility, e, < 1; Possibility of a
Triple Point. As was explained in section 2; is likely to be
4l € 2 c—c* |2 2 c—C* 3 very small for a _semigiilgte_ polymgr solution. When< 1,
c(1—c) c(1—c) c(l 0) €ps the strong-coupling limit is obtained foc > c* (as was
. explained in section 3.5) and the polymer is strongly adsorbed
e 4 c—c)’ —0 (35) at the interface (see Figure 3). On the other handgferc*,
ps epzc(l -0 ps the polymer is depleted from the interface and the situation is
a one of low coupling. Consequently, the features of the phase
Whenever eq 3.5 has a unique positive solutigg the diagram are particularly sensitive to the position of the special
approximation of the strong coupling limit is self-consistent transition line: wherc* > 1, the phase diagram is very close
provided thatveps > eps This is the case foc = c¢*. On the to the one of the pure surfactant monolayer (see Figure 1), while
other hand, when the polymer is depleted from the interface for ¢* < 0 the spinodal line is given by eq 3.7 and the binodal
(corresponding t@ < c*), there is a minimal value o€ for temperature is strongly shifted upward. When the special
which eq 3.5 has a positive solution. Indeed, a sufficient transition line intersects the phase diagram, there is a competition
condition for eq 3.5 not to have any positive solution is: between the two types of phase behavior. In section 3.5, it was

mentioned that the phase diagram of the strong coupling is

x dominant in that situation.
¢-cs (1350+ 210V/42 ‘/_ 0. 2524‘/— (3.6) More precisely, an expansion of the free energy in powers
of ep/eps shows that, foc > c*, F(c) = —1/6(eps/es?)(c — ¢*)3,
This implies that, in a system where condition 3.6 is respected while for ¢ < c*, it yields F(c) = F¢c). Figure 4a shows a
for the largest physica value,c = 1, the strong-coupling limit plot of the free energy in a case where this sudden decrease of
cannot be defined and the critical temperatuyés necessarily F(c) for ¢ > c* is particularly well defined. Wher* > 1/2,

of order unity. the binodal line of the pure surfactant monolayer can be obtained
Whenc* — —o or whene, — 0 (andc > c¢*), the solution with a common tangent construction (in the range of temper-
of eq 3.5 is smalleps < 1. In this situationyeps of order unity atures where the two coexistence concentrations are lower than
is enough to ensure that > 1 and the special transition coverag®). However, it corresponds
to a metastable state. There is yet a second pair of coexisting
v{(C) = vepdC — C¥) e — c)]l/3 23 3.7) concentrations which leads to an even lower free energy.

When 0< c¢* < 1, the phase diagram of the strong-coupling
In the strong-coupling limit, the binodal line is also propor- limit predominates over the one of the pure surfactant mono-
tional to the coupling paramete®ps Numerical solution of layer, while forc* > 1 this is not the case anymore. For
egs 3.1 and 3.2 indicates that the behavior of the binodal line physical values of the parameters, the transition between the
is simpler than the one of the spinodal line. In particular, if two regimes, occurring arounct = 1, is smooth. In some
the strong coupling limit can be defined only over a range of situations, the two pairs of coexisting concentrations mentioned
surfactant coverage (for instance, when the special transition above are stable and correspond to two first-order phase
line intersects the phase diagram), then the binodal line is foundtransitions, as is shown in Figure 4b. The total phase diagram
to be proportional toveps for all values ofc (except for the exhibits two critical points and one triple point. An example
limiting valuesc — 0 or for c — 1). Figure 3 shows the  of such a phase diagram with a triple point is presented in Figure
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Figure 6. Isotherms for the surfactant monolayer. The reduced surface
pressurell = vc? 3(F/c)/oc is plotted versus the reduced area per
molecules ¢ — 1 = A/A; — 1 on a logarithmic scaleA, is the close-
packing area anH is the total free energy as defined in the text. Three
typical isotherms are shown for three different temperatures:0.56
(dotted line, no phase transition);= 0.52 (dashed line, one phase

| transition); v = 0.49 (full line, two phase transitions). The other
F -0.105 parameters are identical to the ones of Figure 5.

|
| reduced area per surfactant plane. The reduced surface pressure
is defined by rescaling the actual surface pressueg, the

| difference between the bare water/air surface tension and that

| of ther surfactant monolayer) B\s/kgT, resulting in the relation
-0.12 : c IT = vc? 9(F/c)/ac. Depending on the temperature, the isotherms
0 0.5 1 can have zero, one, or two plateaus corresponding respectively
C to zero, one, or two coexisting regions.

Figure 4. Free energy as a function of the surfactant concentration . .
c at the interface fov = 0.48,veps = 1, c* = 0.95. In (a)e, = 0.02 4. Discussion
and in (b)e, = 0.1, The common tangent construction is shown by In order to derive our model, we assumed several simplifying

thin lines, and the coexistence values are shown by circles. In (a), in i .
the region 0< ¢ < c*, the plot is similar to the case of the pure ~assumptions. The expression for the surfactant free erigrgy

surfactant monolayer. The corresponding coexistence region<0.33 does not take into account the surfactant hydrophobic tail
¢ < 0.67, is only metastable, since it is contained in the second degrees of freedom. The coupling between the tail conforma-
coexistence region 0.1% ¢ < 1.0. In (b), both coexistence regions  tions and the concentration of the surfactant molecules becomes
0.31= ¢ = 0.72 and 0.8% c = 0.99 occur. crucial at high surfactant densities and can lead to a rich phase
behavior?%:27which was not addressed here. We consider here
only the dilute phases of surfactant monolayers: the gaseous
phase at low densities and temperatures, the liquid-expanded
phase at higher densities, and the condensation transition
between them®
Another limitation of the model comes from our mean-field
treatment of the polymer free ener§y. The assumption that
the polymer solution is semidilute may break down close to
the interface if the polymer strongly adsorbs. Our approach
i assumes thaty(z=0) < 1 or equivalentlyl < p, wherep is
A+C ' the volume fraction of the monomers in the bulk ang e,4c
{ — ¢*). The coupling termF,s should be regarded as the first
term in an expansion. A more precise study should take into
account higher order terms, particularly in the surfactant
concentratiorc.
C For water-soluble polymers, hydrogen bonds play an impor-
Figure 5. Phase diagram of the surfactant monolayerdfor= 0.95, tant role because of the strong polarity of water molecules and
€ = 0.1, andveys = 1. The two-phase region labeledt&8 ends at more refined expressions fét, and Fps should be used. For
the critical point: v = 0.51,¢. = 0.50. The secondBC critical point example, the phase diagram of water-soluble polymers like poly-
is located av. = 0.53,¢; = 0.94. All three two-phase regions#8, (ethylene oxide) (PEO) exhibits closed loops of immiscibility

A+ Bt+C, joi ipl int=v = 0.4 = 0.2 = " .
Ol7g’ae:]nd%c zcé.ggrlx;;t:p;ﬁ tﬂ?g: pﬁ]aseos & Cg ar?d (szy)cgoexist. and the definition of good solvent conditions is somewhat

Critical points are shown by a dot. vague?
We are not aware of many experiments performed on

5. In Figure 6 we show for the same set of parameters threeadsorption of polymers on a Langmuir monolayer, which will
typical isotherms plotted in the reduced surface presBlre allow a direct comparison with our results.Interesting

0.6 |

0.3 & ! —
0 0.5 C
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the special transition line for the polymet € c*) and the
coexistence line for the surfactant molecules, but the interaction
between these two lines was not treated in detail. Our results
suggest that the position of the special transition line has a very
strong effect on the position of the coexistence line. Reference
22 also predicted & line separating a region where the polymer
segregates from the surfactant from a region where the polymer
and surfactant are mixed together. Our mean-field model does
not address directly this prediction since we have only one
minimum of the polymer surface valugs as a function of
surfactant coverage (see eq 2.9), and we assume that the
polymer solution is homogeneous in the directions parallel to
the interface as long as the surfactant monolayer is homoge-

AIR AR

QO

Figure 7. Two different kinds of interaction between the monomers N€OUS. . .

and the interface. In (a), monomers interact with surfactant molecules ~ From our study it seems that ti@ line of ref 22 and the
either attractively (for instance, as a consequence of favorable van dercoexistence line are the same: regions of different concentra-
Waals interactions) or repulsively (if, on the contrary, water is a good tijons for the polymer correspond to regions of different
solvent for both molecules, and the surfactant heads act as a polymer.qncentrations for the surfactant. The polymer can be attracted

brush). In (b), an associating polymer is shown; the hydrophobic . P
subchains tend to dispose themselves in the air subphase and conseto the interface and segregates from the surfactant only if it is

quently attract the polymer chain close to the interface. (Adapted from attracted by the bare interface but repelled by the surfactant
ref 22.) molecules. This situation is driven by energy terms which are

first order in the polymer concentration (see eq 2.7) and is

polymers that can be used experimentally to test our theory consequently different from the one predicted in ref 22. It will
are hydrophobically modified water-soluble polymers (HM- be interesting to understand in a detailed way this discrepancy,
WSP)88-11 Theseassociatingcopolymers are attracted by the — especially for 0< ¢* < 1, where the coupling between the
bare interface because of short hydrophobic side chains, attachegpecial transition and the surfactant phase diagram leads to the
covalently to the main chain. By adjusting the number and the richest variety of phenomena.

length of the side chains, one can directly modify their surface
affinity. In our model it corresponds tg,, the parameter of

|nteract|on between the polymer gnd the _bare sgrface. We addressed in detail the adsorption of a semidilute polymer
Figure 7 shows two different kinds of interaction between gqytion on a surfactant monolayer and the resulting phase

the monomers and the interface. In (a), monomers interact with diagrams. In our model, the most important degree of freedom
the interface through any kind of short-ranged interaction: either js the |ocal concentrationof surfactant at the interface. Since
attractive or repulsive. In (b), the attraction of HM-WSP  1he monomers interact with regions of different concentrations
polymers towards the interface is illustrated: one of the aliphatic \yiih an energy proportional to — c* (c* is the concentration
side chains of a HM-WSP polymer is in a low energy state in ¢ thespecial transitiol, a rich variety of phenomena results
the air subphase. The monomers of the main chain covalentlyfom the coupling between the polymer solution and the
bound to this aliphatic group are consequently attracted in the g rfactant monolayer. The polymer surface excess is enhanced
region of the interface. and the phase diagrams of the surfactant monolayer are
The HM-WSP polymers can be used to study systematically modified. The monomers induce an additional indirect attraction
the dependence of the phase diagram on the special transitiorhetween the surfactant molecules depending on the concentration
concentrationc* (as well as on the coupling parameta), of surfactant on the interface. Consequently, the range of the
including the interesting situation where the special transition homogeneous region in the phase diagram decreases. When
line intersects the phase diagram {0c* < 1) because the  the monomers interact more favorably with the surfactant
polymer is repelled from the surfactant molecules (< 0). molecules than with the bare interface, the critical concentration
The surfactant can be chosen as nonionic, with a polar headijtself increases.
(hydrophilic) identical to the monomers, resulting in a repulsion  The value of the special transition coveragfe describing
between the “brush” (formed by the polar heads) and the the interaction of the monomers with the surfactant molecules

O VAVAN
O VAVAN

O
G
-
@

WATER

5. Conclusions

polymer (water being a good solvent for both$? The resulting
coupling parametet,s is negative and the triple point occurs
for values ofc* close to zero and not close to unity as whgg

relative to their interaction with the bare water/air interface, has
a major effect on the phase diagram of the surfactant monolayer.
When the monomers are repelled by the surfactant molecules

> 0 (Figure 5). However, such polymers usually have a ag well as by the bare interface (for instangg,> 0 andc* >
complicated behavior in the bulk and their self-assembly 1) the phase diagram is not very different from the one of a
properties may be crucial. Another possible candidate for simple surfactant monolayer without polymer in the water

experiments may be a polymer with a “simpler” behavior in
water, like PEO, having a surface affinity. Probably here one
needs to treat more explicitly the hydrogen bonds.

subphase. On the other hand, when the monomers are attracted
by the surfactant molecules as well as by the bare interface (for
instance,ps > 0 andc* < 0), the increase of the two-phase

The parameters in the model can also be tuned by changingregion can be important. In the intermediary situation when
the surfactant characteristics. Pentadecanoic acid, for examplethe polymer is attracted to the interface or depletec: (¢ <
whose gaseous to liquid expanded transition has already beer), these two scenarios are in competition leading to a rich phase

studied by several autho?$35 can probably be an interesting
surfactant to use.

In a previous work? several phase diagrams for the mixed

behavior and, in some cases, the phase diagram displays two
critical points and one triple point (as in Figures 5 and 9k).
Finally, we mention two possible extensions of the present

polymer—surfactant system have been proposed from qualitative study. The first is to consider the situation of soluble surfactants
and general arguments. The proposed phase diagrams exhibiand to take into account the complex surfactgsalymer
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interactions in the bulk. Interesting experimental results have second order equation fet? (eq A.4) may have either only
been obtained for such systeiisMoreover, our model can  one real solution or even no real solution at all, depending on
easily be adapted to mixed monolayers with two components. its discriminant. Furthermore, only positive solutions should
Such binary mixtures have been shown to exhibit immiscibility be taken into account, sineg? > 0. All these considerations
at room temperaturee@., for cholesterol and dimyristoylphos-  give several bounds to the possible valuesuadind 1. The
phatidylcholine (DMPC¥3). The understanding of the features roots of bi-quadratic equation A.4 are

of this phase transition may help to understand interactions of

polymers with flexible membranes (lipid bilayer) and the 2 5 [ . 5
phenomenon obuddingof membrane$:2:383° Be= Q(l TA-uwEUut+vl+eutu ) (A-5)
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1. Foru > 0, B+ is real and positive (whil@_ is negative

Affairs as well as from the ENS Lyon. / . .
and, therefore, irrelevant). Hence, there is only one solution

Appendix A: The Spinodal Equation for ep. N
2. Forup = u = 0,8+ andp- are both real and positive (for

The general equation of the free energy of the system, asy — o, 5_ — 0). Hence, there are two solutions fex

was derived in section 2, is 3. Foru < up, neitherB; nor 8- is real and positive. Hence,
1 there is no physical solution fa.
F=v"¢(l-c)+clogc+ (1-c)log(l-c) - Onceeys andc* are fixed, e, is a function ofr andc. It is

€, . 3 instructive to identify the domains in the,€) plane where
€(¢s + 30— 4) (A1) spinodal equation 3.1 has zero, one, or two real solutions. This
requires locating the lines = 0 andu = up. Depending on
If we do not assume any specific temperature dependence forthe values ok,s andc*, two different situations are identified
v, €p, €ps, andc*, the global phase diagram has to be studied in and shown in Figure 8. In particular, it can be seen in Figure
the five-dimensional space of ¢, €ps, ¢*, andc. The binodal 8b that, for 1/2< ¢* < 1, there can be a range of values for
and the spinodal surfaces are four-dimensional hypersurfacesy—! where cuts of the spinodal surface in the plaggc) are
in this five-dimensional space. We shall consider both positive disconnected (ifeys is below a certain critical value). For
and negativev. It is worthwhile to investigate the spinodal instance, in Figure 9j (1/Z ¢* = 0.86 < 1), a cut of the phase
surface because it can be done analytically, and it roughly diagram atp™* < v~1= 1.8 < v;71is presented. The spinodal
describes the phase separation region, since the spinodal surfacéne is defined for two disconnected regions of concentration:
lies always within the coexistence region. The surface of one centered arourdl= 0.6 and one at higher concentrations.
instability (spinodal surface) also indicates the locations of
possible critical points. For fixed values ef, ¢ps and c*, Appendix B: The Global Phase Diagram
spinodal equation 3.1 describes cuts of the spinodal surface by

The phase diagram for the surfactant monolayer, includin
the curvev~1 = v~1(c) P g y 9

the surfaces of instability and coexistence, is presented in the

2 3 three-dimensional parameter spacevot, ¢, andc through
1 s Ps (A.2) several cuts in two dimensions,@ndc), while fixing the other
' two parametersg,s and c*. We first discuss some general
features of the phase diagram, starting with the simple case of
It is interesting to look also at other cuts of the parameter spaceno effectve coupling between the polymer and the interfagg (
beside the®~1,c) direction. An analytical expression can also = 0; F(c) = F¢(c)) as a reference point. The dependence of
be found in the,,c) direction (but not for the other interaction ~ the phase diagram on the position of the special transition line

== >
cl-0 € ¢2+1

parameters). is then studied, and the phase diagrams are presented for the
Defining u as casex* < 0,c* > 1,and 0< c* < 1.
When there is neeffectve coupling between the polymer
U= c— C*( 1 21/1) (A.3) solution and the surfactant monolayegs = 0 and the special
€ps \C(1—0) ' transition line is not defined. The concentration of the polymer

at the interface depends on the strength of the interaction
we note thau = 0 for both the special transition line and the between the monomers and the interfagg= yo = 1. The
spinodal line of the noncoupling casg(¢) = F¢c)). From phase separation in the monolayer was explained in section 2.1,
spinodal equation A.2 it follows that, #, is a solution of the and all its features are independent on the polymer parameter
spinodal equation 3.1¢y? is the solution of a bi-quadratic €. In the plane€71,c), the linev=t = 1/[2¢(1 — c)] delimits

equation: the unstable region (see Figure 8). From eq A.2 it appears that
as soon as there is a nonzero effective coupling, the line of
aie, —PA+a—-w) el —Au=0 (A4) instability occurs for smaller values of . This means that
the coupling enlarges the region of instability of the homoge-
Alternatively, it can be shown that, &, is a solution of (A.4), neous state. Consequently, the dark shaded region inside the

then, eithek, or —¢ is a solution of spinodal equation 3.1. As  line v~ = 1/[2c(1 — ¢)] in Figure 8 is always a zone of
the polymer is supposed to be in good solvent conditions, we instability, for any value of the parametets eps, andc*. When
disregard negative solutions of the spinodal equatiosforhe €p is big, the polymer “stiffness” induces the polymers in
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B.1. Thec* < 0 Case. When both the surfactant and the
interface attract the monomers, two situations can occuiy if
> yo > 0, theneps > 0 andc* < 0. Butif yo > 0p > 0, €ps <
0 andc* = 1. However, as was explained at the beginning of
section 2.4, these two situations can be mapped onto each other.
Therefore, we concentrate here on the egase 0 andc* < 0.
The only relevant solution of the spinodal equation égris
thene, = + /B, defined outside of the region of instability of
the noncoupling case. Whedg is big, the polymer stiffness
enforces the polymer solution to be uniforgy, = 1, and the
monomers exert a strong uniform attraction on the surfactant
molecules.

Forv~! < 2, there is a phase separation, provided ¢has
small enough. This is shown in Figure 9b, where it can be
seen that the spinodal and the binodal lines join at a critical
point. Whernw~1is changed, the basic topology of the binodal
and spinodal lines remains unchanged. But, in the imit—

27, close to the region where a phase separation occurs even
without a coupling, the value ef, at the critical point increases.
Moreover, the critical concentration tends to the value of the
noncoupling case = 1/2 (because, at the critical point is
large). If, on the other hand™! decreases, the value of at

the critical point decreases and the critical concentration
increasesgc — 1 whenv™! — —o,

Forv~1 > 2, the phase diagram is presented in Figure 9c.
There is no critical point because the phase separation occurs

a

° 00'5 ! for all values ofe,. For e, — 0O, the effects of the coupling
between the monomers and the surfactant molecules are the
Figure 8-71Regi0ns of definition of the spinodal hypersurface in the strongest: the polymer is strongly attracted to the interface,
?ﬁg?ﬁm néC)isfc;LSJ) o= ﬁnaengg;irfeg'% '(Al?g;p;r;& f:‘:d‘?hj ‘C)ﬁs-ed particularly in the regions dense in surfactant. As a result, the
= Up . . i .
dashed line is the line of instability for the noncoupling caser*2= zu_rfa:chtant molecules aggregate with a close-packing coverage

1/[c(1 — c)]; the vertical dashed line is the lime= c*. The region
where only the solutiofi+ is real and positive and generates a positive B.2. Thec* > 1 Case. The opposite situation happens when
solutione, to the spinodal equation is lightly shaded, while the region poth the surfactant and the bare interface repel the monomers.
bosiive solutor s hashed. The cark shaded region i the zone winere 5 SXPlained above, it is enough to consider ogy> 0 and
[o]] . . . . . _ )
Itohe surfactant mponolayer is always unstable. 9I'he region above the(_:* = 1. m this snuatuzn, the functiom l.(c) defined t_)y_ the
full line (U= uo) is a zone where neith@. nor - is real and positive. N U= Uoin the plane¢ 1,0) (see Appendix A) has a minimum
In (b), theu = uo line has two extrema at = vo andv = ;. vo 1 < 2, which is a function ofysandc*. Whenv™! < 72,
thenu < up. The spinodal equation has no solution and the

solution to be uniform, and the coupling acts as a chemical homogeneous monolayer state is stable. 1Fér> vy~1, from
potential having a value (1/2), as can be seen from eq 2.10 a topological point of view, the spinodal surface is deformed
(after expandingps to first order in powers ofy™!). In this for intermediate values of,. Whereas for large values ef
limit, the properties of the phase separation are the same as inthe polymer remains stiff and the properties of the phase
the noncoupling case. Considering the cuts of the phase diagraniransition are those of the noncoupling case, for small values
in the direction ¢;,C) for €55 = 0, there are two different regions  of ¢, the repulsion of the interface is dominant. The polymer
of the parameter space: (1) the regiort < 2, where there is s strongly depleted and the coupling has no effect.
no instability and no phase separation, and (2) the regidn The cuts of the phase diagram in the directiepd] have
> 2, where there is a phase separation. the following features:

Figure 9a shows the spinodal and the binodal lines/fer 1 F 1< -1 < 2 the ph di h losed-|
2.31. Both lines are vertical because the properties of the phase ™ orvo v € phase diagram has a closed-loop

transition are independent gf, as was already explained above. immiscibility curve with an upperl and a lower critical _points
In the limit v~ — 2, the phase diagram reduces to a line of az'r?thtoevxg OP@OFE#(ﬁhgedl'o Vthr;e ;5 ' Lh;eippe%tﬁal
critical points parallel to the, axis atc = 0.5. The coupling pol S wer » W SW

results in a deformation of the line of critical points and enlarges *° " the domain of |nstab|l|t¥ becomes very smal!.

the phase coexistence region. The cuts of the phase diagram 2- For ”_71 > 2, there is a phase separation, whose

in the direction €,,c) for v~ < 2 are topologically very different cha_racterlstlt_:s differ from the one of the noncoupling case c_)nly

from the cuts obtained fort > 2, because the latter necessarily for intermediate values of,. An example of such a case is

contain the region of instability of the noncoupling situation Presented in Figure 9e.

(even for large values ef,), while, for the former, large values The line of critical points has only, for intermediate values

of €, necessarily correspond to domains of stability of the of €, a small distortion with respect to the straight line of the

monolayer. noncoupling case. One consequence is that there is a maximal
We first discuss the cases where the special transitiorcline value for the critical concentration. Wheh s increased, the

= c* does not intersect the parameter space € 0 or c* > repulsion from the interface increases and the phase diagram

1). The phase diagrams are constructed by numerical solutionresembles the noncoupling case, even at intermediate values of

of egs 3.1 and 3.2. €p.
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Figure 9. Cuts of the phase diagram in thg,€) plane. The full lines represent the binodal surface, while the dashed lines represent the spinodal
surface. Critical points are shown by a dot. ¢a} = 2.31 andk,s = 0; this plot shows the reference situation of the noncoupling case. The next
plots illustrate the text of Appendix B, in the three casts< 0,c* = 1, and 0< c¢* < 1. In (b) to (eps=1. (b)v~1 =1 andc* = —1; (c)
v~1=22andc* = —1; (d)»~* = 1.95 andc* = 2. This plot shows a closed-loop phase diagram.v(é)= 2.2 andc* = 2. Thee, scale in this

plot is logarithmic for convenience. (§! = 1 andc* = 0.3; (g)v ! = 2.2 andc* = 0.3; (h)» ! = 1.8 andc* = 0.84. This phase diagram
displays a reentrant phase. #i)* = 2.1 andc* = 0.84. Thee, scale in this plot is logarithmic for convenience, and the shaded region corresponds
to the metastable states. {)! = 1.8 andc* = 0.86. This plot shows a disconnected phase diagram. In¢kyF 2.1,¢ps = 2.1, andc* = 0.95.

A first two-phase region AB extends to infinite values faf,; the second two-phase region ends at a critical prirt 0.90, €,). = 0.16; all three
two-phase regions, AB, A+C and Bt+C, join at atriple point—e, = 0.06,ca = 0.30,cg = 0.70, andcc = 0.99—where all three phases (A, B,

and C) coexist.

B.3. The 0 < ¢* < 1 Case. We turn now to the more  where a second metastable region resides inside the two-phase
complex case where the special transition line intersects theregion. In some cases, as was suggested at the end of Appendix
physical range of parameter space{@ < 1). The situation A, the phase diagram appears as if it is composed of two
for 0 < ¢* < 1/2 is rather simple, the two typical phase diagrams disconnected parts (those are cuts obtained/ot < v <
are shown in Figure 9f (fogps < 2) and 9g and (foeps > 2). 2). An example is given in Figure 9j. Note that for2y—1 <
They resemble the* < 0 case. However, for 1/Z ¢* < 1, v;~1 the spinodal surface is disconnected while the binodal
depending on the value of the coupling paramedgy the surface is connected, since at very low valuesoh phase
competition between the different terms in the free energy leads separation always occurs between very dense {) and very
to a large variety of possible phase diagrams. An example of dilute (¢ = 0) regions (forc* < 1), as is explained below. In
a phase diagram with a reentrant phase is presented in Figurghe three dimensionsedep,C), the phase diagram is always
9h. In Figure 9i yet another type of phase diagram is presentedconnected: when1is increased the disconnected parts of the
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phase diagram meet and this may result in the appearance of a
triple point for a range of values fet (an example is shown in
Figure 9k). These triple points occur only for a small range of
values forep, typically, for e, =~ 0.1.

Note that in all these phase diagrams (Figure-l9f the
binodal line at low values of, always ends at = 0 andc =
1. It can be understood since for low valuesegfregions of
surfactant concentratiorts< c¢* (and outside of the region of
instability of the noncoupling case) are not unstable because
they repel the monomers, and the coupling consequently does
not have any effect. The free energy is unchanged as compared

to the noncoupling case. However, it is strongly modified for
c > c¢*, as has been explained in section 3.6 and is shown in

Figure 4a. The common tangent construction results in a couple

of stable coexistence points & 0, ¢ = 1). Therefore, the
regions of surfactant concentrations: c* (and outside of the
region of instability of the noncoupling case) are metastable.

Appendix C: The Critical Point

Itis possible to obtain analytical results for the critical point,
by solving simultaneously egs 3.1 and 3.2 for the two
unknowns: the critical concentratiarz and the critical tem-
perature.

C.1. Bounds on the Critical Concentration. In general,
no analytical expression for the critical concentratiprexists
but we derive an analytical expression for an upper bound.
Equation 3.2 can be rewritten as a third order equatiopfor

oL+ 3¢ + 3f(c)p + f(c) =0 (C.1)
where the coefficient(c) is defined as
f(o) = 1-2 (C.2)

- 2 2 3 2
(1—2c) +c(1 - c)eysley

We denotec; as the value of the surfactant concentration for
which f(c) diverges. A careful study of eq C.1 shows tia)

< 0 and yields a nonanalytical solution f¢gand consequently
for c.. It can also be shown that 1/2 ¢; < ¢;. From its
definition, c; is the solution of a fourth order equation and has

a (complicated) analytical expression as an odd increasing

function of eplep?. For epdlep? = 0, ¢ = 1/2, and where,s/
sz — 0, Cp — 1.40
C.2. The Critical Point in the Strong-Coupling Limit.

Figure 10. Range of critical concentration as a function only of the
special transition concentrati@h in the strong-coupling limit; shown
inside the shaded region.

depending only on the special transition concentrativns
obtained (Figure 10).

Forc* < O:
1-c* —\/c*z—c*+1sccs(1/3)[(c*+1)+

c*z—c*+1]

ForO<c¢* < 1:

(1/3)[(c* +1)—Ver P - + 1] <c.= (1/3)[(c* +1)+

c*z—c*+1]
Forc* > 1.
(1/3)[(c*+1)—«/c*2—c*+1]sccs 1—c*+
- +1

For ¢ = 0, this bound is 0< c. < 2/3. Therefore, if the
effective coupling parameteqs is positive, we know that the

Hereafter we concentrate on the specific case of the strong-Cfitical concentration obeys 1/2 c. < 2/3.

coupling limit, wherev=! can be neglected in spinodal equation
3.1

c(l—oc

- (C.3)

ol + 1= e, lpS
p

Taking the polymer order parametgrand the special transition
c* as known parameters, the characteristics of the critical point

can be determined by solving a system of three equations

(spinodal equation C.3, eq 3.2, and the definitiowgofeq 2.9))
with three unknowns: the concentration of surfactenthe
temperature appearing througls andgs (which has been added
for mathematical convenience). First, bounds on the critical

concentration are obtained, depending only on the special

transition concentration. then, a method of determination of

the critical concentration is discussed. Using eq C.3, eq 3.2

can be rewritten as a second order equationpfér
As there is at least one real and positive solution to this
equation, a bound on the value of the critical concentration,

The second order equation ¢ can be rewritten as a second
order equation for the critical concentratiog depending on
the special transition c* and on the concentration of monomers
at the interfaceps:

[4 — 3(p + 1)7c — 2[2— (1 + c*) (¢S + 1)) ¢, —
c(¢pZ+ 1)*=0 (C.4)

The study of this equation shows the following:
Forc* = 0 orc* = 1, it reduces to a first order equation.
Forc* <O,

c.=cC = [2 — 1+ ) (ol + 17—

V@2 + 14 cr 2 — o + 1) — 42+ 17 + 4]/[4 ~

(s + 1)2]
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Forc* > 1,

2— 1+ (ps+ 17+

C.=C =

V@2 +1)(c* > — c* + 1) — 42+ 1) + 4]/[4 -
3(pZ + 1)2]

For 0 < ¢* < 1, the situation is more complicated. It can be
shown, in particular, that there is a minimum for the concentra-
tion of the monomers at the interface at the critical point. This
minimal value always corresponds to a situation of depletion
for the polymer solution. It can also be shown that in some
situations, whergy,s > 0 and 1/2< ¢* < 1 or symmetrically
wheneps < 0 and 0< ¢* < 1/2, the solutiong- andc; may
be relevant: this accounts for the possibility of two critical
points. The definition ofps (eq 2.9) can be rewritten as

(C.5)

€
¢52 —-1= _DS¢S(C - C*)
€

€ps can be eliminated from spinodal equation C.3 by using its

expression obtained from eq C.5. On the other hand, the

concentration can be substituted by using its expressig@f,c*)

or c(¢s,C*). One is left with a high order polynomial equation
for ¢s depending only on the special transition concentration
c* and the polymer interaction parametgr Once this equation

is numerically solved, the other characteristics of the critical
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