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UNIVERSAL ESTIMATORS -
MAXIMUM LIKELIHOOD AND BEYOND

Abstract

One major problem in Statistics is (in its simplest form) the following: given n i.i.d. random variables X1, . .
., Xn with a common unknown distribution P and the assumption that P belongs to some given family P
of probabilities, use the Xj to guess P € P.

In the 20’s, Ronald Fisher invented and popularized the Maximum Likelihood method which has been
considered for a long time and by many people as some sort of a universal estimator. Its properties have
been studied at length but it was also discovered that it suffered from various weaknesses. | shall explain the
method and show why it may or may not work, point out some major deficiencies, then explain how to
replace it by an alternative solution, based on notions related to metric entropy and robustness, that
substantially improves on the Maximum Likelihood, at least from a theoretical point of view.

The colloquium will be held on Monday, IV DA DMPN> DPNINPN
16 May 2016, at 12:15, Holcblat Hall (7), ,12:15 Nywa ,2016 '8N 16
Shenkar Physics Building, L,V 9P 122 (7) VOANDIN BN
Tel-Aviv University, Ramat-Aviv IAN-NNT ,2AR-DN NVIDIDININ
Statistics Seminar 72000V 1P

P-ESTIMATION - AROBUST ALTERNATIVE
TO MAXIMUM LIKELIHOOD

Abstract

It is well-known that the maximum likelihood, although widely used in Statistics, suffers from various defects.
From a theoretical point of view, strong assumptions are needed to ensure that it performs in a satisfactory way
and from a practical one, it is definitely not robust, i.e. quite sensitive to model misspecifications. These
problems are mainly connected to the use of the log function, which is not bounded, to define the log-likelihood
ratios. Replacing it by a specific bounded function leads to an alternative methods with better properties,
including ro- bustness (in the sense of Peter Huber). Moreover, in nice parametric models and when the true
distribution does belong to the model, the new estimator is asymptotically equivalent to the maximum likelihood
estimator. The interested persons may look at http://arxiv.org/abs/1403.6057.

The seminar will be held on DOYIYY DY DMPNN INHON
Tuesday, 17 May 2016, at 10:30, ,10: 30 Nywa ,2016 >80 17
in Room 309, Schreiber Building, ,72»9v )21 ,309 /0N 1TN2
Tel-Aviv University, Ramat-Aviv DIAN-NNT ,DINR-IN NVIOIDNN
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Light refreshments will be served before the colloguium and the seminar
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