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Objectives To develop a video assessment method for General Practitioners (GPs) by analysing issues of validity, reliability and feasibility of observation of videotaped regular consultations.

Design In a cross-sectional study consultations of 93 GPs were video recorded in the practice during 1 week. The GPs registered consultation and patient data in a logbook; 16 consultations per GP were selected using preset criteria. The quality of communicative and medical performance of these consultations was assessed by GP observers with a validated instrument. The validity of the procedure was evaluated by checking the content of each GP’s sample using specific sample criteria. Selection bias was estimated by multiple regression analysis, with sample characteristics as independent variables and scores on communication and medical performance as dependent variables. The influence of observation on GPs and patients was assessed by a questionnaire. Generalizability theory was used to estimate reliability. Feasibility was assessed by conducting a questionnaire, by keeping accounts, and by checking the technical quality of the videotaped consultations.

Setting Universities of Nijmegen and Maastricht, The Netherlands.

Subjects General Practitioners (GPs).

Results The domain of general practice was well covered in the samples; content validity was satisfactory. With regard to the sample characteristics, only the total duration of consultations appeared to correlate significantly with both the score on communication and the score on medical performance. A majority (71%) of GPs reported not being influenced by the observation, except in the first cases, and recognizing their usual daily performance in the videotaped consultations. An acceptable level of reliability was reached after 2.5 hours of observation, i.e. 12 cases by a single observer. The method was well accepted by both GPs and patients. The costs were £250 per GP.

Conclusions Video assessment of GPs in daily practice according to the procedures described is a valid and reliable method, one which is useful for education and quality improvement. There is a trade-off between feasibility on one hand and validity, reliability and credibility on the other hand. Compared to investments in observation methods in standardized settings, the costs of video observation of GPs’ actual performance are acceptable.

Keywords *Clinical competence; cross-sectional studies; evaluation studies; feasibility studies; *physicians, family; physician–patient relationship; videotape recording.
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Introduction

Assessment of the performance of general practitioners (GPs) in daily practice can play an essential role in improving the quality of care GPs provide to patients. It has been shown that self-ratings of performance usually produce overestimation of service delivery, and that self-selected postgraduate education has little effect on...
changing practice behaviour of doctors; objective assessment is preferred.\textsuperscript{1,2} If deficiencies in practice performance could be identified objectively, postgraduate medical education and quality improvement activities could be focused on GPs' insight into their deficiencies and real educational needs in order to make them as effective as possible.\textsuperscript{3,4}

It is uncertain which assessment method(s) should be used. Which have the highest validity and reliability, and which are feasible on a broad scale? One can distinguish between direct and indirect methods of quality assessment.\textsuperscript{5} With the former, clinical activities are observed directly. Indirect methods, on the other hand, infer clinical competencies from written or oral examinations, from chart review, from assessment of referral letters or from data from insurance agencies. A direct method can be applied both in day-to-day practice and in a laboratory setting. Direct observation of actual performance in daily practice has the highest validity, since this method approximates the real professional world as closely as possible.\textsuperscript{6} Direct observation is possible by having standardized patients (SPs) or peer observers visit the practice or by placing video-equipment in the practice. Although used in daily practice, SPs present logistic difficulties.\textsuperscript{7} It is demanding for SPs to observe the complex processes involved in medical care and communication. Practice visitation by peer observers may disrupt real practice and requires considerable resource investments. On the contrary, video recordings of consultations can be judged by different trained observers without consultations being disrupted; there are, however, problems concerning validity, reliability and feasibility.

Validity might be reduced by the 'audience effect': both GPs and patients could be influenced by the video recording.\textsuperscript{8} Moreover, the logistics of performance testing often restrict the selection of consultations to be included into the assessment, thus incurring the risk that the sample may not be representative of actual patient care.\textsuperscript{9}

Reliability might be influenced by the content specificity problem: for example, the predictive value of a mark, acquired with a case concerning cystitis to one dealing with angina pectoris turns out to be very low.\textsuperscript{10} Moreover, reliability could suffer from the unstandardized and complex problems as they are presented in day-to-day practice. The optimal management of a complex problem in a specific daily context may not be immediately apparent and experts may disagree in grading the quality of performance. A key issue yet to be determined is the duration of observation and the number and range of cases that need to be observed to give a reliable judgement of performance. Even under standardized conditions the testing time required to achieve an acceptable level of reliability appears to be a limitation of such an assessment method.\textsuperscript{11}

As for feasibility, both ethical, practical and technical aspects may limit the use of video assessment. Video-taping all aspects of the complex care process, including physical examination, may be difficult, while acceptance by the target group may be hampered by fear of abuse of tapes.\textsuperscript{12} Also, there are no reports on the cost of video assessment. While various problems can thus be expected in applying video assessment in the practice of GPs, videotapes of daily consultations are already being used successfully, for example in the United Kingdom in the selective assessment of GP trainees and in the Fellowship by Assessment of the Royal College of GPs.\textsuperscript{13,14} The latter has been revised recently to be more objective. However, issues concerning validity, reliability and feasibility need further investigation in order to support this method for both selective and educative purposes.

In order to investigate the problems mentioned above, a study was conducted focused on video assessment of both GPs' communication with patients and medical performance. The following questions were posed: how might consultations be identified and selected for a valid assessment; how reliable is video assessment considering the number of consultations and observers; how feasible is this method concerning technical aspects, logistics, costs and acceptance by GPs and patients?

**Method**

**Subjects and procedure**

In a cross-sectional study, consultations of general practitioners were videotaped during 1 week in their own practice. All general practitioners in the south of the Netherlands were invited by letter to participate in this study; 220 (25%) were willing to do so. For budgetary reasons 135 GPs were selected randomly, 100 of them to be videotaped, the other 35 to act as peer observers to score performance. Personal and professional characteristics of the participants (see Table 1) were collected and compared to the national population of GPs to determine representativeness (t-test and chi-square test) and confounding.\textsuperscript{15}

A video-observation system, consisting of two cameras with built-in microphone, a monitor and a recorder, was installed by trained electricians in each practice. All consultations were recorded both in the consulting room and the examination room. The GP was responsible for switching from one camera to the
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other when necessary, and for recording patient and consultation data, such as the patient’s age and gender, (number of) complaints and duration of consultation (see Table 2), into a logbook directly after the consultation. The receptionist informed patients about the video recording and asked permission. Consent was registered by giving the patient a coloured card (green = consent, red = no consent) to be handed to the GP at the start of the consultation. Video registrations were erased if patients revoked their permission.

Evaluation of validity

To achieve a satisfactory content validity, a blueprint for the practice video assessment was designed, based on prevalence of complaints and diseases in general practice and on a nationally accepted job description. With this blueprint 10 specific criteria were formulated for selecting a representative sample of consultations per doctor for the final assessment (see Table 2). The first criterion, the selection of sufficient different cases, received highest priority in order to solve the case-specificity problem. Using logbook data 20 consultations per GP, 16 for direct observation and four as reserve, were selected per GP. This number was expected to offer sufficient content validity and observation time for analysis. Since it is known that scores from the first cases to be assessed are less reliable than later ones, the first five cases were not included. Validity was evaluated by checking each GP’s sample with the specific sample criteria. Furthermore, the influence of differences in sample characteristics of each GP on the performance scores was measured by a multiple regression analysis, with performance scores as dependent variable and sample characteristics as independent variables. In this way the contribution of GPs’ personal and professional characteristics to performance scores was also analysed. Influence of the observation on GPs and patients and feasibility aspects were assessed by a questionnaire for GPs, containing 20 structured questions (five-point Likert scale). GPs were asked to score questions about recognition of their ‘usual working style’, after they had viewed the selected consultations.

Evaluation of reliability

Consultations were assessed for communication and medical performance by using the MAAS-Global scoring list. This instrument, containing 12 items on the quality of communication with patients and four items on the quality of medical performance, is based on literature related to effective communication between GPs and patients and on guidelines for medical performance. Items are case-independent and global, but anchored with detailed criteria. They are scored on a seven-point Likert scale (Fig. 1). An extensive list of criteria is available.
Case scores were calculated by summing the item responses on the MAAS-Global for each case expressed as a percentage score. The mean score for the 16 cases, i.e. the sample, determined the total score of the participant GP. Scores were calculated for the two components: communication and medical performance, and for the overall consultation performance (communication score + medical performance score/2). To estimate reliability, generalizability theory was used. This theory uses ANOVA procedures and variance component estimation to estimate 'generalizability coefficients'. For part of the dataset – 25 GPs and 15 cases – cases were scored by pairs of independent peer-observers (raters). To avoid a halo-effect, i.e. the tendency to rate a GP high (or low) in all areas being evaluated in a session if he or she scores high (or low) in one area, a maximum of six consultations per GP was assessed by the same rater. Because different raters were used for different daily practice cases, a ‘raters-nested-within-cases-within-persons’ design was used, followed by variance component estimation. This design allows a concurrent estimation of the reliability of raters and cases. From the variance components generalizability coefficients were estimated; this enables projection of the reliability from the actual number of cases used to other hypothetical test conditions with different sample sizes (see Table 4).

### Evaluation of feasibility

Problems experienced by GPs and receptionists with the video installation, operating of the video equipment and the informed consent procedure were assessed by the ‘feasibility and influence on GPs’ questionnaire. Furthermore, feasibility was measured by checking the technical quality of the video taped consultations and particularly by checking the number of re-installations and spare consultations needed to complete the sample. Costs were calculated on the basis of accounts kept by all participants.

### Results

#### Subjects and drop-out

Of 100 GPs seven (7%) dropped out before video observation on the grounds that ‘participation is too threatening’ (1%) or that they were ‘too busy to participate’ (6%). With regard to professional and personal characteristics the study population (n = 93) was representative for Dutch GPs in all respects, except for average age (mean 43-1, SD 5-5, respectively, mean 44-3 years, SD 7-4; t = 2-03; d.f. = 92; P < 0-05, Table 1).

#### Validity

A minimum of 40 and a maximum of 95 consultations were recorded and registered in the logbooks by the participants. The number of videotaped consultations was related to the number of (patients per) surgeries during video recording. In the selection of 16 cases it was possible to meet criterion 1: in all samples (100%) eight cases from eight different chapters of the International Classification of Primary Care (ICPC) were included (Table 2). Thus, at least eight of all 17 ICPC chapters were represented in each sample. A majority of samples also met the remaining criteria. In a multiple regression analysis, with GPs’ characteristics as independent variables and performance scores as dependent variables, only the characteristic ‘sole practice’ appeared to be a significant (negative) factor of influence on communication scores (P < 0-05). GPs’ characteristics had no predictive value for scores on medical performance (P < 0-05).

Multiple regression analysis indicated a significant association between the total duration of the 16 consultations of each sample (mean 156-62, SD 19-62, minimum 100, maximum 200 minutes) with GPs’ scores, on both communication and medical performance (P < 0-001). The longer the duration of 16
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consultations, i.e. the sample, the higher the total score.

In the questionnaire, 29% of physicians reported they were influenced constantly by the video observation: 12% considered the effect positive (i.e. better consultations), while 17% believed the effect to be negative. Conversely, 42% of GPs thought they were not influenced at all while 29% considered that they were only influenced during the first cases. Since the first five cases have not been included in 95% of the samples, one may conclude that the majority of GPs felt they were not influenced by the observation. Moreover, 92% of the GPs recognized their usual style of performance, when they viewed the consultations after the analysis.

Reliability

The range in scores and the standard deviation in Table 3 indicate a broad distribution of scores, on both communication and medical performance. Table 4 shows generalizability coefficients as a function of the number of cases, the corresponding estimated testing time, and number of raters. Each entry represents a reliability estimate for the given sample sizes of cases and raters. An arbitrary ‘benchmark’ of 0·80 is usually considered as a minimal acceptable value. This means that when an infinite number of similar tests is applied randomly to the same GPs with different cases in each test and different raters for each case, the average correlation expected between the scores of these tests would be >0·80. Using two raters, this value is found after eight cases (i.e. 96 min) on the overall score, and on both communication and medical performance after 12 cases (i.e. 144 min). For one rater this level was reached after 12 and 16 cases, respectively.

Feasibility

In 3% of the installations, the video equipment had to be re-installed due to an erroneous operation by GPs; a further 5% of selected consultations had to be replaced by ‘spare’ consultations on account of inadequate sound or vision quality. Thus 92% of consultations were recorded adequately in the first instance, in both consulting rooms and examination rooms. Questionnaire data (response level 91%) showed that 82% of GPs considered the informed consent procedure clear; 85% of patients gave their permission to record. A minority of GPs (10%) considered video recording a burden for patients. Completion of the logbook took 92% of GPs less than 1 minute per case. Selection of consultations from the logbook by the researcher took 1 hour per participant. Peer-observers compared the logbook data with the content of video recordings and in 5% of cases logdata appeared to be incomplete.

Table 5 provides an estimate of costs for two different sample sizes of consultations. One video set (£800, to be depreciated within 4 years) was used by 14 GPs, which reduced costs to £15 per GP. Peer-observers were paid £15 per hour and the electrician was paid £10 per hour.

<table>
<thead>
<tr>
<th>sample size</th>
<th>performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>cases</td>
<td>minutes</td>
</tr>
<tr>
<td></td>
<td>overall</td>
</tr>
<tr>
<td></td>
<td>communication</td>
</tr>
<tr>
<td></td>
<td>medical</td>
</tr>
<tr>
<td></td>
<td>1 rater</td>
</tr>
<tr>
<td></td>
<td>2 raters</td>
</tr>
<tr>
<td></td>
<td>1 rater</td>
</tr>
<tr>
<td></td>
<td>2 raters</td>
</tr>
<tr>
<td></td>
<td>1 rater</td>
</tr>
<tr>
<td></td>
<td>2 raters</td>
</tr>
<tr>
<td>4</td>
<td>48</td>
</tr>
<tr>
<td>8</td>
<td>96</td>
</tr>
<tr>
<td>12</td>
<td>144</td>
</tr>
<tr>
<td>16*</td>
<td>192</td>
</tr>
<tr>
<td>20</td>
<td>240</td>
</tr>
</tbody>
</table>

*actual sample size used.

Table 3 MAAS-Global scores of GPs (n = 93) in percentages: mean, standard deviation (SD) and range

<table>
<thead>
<tr>
<th>performance</th>
<th>mean (SD)</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td>communication with patients</td>
<td>41.7 (7.4)</td>
<td>25.8–63.9</td>
</tr>
<tr>
<td>medical performance</td>
<td>62.0 (6.9)</td>
<td>47.1–84.1</td>
</tr>
<tr>
<td>overall performance</td>
<td>51.9 (6.6)</td>
<td>36.5–73.3</td>
</tr>
</tbody>
</table>

Table 4 Reliability: generalizability coefficients as a function of the number of cases and raters
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Psychometric issues of video assessment in general practice

positive relationship between the total duration of the samples and GPs' scores on communicative and medical performance of general practitioners (GPs) in daily practice. A blueprint including a procedure for sampling of consultations by using selection criteria has been developed. Generalizability, i.e. reliability considering number of cases and observers, and aspects of feasibility, especially costs, were taken into account. In this way, a valid and reliable assessment procedure has been established. Results on acceptance should be interpreted with care since our study population participated voluntarily and the assessment was educative, not summative.

Concerning validity, the results show clearly that the domain of general practice was covered extensively by the procedures followed and a satisfactory content validity was obtained. Eight different ICPC chapters were represented in each sample. Concerning this classification system, it is estimated that the use of other classification systems will lead to the same conclusions. In addition, sufficient initial and follow-up consultations with both elderly patients and children were included, which support the representativeness of daily practice care. Our sample criteria, formulated for the selection of 16 cases, were well met. The lack of control over the case selection process, one of the major disadvantages of an observation in practice, was prevented by this procedure. Strict sample uniformity does not seem desirable, since a sample has to be representative for an individual GP. It should reflect differences between GPs with regard to characteristics of their patient population, workload, working style and their perception of tasks. The variation in total duration of consultations of each sample may reflect these differences. The positive relationship between the total duration of the samples and GPs’ scores on communicative and medical performance is in line with previous research. The negative relation between working single-handedly and high score of communication with patients may be explained by the contrasting difference with more partner practices, where collaboration must rely on communication and delegation of tasks within a team. Compared with selection of cases by candidates, case selection from the logbook by an external reviewer using preset criteria prevents sampling bias. The logistics of producing 90 consultations should not be underestimated. However, provided that the video-equipment has been installed and the informed consent procedure has been handled at the desk, GPs spend on average 1 minute per case to fill in the logbook and patient care can be continued normally. Moreover, continuous videotaping regular consultations during several days increases the chance to observe what a doctor is doing in his day-to-day practice; this might be different from what a doctor is capable of doing.

Finally, with regard to validity, with two cameras actual performance was followed as closely as possible. Physical examination and concurrent communication are essential aspects of performance. Therefore, validity of video assessment in daily practice increases if equipment is able to record consultations in both consulting and examination rooms. Switching cameras by the GP intrudes on normal surgery routine; on the other hand, having others to operate equipment may entail high costs. An automatic switching system could solve this problem, which may decrease the audience effect.

We may conclude that the validity of this video assessment of GPs in daily practice is high.

The reliability results are encouraging, particularly considering the limitations in standardization of practice assessment. This is actually comparable or even better to test conditions using highly trained standardized patients in multiple station examinations at a ‘skills laboratory’. These results may be explained by a consistency of GP’s usual performance during video recording, confirmed by GPs recognizing their usual working style in the consultations. In addition, peer-observers were trained in four sessions in scoring videotaped regular consultations with the explicit criteria. Adding another observer to each case substantially improves reliability, suggesting considerable ‘rater bias’. Therefore, efforts to improve reliability should be focused on rater training in scoring complex daily cases and on further development of nationally accepted guidelines for both communication and medical performance.

Finally, reliability (and validity) of this video assessment procedure could be enhanced by combining video observations with an inspection of medical records.

| Table 5 Costs in pounds sterling (£) per General Practitioner (4 cases = 48 minutes) |
|------------------------------------------|----------|----------|
|                                        | 12 cases | 16 cases |
| equipment                               | 15*      | 15*      |
| videotapes                              | 15*      | 15*      |
| installation                            | 50*      | 50*      |
| one observer                            | 75       | 100      |
| administration                          | 45       | 60       |
| review logbook                          | 20       | 25       |
| raters training                         | 30*      | 30*      |
| total                                   | £250     | £295     |

*stable costs.

Discussion

To our knowledge this is the first study which systematically addresses issues of validity, reliability, and feasibility of a video procedure for assessing both communicative and medical performance of general practitioners (GPs) in daily practice. A blueprint including a procedure for sampling of consultations by using selection criteria has been developed. Generalizability, i.e. reliability considering number of cases and observers, and aspects of feasibility, especially costs, were taken into account. In this way, a valid and reliable assessment procedure has been established. Results on acceptance should be interpreted with care since our study population participated voluntarily and the assessment was educative, not summative.

Concerning validity, the results show clearly that the domain of general practice was covered extensively by the procedures followed and a satisfactory content validity was obtained. Eight different ICPC chapters were represented in each sample. Concerning this classification system, it is estimated that the use of other classification systems will lead to the same conclusions. In addition, sufficient initial and follow-up consultations with both elderly patients and children were included, which support the representativeness of daily practice care. Our sample criteria, formulated for the selection of 16 cases, were well met. The lack of control over the case selection process, one of the major disadvantages of an observation in practice, was prevented by this procedure. Strict sample uniformity does not seem desirable, since a sample has to be representative for an individual GP. It should reflect differences between GPs with regard to characteristics of their patient population, workload, working style and their perception of tasks. The variation in total duration of consultations of each sample may reflect these differences. The positive relationship between the total duration of the samples and GPs’ scores on communicative and medical performance is in line with previous research. The negative relation between working single-handedly and high score of communication with patients may be explained by the contrasting difference with more partner practices, where collaboration must rely on communication and delegation of tasks within a team. Compared with selection of cases by candidates, case selection from the logbook by an external reviewer using preset criteria prevents sampling bias. The logistics of producing 90 consultations should not be underestimated. However, provided that the video-equipment has been installed and the informed consent procedure has been handled at the desk, GPs spend on average 1 minute per case to fill in the logbook and patient care can be continued normally. Moreover, continuous videotaping regular consultations during several days increases the chance to observe what a doctor is doing in his day-to-day practice; this might be different from what a doctor is capable of doing.

Finally, with regard to validity, with two cameras actual performance was followed as closely as possible. Physical examination and concurrent communication are essential aspects of performance. Therefore, validity of video assessment in daily practice increases if equipment is able to record consultations in both consulting and examination rooms. Switching cameras by the GP intrudes on normal surgery routine; on the other hand, having others to operate equipment may entail high costs. An automatic switching system could solve this problem, which may decrease the audience effect.

We may conclude that the validity of this video assessment of GPs in daily practice is high.

The reliability results are encouraging, particularly considering the limitations in standardization of practice assessment. This is actually comparable or even better to test conditions using highly trained standardized patients in multiple station examinations at a ‘skills laboratory’. These results may be explained by a consistency of GP’s usual performance during video recording, confirmed by GPs recognizing their usual working style in the consultations. In addition, peer-observers were trained in four sessions in scoring videotaped regular consultations with the explicit criteria. Adding another observer to each case substantially improves reliability, suggesting considerable ‘rater bias’. Therefore, efforts to improve reliability should be focused on rater training in scoring complex daily cases and on further development of nationally accepted guidelines for both communication and medical performance.

Finally, reliability (and validity) of this video assessment procedure could be enhanced by combining video observations with an inspection of medical records.

| Table 5 Costs in pounds sterling (£) per General Practitioner (4 cases = 48 minutes) |
|------------------------------------------|----------|----------|
|                                        | 12 cases | 16 cases |
| equipment                               | 15*      | 15*      |
| videotapes                              | 15*      | 15*      |
| installation                            | 50*      | 50*      |
| one observer                            | 75       | 100      |
| administration                          | 45       | 60       |
| review logbook                          | 20       | 25       |
| raters training                         | 30*      | 30*      |
| total                                   | £250     | £295     |

*stable costs.
However, clinical data are often incomplete and inconsistent, which may raise other problems.36-38

Organization of our video assessment in daily practice proved to be feasible. Although 92% of all consultations were usable for data handling in first instance, this figure could even be higher with still better instructions to operators and GPs. Handling the informed consent procedure at the counter by the receptionists seems fair for the patients. Our figures of acceptability, similar to former studies,39,40 support this view, taking into account that physical examination was videotaped integrally. Our detailed informed consent procedure, the use of peer observers and the transport of the tapes by registered mail or couriers may have decreased patients’ fear of abuse of tapes. For ethical reasons, in video assessment one should always demand sources in observation methods in medical education41

Concerning costs, compared with investments of resources in observation methods in medical education41 the costs were acceptable, and could even be reduced by frequent use of the same video equipment and by integrating rater-training in regular quality improvement activities or in GP–trainer activities. Acceptance of both participant GPs and peer observers was high due to the educative impact of a video assessment method, but participation was voluntary.

We conclude that we have developed a procedure for educative assessment of GPs by means of video observation in daily practice, taking into account issues of validity, reliability, feasibility and acceptability, which enables GPs to evaluate and to improve professional quality. There is a trade-off between content validity and feasibility. Further research to increase feasibility and acceptability by reducing the number of consultations to be observed, while maintaining content validity and reliability, is needed. A decision about pass–fail levels should be made if our procedure is used in selective assessment. Especially in high stakes assessments, credibility of the method is of major importance. In our opinion credibility and acceptability increases if the assessment method measures what it is supposed to measure in a reliable way.
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