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[1] The Dead Sea water-level has been dropping at an exceedingly increasing rate since 1960, and between 1993 and 2001, the interval of the InSAR data examined in this study, it has dropped at an average rate of 0.88 m per year. Such a water-level change could potentially give rise to a resolvable lithospheric rebound and regional uplift, with spatial extent and amplitude that are controlled by the effective mechanical properties of the crust and upper mantle combined. We measure that deformation for the years 1993 to 2001, using 149 short baseline interferograms made of 31 ERS-1 and ERS-2 Synthetic Aperture Radar (SAR) images and continuous GPS data from the Survey of Israel recorded between 1997 and 2011. The uplift rate at the Dead Sea is small (up to $4 \mathrm{~mm} /$ year), and the basin topography is almost a mirror of the displacement, introducing a strong trade-off between uplift and stratified atmosphere noise. To overcome this complication, we impose a linearity constraint on the satellite to ground Line Of Sight (LOS) phase changes based on the steady uplift observed by a continuous GPS station in the area of interest, and simultaneously solve for the LOS change rate, Digital Elevation Model (DEM) errors and the elevation-phase correlation. While the LOS rate and DEM errors are solved for each pixel independently, the elevation-phase correlation is solved for each SAR acquisition independently. Using this approach we separated the stratified atmospheric delay from the ground displacement. We observed a regional uplift around the Dead Sea northern basin, with maximum uplift close to the shorelines, and diminishing to zero by the Mediterranean coast. We modeled the effect of water load changes using a homogeneous elastic half-space, and found a good agreement between modeled and observed ground displacements using elastic properties that are compatible with seismic and gravity data down to a depth of 15 km below the Dead Sea basin, suggesting that the response of the crust to the sea level drop is controlled mainly by the elastic properties of the upper-crust immediately below the Dead Sea basin.
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## 1. Introduction

[2] Ground displacements caused by changes in surface load may be used to probe the crust and upper mantle rheology [e.g., Peltier et al., 1986; Bills and May, 1987; Lambeck, 1991; Mitrovica and Peltier, 1993; Lambeck et al., 1998; Sjöberg et al., 2000]. Recent advances in space geodesy and processing techniques make it now possible to map a few kilometers long displacement patterns, with amplitudes of the order of a few centimeters. Here we map and discuss the geodynamic implications of the ground displacements associated with the water-level drop in the Dead Sea northern basin.
[3] The Dead Sea is located along the Dead Sea Transform (Figure 1), within a 250 km long topographic and structural depression that is filled by $\sim 10 \mathrm{~km}$ thick Neogene to Quaternary sedimentary sequence. The Dead Sea is divided into two sub-basins: a northern basin that is 45 km long and 16 km


Figure 1. Location map. Track 78 (dashed black rectangle) is shown on a hill shaded DEM, composed of SRTM DEM and Dead Sea bathymetry of Hall [1996]. The Dead Sea northern basin is outlined by a white solid contour of 407 m below MSL (corresponds to the year 1993) and the southern basin is outlined by a white dashed contour of 380 m below MSL. The dashed red line marks the approximate location of the Dead Sea Transform (DST) trace. The white triangles mark the location of the three permanent GPS sites, whose velocities are shown in Figure 13. Profile A-A' (gray line) is shown in Figure 6.
wide, whose seafloor is at a depth of 700-730 m below Mean Sea Level (MSL), and a smaller and shallower southern basin occupied by artificial evaporation pans of the mineral industry [Hall, 1996]. Current sedimentation rate (mostly halite) within the northern basin is about 0.1 m per year [Lensky et al., 2005]. Between 1980 and 2010 the water-level within the northern basin has dropped from -401.1 m to -422.3 m and between 1993 and 2001, the interval of the

InSAR data examined in this study, it dropped at an average rate of 0.88 m per year ([Hect and Gertman, 2003] Israel Hydrological Service database) (Figure 2). Such a waterlevel change may give rise to a resolvable lithospheric rebound, with magnitude and spatial extent that are controlled by the effective mechanical properties of the Earth's crust and upper mantle, as is observed in other areas of significant hydrologic loading [e.g., Nakiboglu and Lambeck,


Figure 2. Dead Sea water-level changes relative to MSL (from Israel Hydrological Service database). Inset provides enlarged view of the interval analyzed in this study, with circles indicating satellite acquisition times.

1982]. For example, Cavalié et al. [2007] performed an Interferometric Synthetic Aperture Radar (InSAR) time series analysis of the Lake Mead area, and inferred a maximum subsidence of 16 mm due to 11 m of water-level rise. Using a similar approach, a bowl shape deformation pattern centered on Lake Siling Co in Tibet, extending to about 100 km from the lake center, with a maximum rate of 5 mm per year was identified by Doin et al. [2010].
[4] Several processes may contribute to the observed ground displacements. Understanding the different contributions to surface deformation and their spatiotemporal distribution is important for the identification of the ground displacement due to the sea level drop. The Dead Sea basin lies within an active left lateral transform [Freund et al., 1970; Garfunkel, 1997], whose current slip rate and locking depth are about 5 mm per year and $15-20 \mathrm{~km}$, respectively [Wdowinski et al., 2004; Le Beon et al., 2008; Sadeh, 2011]. The contribution to the satellite line-of-sight (LOS) measurements of such slip rate along the Dead Sea transform cannot exceed 0.2 mm per year. Another deformation process is related to the replacement of saline water by nonsaline groundwater, resulting in the dissolution of the salt layer at a depth between 20 and 50 m [Wachs et al., 2000; Baer et al., 2002; Abelson et al., 2003]. This, in turn, causes occasional collapse of sink-holes up to a couple of kilometers from the Dead-Sea shoreline. An additional effect of water-level drop is pore compaction within the coastal mud flats. Thus, the interaction with groundwater is of very limited extent, and results in local subsidence. Finally, the rise of the salt diapirs within the study area is characterized by spatial extent that is much shorter than that related to the sea level drop. Some of the above deformation phenomena have already been quantified and mapped using InSAR measurements (sink-hole collapses: [Baer et al., 2002;

Abelson et al., 2003]; diapir rise: [Pe'eri et al., 2004; Weinberger et al., 2006]).
[5] In this paper we investigate the deformation associated with the retreat of the Dead Sea level, using InSAR and continuous GPS measurements. We first describe the data selection criteria and the interferogram and GPS processing. We then present schemes for removing the phase contribution due to orbital errors and stratified atmosphere in the InSAR analysis. Next, we present a map of the deformation associated with the Dead Sea water-level drop, and finally we discuss the geodynamic and mechanic implications of the results.

## 2. Data Selection and Processing

### 2.1. InSAR

[6] We used all available SAR data from the descending track 78 of ERS-1 and ERS-2 satellites of the European Space Agency. This track is centered on the Dead Sea and is aligned parallel to its axis (Figure 1). We processed 32 double-framed ( $200 \mathrm{~km} \times 100 \mathrm{~km}$ ) images, acquired between 1992 and 2001, using the GAMMA processing software [Wegmuller et al., 1998] and generated 163 geocoded unwrapped interferograms, with perpendicular baselines shorter than 300 m (Figure 3). We removed the first order orbital phase contributions using the Delft ERS precise orbital data [Scharroo and Visser, 1998], and corrected the topographic phase contribution using the Shuttle Radar Topographic Mission (SRTM) 3 arc-second Digital Elevation Model (DEM) (http://www.cgiar-csi.org/data/elevation/ item/45-sttm-90m-digital-elevation-database-v41).
[7] Interferograms were processed in $2 \times 10$ (range by azimuth) looks, and filtered twice using an adaptive filter function based on the local fringe spectrum [Goldstein and Werner, 1998]. The dimensions of the first and subsequent


Figure 3. ERS-1 and ERS-2 images and interferograms for descending track 78. Relative perpendicular baselines and acquisition times are shown for all available double frame images. Images and interferograms used in this study are shown in black and dark gray, respectively, and the image and interferograms excluded from this study are shown in light gray.
filtering windows are $128 \times 128$ and $24 \times 24$ pixels, respectively. The resulting coherence map, taken as a proxy for filtering efficiency, is shown in Figure 4a, and is compared to coherence maps that result from single application of filtering using either a $36 \times 36$ or a $128 \times 128$ window (Figures 4 b and 4 c ). Note that using this filtering approach, i.e., a large window followed by a smaller one, efficiently removes the high frequency noise, and consequently helps to expand the unwrapped area.
[8] Interferogram unwrapping was first carried out with the minimum cost flow and triangulation algorithms of Werner et al. [2002] on highly coherent areas ( $>0.5$ ). Occasional unwrapping errors were corrected manually. Following geocoding of unwrapped interferograms to the DEM geometry, we re-sampled each interferogram onto $16 \times 16$ pixels windows (corresponding to a pixel size of $\sim 315 \times 315 \mathrm{~m}^{2}$ ).
[9] In the proceeding, we impose a linearity constraint on the LOS velocity solution. This linearity constraint is only sensible to the extent that the water-level drop is constant. Indeed, inspection of the water-level record reveals that the water-level has dropped at a nearly constant rate between 1993 and 2001, but has increased during 1992 (Figure 2). For this reason we excluded an image acquired on 1992 and the 14 interferograms that include this image. Thus, of the 163 available interferograms composed of 32 images, we have used only 149 interferograms composed of 31 image acquisitions (Figure 3). A list of all the interferograms used in this study, along with their temporal and perpendicular baselines are detailed in Table S1 of the auxiliary material. ${ }^{1}$

[^1]
### 2.2. GPS

[10] We used $30-\mathrm{s}$ continuous GPS data from the Geodetic Survey of Israel and analyzed in daily batches by SOPAC (http://sopac.ucsd.edu) as part of its Eastern Mediterranean regional network and in combination with other global and regional subnetworks using the GAMIT software [Herring et al., 2010]. For this study, we performed a Principal Component Analysis (PCA) [Dong et al., 2006] using as input the daily position time series from 18 stations in Israel processed by SOPAC and available from the GPS Explorer data portal (http://geoapp03.ucsd.edu/gridsphere/ gridsphere). The oldest stations have data since 1997, while the newer stations began recording in 2006, so that each station has at least 5 years of continuous data. Using Jet Propulsion Laboratory's st_filter software, we solved for the first two principal components, while simultaneously estimating secular rates, annual and semi-annual terms, and offset parameters as needed to model GPS antenna changes and other non-tectonic effects. The PCA allowed us to identify and estimate offsets at several critical stations that had not been identified in the unfiltered SOPAC time series analysis. The complete set of filtered GPS time series and the time series analysis model terms can be found at GPS Explorer.
[11] We show in Figure 5 the filtered vertical component time series of station DRAG located on the Dead Sea's western coast (Figure 1), which shows an uplift rate of $2.75 \pm 0.13 \mathrm{~mm} / \mathrm{yr}$ with respect to TELA (Figure 5). The $1 \sigma$ uncertainties are computed using a white noise plus flicker noise model to account for colored noise in the daily position time series [Williams et al., 2004]. In the proceeding we will use this result to justify a linearity constraint on the LOS velocity, i.e., that the displacement rate resulting from the sea level drop is indeed constant.

## 3. Scheme to Extract LOS Change Rates

[12] Resolving the ground displacement due to Dead Sea water-level drop is hampered by several complications. First, the maximum displacement rate is expected to be just a few millimeters per year (see section 5.2). Second, the atmospheric noise is high due to low elevation and the presence of a large body of salt water with high evaporation rate. Third, the local topography is anti-correlated with the expected ground displacement (Figure 6), introducing a strong trade-off between the displacement and the topography-related atmospheric delay. To overcome these difficulties, we first correct each interferogram for a residual orbit phase, as described below. Next, we use time series analysis to calculate the phase change for each SAR acquisition. Finally, we simultaneously solve for the LOS velocity, DEM errors and the phase-elevation correlation, with the LOS velocity being subject to a linearity constraint supported by the CGPS analysis in the previous section. The LOS velocity and DEM errors are solved for each pixel independently, whereas the phase-elevation correlation is solved for each SAR acquisition independently. Using this approach we were able to separate the stratified atmospheric delay from the ground displacement.

### 3.1. Orbital Error Correction

[13] The accuracies of the satellite's orbits used in this study are $5-7 \mathrm{~cm}$ in the radial direction and $10-15 \mathrm{~cm}$ in the


Figure 4. Coherence maps of interferogram 920611-950729 obtained using different filtering approaches. (a) Use of a $128 \times 128$ pixels filtering window followed by $24 \times 24$ window results in $73 \%$ of the pixels having coherence greater than 0.5 . (b) Use of $36 \times 36$ pixels window (ROI-PAC's default window size) results in $45 \%$ of the pixels having coherence greater than 0.5 . (c) Use of a $128 \times$ 128 pixels filtering window results in $58 \%$ of the pixels having coherence greater than 0.5 . Maps are in master image (920611) radar coordinates. Axes show pixel coordinates from top-left corner.
cross-track direction [Scharroo and Visser, 1998], resulting in errors in the perpendicular baseline and a long wavelength phase contribution to the interferogram [Hanssen, 2001; Biggs et al., 2007; Gourmelen et al., 2010]. For the given accuracies, Hanssen [2001] predicts a contribution of about 1.5 fringe cycles $(\sim 42 \mathrm{~mm})$ across a $100 \times 100 \mathrm{~km}^{2}$ frame. The removal of orbital errors in the interferometric phase is described below.
[14] Following Cavalié et al. [2008], we express the differential interferometric phase at pixel $p$ of interferogram $i$, $\phi_{i p}$, as a sum of four terms:
$\begin{aligned} \phi_{i p}= & {\left[\alpha_{i} x_{p}+\beta_{i} y_{p}+\gamma_{i}(x y)_{p}+\delta_{i}\right]+\lambda_{i} z_{p}+\text { deformation }_{i p} } \\ & + \text { noise }_{i p},\end{aligned}$
where $x, y$ and $z$ are the coordinates along the east direction, the north direction and the elevation, respectively, and the symbols $\alpha, \beta, \gamma, \delta, \lambda$ are the least squares fitting coefficients. The square-bracketed term describes a bi-linear ramp that accounts for the orbital errors as well as other long wavelength patterns, the second term accounts for the topography dependent atmospheric delay, and the remaining terms are self-explanatory (note that at this stage the DEM error is included within the noise term). The least squares adjustment is performed outside the interferogram central area (see
dashed rectangle in Figure 7a), i.e., where the deformation due to sea level drop is expected to be negligible. The orbital error corrected phase, $\phi_{i p}^{*}$, is thus

$$
\begin{equation*}
\phi_{i p}^{*}=\phi_{i p}-\left[\alpha_{i} x_{p}+\beta_{i} y_{p}+\gamma_{i}(x y)_{p}+\delta_{i}\right] . \tag{2}
\end{equation*}
$$

In Figure 7 we show an example interferogram, the bi-linear ramp, the orbit corrected interferogram resulting from application of the above procedure and the phase-topography correlation. Note the dramatic difference between the interferometric phase map before and after the application of the orbital error correction. Following the orbital error correction, the interferometric phase is referenced to the average phase outside the dashed rectangle in Figure 7a, but still includes contributions from topography dependent atmospheric delay and other noise.

### 3.2. Time Series Analysis

[15] For each pixel whose coherence exceeds 0.5 in all interferograms, we independently solve for the incremental phase change between successive acquisitions, $\Delta \phi$, via solution of [Schmidt and Bürgmann, 2003]

$$
\begin{equation*}
\phi_{i}^{*}(j, k)=G_{i} l(j, k) \Delta \phi_{l} \tag{3}
\end{equation*}
$$



Figure 5. DRAG GPS site position relative to TELA (Figure 1). Time series (gray dots), with linear and sinusoidal best fits shown in dashed and solid lines, respectively. (a) East component, (b) north component, (c) up component, and (d) all components projected onto the satellite LOS.
where for interferogram $i$ the $j$ and $k$ indexes correspond to the interferometric master and slave, respectively, and index $l$ corresponds to the acquisition date. The matrix $G$ is a design matrix whose size is equal to the number of interferograms times the number of acquisitions less 1 , and its entries equal 1 for $j \leq 1<k$, and 0 otherwise [López-Quiroz et al., 2009]. The cumulative sum over the incremental phase change gives the time-dependent phase change with respect to the first acquisition in the set:

$$
\begin{equation*}
\Phi_{l p}=\sum_{l} \Delta \phi_{l p} \tag{4}
\end{equation*}
$$

In addition to the cumulative displacement with respect to the first date, these phase changes include contributions due to DEM errors that are proportional to the perpendicular baseline with respect to the first acquisition, atmospheric delays with respect to the first date and noise. Below we describe a new scheme for removing contributions to the phase due to DEM errors and atmospheric phase delays, whose key element is that the LOS change rate and the elevation-phase correlation slope are solved simultaneously (and not stepwise as is done by Cavalié et al. [2007] and Elliott et al. [2008]). While the former is solved for each pixel independently, the latter is solved for each SAR acquisition independently.


Figure 6. Profiles of predicted LOS change rate and elevation. The predicted LOS change rate is calculated for elastic homogenous half-space with Young modulus of 70 GPa and Poison's ratio of 0.25 (solid line). The elevation (gray dots) is shown for pixels within a kilometer wide strip centered about A-A profile, whose location is shown in Figure 1.

### 3.3. Resolving the Deformation Amid a Strong Trade-Off With Phase Delay Due to Stratified Atmosphere

[16] We impose a linearity constraint on the LOS change velocity. We think that this simplification is justified because the sea level has dropped at a nearly constant rate during the data interval examined in this study (Figure 2), and because the DRAG GPS station, located very close to the Dead-sea shoreline, is moving at a nearly constant rate (Figure 5). While the interval of DRAG data (2000-2011) has only a minor overlap with our InSAR images, the rate of sea level drop (about 1 m per year) was approximately similar in the two periods and thus constant since 1992 (Figure 2). Note, however, that a direct comparison between the GPS velocity in DRAG and the InSAR LOS velocity that will be presented below is not straightforward, since the two are not in the same reference frame.
[17] Two different effects contribute to the atmospheric phase delay; the first is turbulent mixing and the second is vertical stratification [Hanssen, 2001, and references therein]. While the former is complicated to remove directly and is often treated as a random noise that may be reduced by data stacking [e.g., Zebker et al., 1997; Fialko, 2006; Puysségur et al., 2007], the latter is proportional to the topography and may often be inferred from elevation versus phase diagrams [e.g., Delacourt et al., 1998; Remy et al., 2003; López-Quiroz et al., 2009].
[18] Because the topography in the Dead Sea area is almost a mirror image of the expected ground displacement (Figure 6), the use of elevation versus phase correlation to correct the topography-dependent atmospheric contribution,
may lead to the removal of the ground displacement along with the atmospheric delay. In addition, it is not justified to use a single elevation-phase correlation variable for the entire interferogram, since the climatic conditions are different between the east side of the Judea Mountains and the west side.
[19] To address this issue, we define a region of interest around the Dead Sea northern basin, where most of the ground displacement is expected to occur (dashed rectangle in Figure 8). Because that area is much smaller than the entire image and the climatic conditions within that area are more or less uniform for similar elevation areas, we expect the effect of topography-dependent stratified atmosphere to be uniform as well. Since performing the following calculation on the entire set would be computationally heavy, we select a subset of about 300 (almost) regularly spaced pixels within the region of interest (Figure 9) and solve simultaneously for the pixel's LOS change rates, $V$, the topography versus phase correlation of each acquisition with respect to the first image, $S$, the DEM error, $D$, and a constant $C$ that corresponds to the noise of the first acquisition, using

$$
\begin{equation*}
\Phi_{l p}=\left(t_{l}-t_{1}\right) V_{p}+z_{p} S_{l}+b_{l} D_{p}+C_{p} \tag{5}
\end{equation*}
$$

where capital letters indicate the free parameters, $t$ is the time of image acquisition, $z$ is elevation, $b$ is the perpendicular baseline with respect to the first acquisition, and $l$ and $p$ indexes correspond to the acquisition date and the pixel, respectively. The above equation is over-determined, and may be solved using a standard least squares algorithm. There is a risk that if the stratified atmospheric phase delay


Figure 7. Example interferogram 951216-980510 and its applied corrections. (a) Unwrapped geocoded differential interferogram, with dashed rectangle indicating the area excluded from the calculation of the residual orbit correction (see section 3.1). (b) The bi-linear ramp accounting for residual orbit phase (bracketed term in equation (1)). (c) Unwrapped interferogram after corrections due to orbit uncertainties. (d) Phase versus elevation after the application of the residual orbital correction. The slope of the red straight line corresponds to the phase-elevation slope $(\lambda)$ in equation (1).
factor, $S$, is time-dependent, the linear part of its timedependency will "leak" to the deformation term in equation (5). Indeed, there is a possibility that the ongoing sea level drop causes a water surface area reduction that may give rise to an ongoing decrease in the evaporation rate and therefore also the atmospheric volatile content. A consequence of this process is that the atmospheric phase delay will decrease with time, and will be misinterpreted as LOS shortening, i.e., uplift. To see if there is such a significant long-term change in the volatile content we examined records of the relative humidity measured at a meteorological buoy that is located
within the Dead Sea northern basin. Inspection of these records reveals large fluctuations in the relative humidity, with a slight (statistically insignificant) long-term increase [Hect and Gertman, 2003]. In addition, we approximated the total evaporating water volume (using the mass balance equations in section 5.1) for intervals of 6 months, and did not find any significant linear trend (phase-elevation slope as a function of time is shown in Figure S1 in the auxiliary material). For these reasons it is safe to assume that the atmospheric phase contribution is not timedependent.


Figure 8. LOS velocity map (positive toward satellite). The dotted gray rectangle indicates the area excluded from the calculation of the residual orbit correction (see section 3.1). Dashed rectangle indicates the region of interest, where the velocity map is most reliable. Blue circle indicates the location of DRAG GPS site. X marks the center of removed mass. Areas a, b and c are small isolated patches that stand out with respect to their surroundings (see text and Figure 9). Gray contour marks the water-level at 415 m below MSL (corresponding to the year 2001).
[20] Next we subtract the phase-elevation term (second term on the right-hand side) to obtain the atmosphere corrected time-dependent phase:

$$
\begin{equation*}
\Phi_{l p}^{*}=\Phi_{l p}-z_{p} S_{l} . \tag{6}
\end{equation*}
$$

Finally, we solve the following set for all pixels independently (both within and outside the region of interest):

$$
\begin{equation*}
\Phi_{l p}^{*}=\left(t_{l}-t_{1}\right) V_{p}+b_{l} D_{p}+C_{p} . \tag{7}
\end{equation*}
$$

Using the above scheme we recover the part of the ground displacement whose rate is constant.

## 4. LOS Velocity Map

[21] The map of LOS change rate is shown in Figure 8. Recall that the phase correction due to stratified atmosphere is calculated solely for the area of interest (dashed rectangle of Figure 8 ). Thus the velocity map is mainly reliable within that area, and potentially interesting deformation patterns


Figure 9. West-east profile of LOS change rate within the region of interest (see Figure 8 for location). Light gray dots show the velocity of all valid pixels. Dark gray dots indicate the sub-set of pixels used in equation (5) (see section 3.3 for more details). Dashed circles labeled $\mathrm{a}, \mathrm{b}$ and c indicate the corresponding areas in Figure 8.
outside that area (some of which were identified in previous studies [e.g., Baer et al., 2002; Abelson et al., 2003]) are beyond the scope of this study.
[22] The maximum uplift rates at the Dead Sea northern basin are found near the shorelines (Figure 9). It is interesting to note that such a pattern has not been identified in any of the individual interferograms, including those with the longest time span. Several small isolated areas clearly stand out with respect to their surroundings (marked $\mathrm{a}, \mathrm{b}$ and c in Figures 8 and 9). The subsidence in area a is due to local deformation near the Dead Sea shoreline, whose origin is yet to be determined, and the anomalous velocities in areas $b$ and $c$ are attributed to local unwrapping errors.
[23] We perform a bootstrapping test in order to rule out the possibility that the results are dominated, or strongly affected by a single image. The test proceeds according to the following steps: (a) Selection of one image at a time and removal of all the interferograms associated with that image from the set of interferograms (removing more than a single
image at a time results in a frequent occurrence of missing links between interferograms comprising the data set); (b) Recalculation of the LOS velocity as described in section 3; and (c) Calculation of an LOS velocity running average as a function of distance from the center of the removed water mass. In Figure 10 we compare the original profile (black curve) with that of the 31 profiles resulting from this test (gray curves). Note that the dominant pattern of uplift, that is strongest near the Dead Sea shoreline and decays with increasing distance, cannot be attributed to a single anomalous acquisition. Together, the result of the bootstrapping test and the fact that a pattern similar to the LOS change rate shown in Figure 8 map is not obvious in any of the individual interferograms indicate that the LOS change rate that we obtained is not an artifact of atmospheric noise.
[24] Finally, in order to see the benefits of the atmospheric correction in equations (5)-(6) and the DEM error correction in equation (7), we present in the auxiliary material the LOS velocity profile resulting from solution of equation (7)


Figure 10. Result of bootstrapping tests. Running average profile of LOS change velocity as a function of distance from center of removed mass obtained using the entire data set (black curve) is compared to the running average profiles resulting from 31 bootstrapping tests (gray curves). Running averages are calculated for bins of 50 data points that are shifted by one data point each step. Note that the dominant pattern of uplift, that is strongest near the Dead Sea shoreline and decays with increasing distance, cannot be attributed to a single anomalous acquisition.
without performing the stratified atmosphere correction (Figure S2), and the LOS velocity profile resulting from solution of that equation after cancelling the DEM error term (Figure S3).

## 5. Geodynamic Implications

[25] The Dead Sea is a pull-apart basin that is undergoing subsidence and sedimentary filling since the Holocene, resulting in a negative mass anomaly that is much more significant than the water-level drop considered in this study. If this anomaly were to be compensated according to the Airy isostasy model, upper mantle should have reached to a depth of 15 km [ten Brink et al., 2006]. Seismic studies, however, place the Moho at a much greater depth of about 30 km [Ginzburg et al., 1979; ten Brink et al., 2006]. Thus, isostatic compensation is not a viable mechanism for the Dead Sea basin. Instead, the upper crust may be supported by either lithospheric rigidity or an alternative mechanism [ten Brink et al., 2006].
[26] Can the inferred crustal uplift due to the Dead Sea water-level drop be explained by a purely elastic model? To address this question we calculate the total vertical load change resulting from the combined effect of water removal and chemical precipitation within the Dead Sea northern basin. We then model the effect of applying the inferred load change on a homogeneous elastic half-space, and search for
a combination of elastic moduli that minimizes the difference between modeled and observed LOS changes.

### 5.1. Mass Balance and Loading

[27] Since the year 1979 the mass water balance within the Dead Sea northern basin is controlled mainly by water supply from the Jordan River and other smaller sources, natural evaporation and water consumption by the Israeli and Jordanian mineral industries. The mineral industries pump saline water from the northern basin into the evaporation pans in the southern basin and reject the end brine (of higher salinity) back to the northern basin. In addition during the last decades, halite precipitation has effectively raised the bottom of the lake by $0.1 \mathrm{~m} /$ year [Lensky et al., 2005]. We calculate the total load change taking into account in situ evaporation, inflow and outflow of water of different densities, salt precipitation at the lake-bottom and progressive reduction in lake area.
[28] We use the Dead Sea water-level record (Figure 2) and the bathymetry map of Hall [1996] re-sampled to the DEM geometry. For each successive lake level record between 1993 and 2001, we compute the water column change at each pixel. This calculation is carried out stepwise for 6 months intervals, adjusting the Dead Sea surface area each time. Finally, from this number we subtract 0.05 m to account for the halite precipitation that raises the sea bottom during that interval. Had evaporation and halite precipitation been the only processes accounting for the water-level change, the resulting load change at pixel $p$ would be

$$
\begin{equation*}
\Delta \sigma_{p}^{\text {evaporation }}=\rho_{\text {water }} g \sum_{n}\left(h_{p n}-0.5 h_{\text {halite }}\right) \tag{8}
\end{equation*}
$$

where $\rho_{\text {water }}$ is the density of pure water, $g$ is the gravitational acceleration, $h_{\text {halite }}$ is the thickness of the halite layer added to the lake each year and $h_{p n}$ is the time varying waterlevel change (positive if sea level rises), with the subscript $n$ being the index of the 6 months interval.
[29] Fresh water evaporation, however, is not the only process accounting for the water-level change. Industrial pumping removes an annual volume of $500 \times 10^{6} \mathrm{~m}^{3}$ of saline water with density of $1240 \mathrm{Kg} / \mathrm{m}^{3}$. At the end of the industrial process, a volume of $250 \times 10^{6} \mathrm{~m}^{3} /$ year of end brine, with density of $1350 \mathrm{Kg} / \mathrm{m}^{3}$ is rejected back to the Dead Sea [Lensky et al., 2005]. The load change due to density and volume differences of pumped and rejected water masses is

$$
\begin{align*}
\Delta \sigma_{p}^{\text {industrial }}= & g\left[\sum_{n} \frac{0.5\left(V_{\text {reject }} \rho_{\text {reject }}-V_{\text {pump }} \rho_{\text {pump }}\right)}{A_{n}}\right. \\
& \left.+\rho_{\text {water }} \sum_{n} \frac{0.5\left(V_{\text {pump }}-V_{\text {reject }}\right)}{A_{n}}\right] \tag{9}
\end{align*}
$$

where $A_{n}$ is the time varying lake area, $V_{\text {pump }}$ and $V_{\text {reject }}$ are the pumped and rejected volumes (per year), respectively, and $\rho_{\text {pump }}$ and $\rho_{\text {reject }}$ are the pumped and rejected densities, respectively. Finally, the total load change is a sum of the two processes:

$$
\begin{equation*}
\Delta \sigma=\Delta \sigma^{\text {evaporation }}+\Delta \sigma^{\text {industrial }} \tag{10}
\end{equation*}
$$



Figure 11. Comparison between observed and modeled LOS velocities. (a) Observed LOS velocity. (b) Best fit homogeneous elastic half-space model with Young modulus of 44 GPa and Poison's ratio of 0.31 . (c) Residual map at the region of interest (dashed rectangle in Figure 8).


Figure 12. Contour plot of the percentage of misfit difference with respect to that of the best model as a function of the model's Young modulus and Poisson's ratio. X indicates the best fitting model.

Note that because the net effect of this process is to unload the ground surface, the sign of $\Delta \sigma$ is negative.

### 5.2. Homogeneous Elastic Model

[30] The 3-D displacement field resulting from the vertical unloading obtained in the previous section is computed atop of an elastic pre-stressed Cartesian box [Cavalié et al., 2007]. The solved Navier equation includes the effect of
depth-dependent buoyancy contrasts, but neglects the effect of self-gravitation that is negligible for the wavelengths relevant here. The system is solved by 2-D Fourier transformation in the two horizontal directions. The kernels of sinusoidal surface loads are then computed by integrating a propagation matrix [Cathles, 1975] with a prescribed top normal stress, a zero top tangential stress, and a no-slip bottom boundary conditions. In order to avoid edge effects, we set the model dimensions to be much larger than the Dead Sea basin. The model vertical dimension is 300 km with 2 km grid spacing, and the model horizontal dimensions are $323 \times 323 \mathrm{~km}^{2}$ with 315 m grid spacing (similar to the data spacing). The modeled ground displacements are calculated at surface grid points within an area that corresponds to the data frame, and are converted to LOS change. Since the observed velocities are relative to the frame edges, which do not extend to the edge of the deforming area, we add a constant to the observed velocity field that minimizes the Root Mean Square (RMS) of the observed and modeled residual map within the region of interest (Figure 11). The best fitting model is obtained using a Poisson's ratio of 0.31 and a Young modulus of 44 GPa . Inspection of the RMS contour diagram on a Young modulus versus Poisson's ratio space reveals a clear trade-off between the two elastic constants (Figure 12). While the Poisson's ratio cannot be resolved, it is clear that for any realistic Poisson's ratio (between 0.2 and 0.35 ), the Young modulus is $30-40$ percent lower than that of an average upper crust [Dziewonski and Anderson, 1981].
[31] In Figure 13 we show the modeled up, east and LOS velocity EW profiles passing through the center of removed mass. Note that the model predicts up to $5.5 \mathrm{~mm} /$ year seafloor rising near the center of the removed mass. In addition, the predicted LOS velocity of pixels, which are located on either side of the Dead Sea and whose distance from the center of the removed mass is equal, differ by up to $0.6 \mathrm{~mm} /$ year. This asymmetry is due to pixels to the east of the Dead


Figure 13. Modeled up component, east component and LOS displacement rate profiles, passing through the center of removed mass, using Young modulus of 44 GPa and Poisson's ratio of 0.31 . Symbols indicate LOS projected velocities of GPS stations with respect to TELA and with a $2 \sigma$ error bar.


Figure 14. Depth-dependent Young modulus under the Dead Sea basin (solid dark curve, 3 in Figure 1a of ten Brink et al. [2006]) and under the western side of the Dead Sea (solid gray curve, 2 in Figure 1a of ten Brink et al. [2006]). Young moduli are inferred from seismic [ten Brink et al., 2006] and gravity [Götze et al., 2007] data. The dashed line indicates the Young modulus of the best fitting elastic model.

Sea moving by up to $0.75 \mathrm{~mm} /$ year toward the east, whereas pixels to the west moving by an equal amount to the west. Note that an asymmetric LOS change rate is also visible in the velocity map and profile (Figures 8 and 9) and the moving average profiles (Figure 10). This observed asymmetry is reproducible by the elastic model (Figure 11). However, because valid pixels closest to the center of removed mass are located on the eastern side, maximum LOS rate change east of the Dead Sea is by $2 \mathrm{~mm} / \mathrm{yr}$ larger than that to its west. In addition, on Figure 13 we show the LOS velocities of three GPS stations forming a profile from the Dead Sea Western shore in station DRAG to the Mediterranean Sea in station TELA, passing through station JSLM in Judea Mountains (Figure 1). Note that the velocity of the latter exceeds the predicted velocity by about 0.9 mm per year. This discrepancy may be attributed to other deformation processes, such as the arching to the west of the Dead Sea transform that has been documented and modeled by [Wdowinski and Zilberman, 1996].
[32] It is somewhat surprising that a simple homogeneous elastic model provides a good fit to the data on both sides of the Dead Sea, since upper-crust seismic velocities inferred from seismic tomography indicate larger values east of the Dead Sea than west of it [ten Brink et al., 2006], and since the Dead Sea transform juxtaposes Precambrian rocks in the east next to Paleozoic to Cenozoic sediments on the west [Freund et al., 1970]. In Figure 14 we show profiles of Young modulus as a function of depth inferred from P wave velocities [ten Brink et al., 2006] and densities [Götze et al.,

2007] using a Poisson's ratio of 0.31 (profiles locations are labeled as 2 and 3 on Figure 1a of ten Brink et al. [2006]). Note that the inferred Young modulus within the Dead Sea basin (solid dark curve in Figure 14) is by more than a factor of two lower than that of the best fitting model for depths lower than about 3 km , and that the depth-averaged Young modulus is similar to that of the best fit model down to about 15 km . Thus, that a simple homogeneous elastic model provides good fit to the data strongly suggests that the response of the crust to the sea level is controlled mainly by the elastic properties of the upper 15 km immediately below the Dead Sea basin.
[33] In order to assess the possibility that the above result is indeed most sensitive to the elastic properties of the top 15 km and is nearly insensitive to increasing the stiffness below that depth, we carried out a depth-sensitivity test as follows: (a) Calculate the ground displacement rate resulting from the application of the inferred load at the surface of an elastic layer of thickness $H$ that overlies a stiffer homogeneous elastic half-space. The Poisson's ratio is everywhere set equal to that of the best fitting model (0.31) and the Young moduli of the top layer and the underlying half-space are set equal to that of the best fitting model ( 44 GPa ) and twice that much, respectively; (b) Project the 3D ground displacement rate to the LOS; (c) Apply a constant shift to the resulting map of LOS change rate, for valid pixels within the region of interest, in a manner that minimizes the RMS of the difference between the newly obtained LOS velocities, $V^{\text {test }}$,


Figure 15. The results of the depth-sensitivity test. The percentage of the difference between the layered model velocities and the best fitting homogeneous model, $\Delta$ (see text), is shown as a function of the top layer thickness, $H$. Note that while the effect of doubling the Young modulus for all depths (i.e., $H=0$ ) results in a $50 \%$ misfit increase with respect to the best fitting model, the effect of doubling the Young modulus for depths greater than 15 km results in less than $10 \%$ misfit increase.
and that of the best fitting model, $V^{\text {best }}$ (Figure 11b), and record the percentage of RMS change as follows:

$$
\Delta=100 \sqrt{\sum_{p}\left(V_{p}^{\text {best }}-V_{p}^{\text {test }}\right)^{2}} / \sqrt{\sum_{p}\left(V_{p}^{\text {best }}\right)^{2}} ;
$$

(d) Finally, repeat steps a through c for increasing $H$ (i.e., top layer thickness). A plot of $\Delta$ versus $H$ (Figure 15) indicates that while the effect of doubling the Young modulus for all depths (i.e., $H=0$ ) results in a $50 \%$ misfit increase with respect to the best fitting model, the effect of doubling the Young modulus for depths greater than 15 km results in less than $10 \%$ misfit increase.
[34] Finally, it is worth noting that the crustal response to the Dead Sea water-level drop may also be reproducible by other models, incorporating time-dependent rheologies (e.g., visco-elasticity). However, because we impose a linearity constraint on the velocity analysis, and the retreat of the Dead Sea during our study interval (and therefore also the loading applied at the free surface) has occurred at a nearly constant rate, the result of this study is inadequate for constraining time-dependent rheologies.

## 6. Summary and Conclusions

[35] The Dead Sea water-level has been dropping at a constant rate of about 1 m per year since 1993. Based on simple elastic calculations and previous geodetic studies [Cavalié et al., 2007; Doin et al., 2010], it is expected that such a water-level drop will cause a geodetically resolvable uplift having a wavelength of tens of kilometers. In quest for that response, we analyzed ground displacements in the Dead Sea area using 149 SAR interferograms, composed of 31 ERS-1 and ERS-2 images acquired between 1993 and 2001 and continuous GPS data from the Survey of Israel acquired from 1997 to 2011.
[36] The expected ground displacement was found to be as low as a few millimeters per year, and the data was extremely noisy due to atmospheric effects. In addition, with a topography that is a mirror image of the expected ground displacement, a strong trade-off was introduced between the topography and the phase contribution due to stratified atmosphere. Nonetheless, using a new analysis scheme, specifically tailored to address these difficulties, we have successfully estimated the ground displacements. A key element in our scheme is that we solve simultaneously for a constant LOS change rate (supported by the GPS results) and an elevation-phase correlation slope. The former is solved for each pixel independently, whereas the latter is solved for each SAR acquisition independently. With this approach we were able to remove the topography related atmospheric delay, while resolving the ground displacements.
[37] Inspection of our LOS change rate map clearly reveals uplift around the Dead Sea northern basin, with maximum LOS change rates near the eastern shoreline reaching about $4.3 \mathrm{~mm} /$ year and decaying gradually with increasing distance from the Dead Sea. We have performed a bootstrapping test in order to assess the possibility that the result is dominated by a single image, and concluded that our result is robust and cannot be attributed to a single acquisition date.
[38] Finally, we show that the crustal response to the Dead Sea water-level drop can be simulated by a homogeneous elastic half-space model, with a Young modulus of about 44 GPa . Such a modulus is compatible with that of the average Young modulus inferred from seismic and gravity data down to a depth of 15 km below the Dead Sea basin, suggesting that the response of the crust to the sea level is controlled mainly by the elastic properties of the upper 15 km immediately below the Dead Sea basin.
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