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ABSTRACT
The Ridgecrest earthquake pair ruptured a previously unknown orthogonal fault system in
the eastern California shear zone. The stronger of the two, an Mw 7.1 earthquake that
occurred on 6 July 2019, was preceded by an Mw 6.4 foreshock that occurred 34 hr earlier.
In this study, distinct final slip distributions for the two earthquakes are obtained via joint
inversion of Interferometric Synthetic Aperture Radar (InSAR), optical imagery, and Global
Positioning System (GPS) measurements. Special attention is paid to the merging of dense
(e.g., InSAR and optical imagery) and sparse geodetic (e.g., GPS) datasets. In addition, a new
approach is introduced for data and model discretization through intermittent model- and
data-space reconditioning that stabilizes the inversion, thus ensuring that small changes in
the data space do not cause disproportionate large changes to the model space. Although
the coseismic slip of theMw 6.4 earthquake was complex, involving three distinct asperities
distributed among an intersecting orthogonal set of faults, the coseismic slip of the Mw 7.1
earthquake was limited to the main northwest-striking fault. In addition to the Mw 7.1
earthquake, that northwest-striking fault plane also hosted one of the Mw 6.4 asperities.
Slip on this coplanar foreshock asperity increased the shear stress at the future site of the
Mw 7.1 hypocenter, and triggered a vigorous aftershock activity on themain northwest fault
that culminated in its rupture. This, in turn, reactivated the coplanar foreshock asperity. In
addition to failing twice within 34 hr, we find that the reruptured asperity slipped about six
times more during the Mw 7.1 than during the Mw 6.4 earthquake. This repeated failure is
indicative of an incomplete stress drop and premature rupture arrest during theMw 6.4 fore-
shock, requiring an efficient frictional strengthening and emphasizing the causal link
between highly rate-dependent friction, dynamic frictional restrengthening, and partial
stress drop that has been observed in numerical studies of frictional sliding.

KEY POINTS
• Slip distributions for the foreshock and mainshock
are obtained via inversion ofmultiple geodetic datasets.

• Inversion stability is acquired by intermittent model-
and data-space reconditioning.

• An asperity reruptured during both events, indicating
an incomplete stress drop and premature rupture arrest.

INTRODUCTION
The Ridgecrest earthquake pair consists of two strike-slip earth-
quakes that ruptured in the eastern California shear zone
(ECSZ), just north of the Garlock fault (Fig. 1). The stronger of
the two, anMw 7.1 (hereafter, the mainshock), occurred on 6 July
2019. It was preceded by an Mw 6.4 earthquake that occurred
34 hr earlier on 4 July (hereafter, the foreshock). Together,
the spatial distribution of seismicity and focal plane solutions

(Ross et al., 2019), and surface ruptures (Brandenberg et al.,
2019), indicate an orthogonal set of faults, consisting of a north-
west-striking right-lateral segmented fault and northeast-striking
left-lateral faults (Fig. 1). This structure was unknown prior to
the Ridgecrest earthquakes, as neither the background seismicity
(Lin et al., 2007; Hauksson et al., 2012), nor surface morphology
(Jennings and Bryant, 2010) indicate its existence.

A somewhat similar conjugate earthquake pair ruptured in
the Imperial Valley in 1987 (Hudnut et al., 1989). The sparsity
of near-fault geodetic data for these earthquakes, commonly
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referred to as the Superstition Hills sequence, limited the reso-
lution of the slip distribution, and hindered the investigation of
coseismic fault interaction (Larsen et al., 1992). Orthogonal (or
near-orthogonal) fault systems rupturing in a single event have
been observed during the 1987 Mw 6.7 east Chiba (e.g.,
Fukuyama, 1991) and the 2008 Mw 6.9 Iwate–Miyagi Nairiku
(Fukuyama, 2015) earthquakes. This has also been observed
during the great 2012 Mw 8.7 Indian Ocean (e.g., Meng et al.,
2012; Yue et al., 2012) and the 2018Mw 7.9 Gulf of Alaska (e.g.,
Krabbenhoeft et al., 2018; Ruppert et al., 2018) intraplate oce-
anic earthquakes. As suggested by Fukuyama (2015), ruptures
breaking orthogonal fault systems may be classified according
to the timing of rupture on secondary orthogonal faults relative
to the timing of rupture on the largest fault, a distinction which
is important for constraining dynamic failure mechanisms.
Complex events rupturing simultaneously were referred to as
class A conjugate ruptures, and events rupturing sequentially
were referred to as class B conjugate ruptures. Given the
timing of its two largest earthquakes, the Ridgecrest pair may
be classified as a class B conjugate rupture. This, however, is
complicated by the fact that theMw 6.4 foreshock broke several
orthogonal faults (Ross et al., 2019). Timing of subevents com-
posing theMw 6.4 suggests that this event may also be classified
as a class B complex rupture (Ross et al., 2019), yet the kinematic
details of theMw 6.4 foreshock are not very well resolved (Chen
et al., 2020). Therefore, identifying the Mw 6.4 foreshock as a
sequential conjugate rupture is contingent upon further inves-
tigation of near-fault geodetic and strong-motion data.

Notwithstanding, several other important aspects of the
Ridgecrest earthquake pair clearly manifest the potential it holds

for the understanding of
orthogonal fault systems. First,
the quality and quantity of the
geodetic and seismic datasets
available for studying the slip
distribution and fault interaction
of the Ridgecrest pair is unprec-
edented, which offers a unique
opportunity to observe conju-
gate faulting in action. Second,
unlike the case with complex
single-event ruptures, the time
interval separating the Mw 7.1
mainshock from the Mw 6.4
foreshock is long compared to
the rupture duration. This time
interval, however, is several
orders of magnitude shorter
than the recurrence interval of
Mw ∼ 6 events in the ECSZ.
This fact imposes some con-
straints on the state of stress
around theMw 6.4 rupture; most

importantly, it rules out the possibility that the stresses acting on
the foreshock slip zone reached a state comparable to the long-
term state of stress. Third, the spatial proximity of the Mw 6.4
rupture to the Mw 7.1 rupture indicates that the two are related
in one of two ways. Either the two ruptures are complementary
(i.e., have little spatial overlap), or the two ruptures are noncom-
plementary; therefore, faults that slipped during the foreshock
must have been reactivated by the mainshock rupture. If the
two ruptures are complementary, then their space–time relations
can be explained in terms of the stress field that prevailed due to
the foreshock slip. If, on the other hand, the ruptures did overlap,
then the foreshock stress drop must have relaxed only a fraction
of the driving stresses, which implies the fault may have under-
gone dynamic restrengthening via a mechanism similar to the
one inferred from kinematic inversions (Heaton, 1990) and fric-
tion lab experiments (e.g., Kilgore et al., 1993). A central objective
of this study is to distinguish between these two alternatives.

By combining Interferometric Synthetic Aperture Radar
(InSAR), optical imagery and Global Positioning System (GPS)
measurements, we isolate the contribution of the foreshock to the
surface displacement from that of the mainshock, and we con-
strain the slip distribution of the two earthquakes. Special atten-
tion is paid to the merging of dense and sparse geodetic datasets.
In addition, a new approach is introduced for data and model
discretization that guarantees stability, preventing small changes
in the data space from causing large changes to the model space.
Obtaining a robust slip distribution for each event separately also
makes it possible to infer the amount of stress imparted by faults
slipping during the Mw 6.4 foreshock on faults slipping during
theMw 7.1 mainshock, to assess which fault segments slipped at
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Figure 1. Location map and comparison between modeled (wide vectors) and observed (narrow vectors). Only a
subset of Global Positioning System (GPS) offsets are shown. (a) Foreshock offsets; (b) mainshock offsets. Gray dots
indicate the relocated hypocenters of earthquakes that occurred within the first 34 hr of each earthquake (Ross
et al., 2019). Gray lines indicate U.S. Geological Survey mapped active faults, and black lines indicate surface traces
of model faults. Inset shows a wider view of the area. GF, Garlock fault; LA, Los Angeles; SAF, San Andreas fault.
The color version of this figure is available only in the electronic edition.

1628 • Bulletin of the Seismological Society of America www.bssaonline.org Volume 110 Number 4 August 2020

Downloaded from http://pubs.geoscienceworld.org/ssa/bssa/article-pdf/110/4/1627/5114142/bssa-2020024.1.pdf
by Tel Aviv Univ user
on 13 October 2020



each event, and whether specific fault asperities were reactivated
during the sequence of events. Finally, we discuss the mechanical
implications of our observations in relation to the friction and the
pulse-like rupture inferred from kinematic modeling of the
mainshock (Chen et al., 2020).

DATA AND PROCESSING
InSAR
We generated two Sentinel-1 interferograms in ascending and
descending orbits (Fig. 2), with a maximum perpendicular
baseline of 133 m. These were processed using the Gamma
software (Wegmuller et al., 1998) at 20 × 4 (range by azimuth)
looks, resulting in pixel sizes of 45 by 56 m2. We used the 1
arcsec National Aeronautics Space Administration’s Shuttle
Radar Topography Mission digital elevation model (DEM) for
geocoding and topographic phase removal, and we performed
phase unwrapping using the minimum cost flow algorithm
(Costantini and Rosen, 1999). To reduce the interferometric
phase noise and unwrapping residues, we used an adaptive filter
based on the local fringe pattern (Goldstein and Werner, 1998),
with a signal-to-noise ratio (SNR) threshold of 0.1. Because
available InSAR images span the times of the two Ridgecrest
earthquakes, additional datasets are needed to resolve the slip
distribution of each earthquake separately.

Optical imagery
Critical constraints on the foreshock–mainshock slip partitioning
comes from optical imagery. In this study, we used satellite
imagery obtained from the planet constellation (or flock) of
cubesats, which provides daily imaging at 3–5 m resolution
(Fig. 3). Satellite images of the epicentral region were acquired
before and after the foreshock, as well as after the mainshock;
images used in our study were acquired on 27 and 30 June,
and 1, 4, 6, and 12 July 2019. We use level 3B PlanetScope Ortho
Scenes, which have radiometric and sensor corrections applied to
the data and are subsequently orthorectified using ground-

controlled points and available DEMs (30–90 m resolution).
Subpixel correlation of the various images that span the fore-
shock and mainshock therefore reveals the spatial extent of sur-
face ruptures associated with each event. Images are correlated
using the Co-registration of Optically Sensed Images and
Correlation software package, freely available from California
Institute of Technology (e.g., Leprince et al., 2007). Although the
precision of correlation is much lower than InSAR (∼0:5 m for
PlanetScope Ortho Scenes), the denser temporal sampling of
planet imagery enables us to isolate the deformation patterns
of the two events.

Limitations in the registration accuracy (especially subpixel)
between images, both along-track and intertrack results in local
registration (i.e., mosaicking) errors throughout the pre-, inter-
, and post-earthquake orthomosaics. Although these mosaick-
ing artifacts do not affect the offset measurements across the
fault, which are relative, they do impact the long-wavelength
decay of displacements away from the fault. They also limit the
absolute accuracy of the displacement values. To minimize
these effects, we perform a piecewise coregistration correction
between along-track scenes, which involves using subpixel cor-
relation to estimate the registration error in the region of over-
lap (between any two scenes), fitting a trend to the registration
error, and warping one of the scenes to remove the registration
error. Along-track sequences of images and neighboring image
tracks can be precisely coregistered in this way. However,
because of the small overlap between the scenes, stereoscopic
residuals, and additional remaining distortions (likely from
inaccurate rational polynomial coefficients), long-wavelength
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Figure 2. Sentinel-1 interferograms. (a) Descending pass, 4–10 July 2019.
(b) Ascending pass, 4–16 July 2019. Black lines indicate surface traces of
model faults. White contour marks the spatial extent of the mainshock
mask. Gray arrows indicate the flight and look directions. InSAR,
Interferometric Synthetic Aperture Radar. The color version of this figure is
available only in the electronic edition.
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registration errors can accumulate throughout a large ortho-
mosaic. We therefore detrend our final displacement maps
using a third-order polynomial measured from the displace-
ment field at distances of 15� km from the rupture. We also
remove outliers based on local neighborhood statistics (e.g.,
Zinke et al., 2019).

GPS
Static surface displacements caused by the Ridgecrest’s fore-
shock were very clearly observed at nine GPS sites located within
50 km from its epicenter. Those caused by the Ridgecrest’s
mainshock were very clearly observed at 19 GPS sites, located
within 85 km from its epicenter (Nevada Geodetic Laboratory
rapid 5 min solution, Blewitt et al., 2018, see Data and
Resources). Beyond those distances, GPS offsets drop signifi-
cantly, and their inclusion in the dataset would have a negligible
effect on the slip model. GPS offsets indicate right-lateral sense
of slip on the northwest-striking segment during the Mw 7.1
earthquake, and left-lateral slip on the northeast-striking seg-
ment during theMw 6.4 earthquake (Fig. 1). Nevertheless, these
data alone cannot rule out the possibility that some slip during

theMw 6.4 earthquake took place
on the northwest-striking fault.

Merging of InSAR and
mainshock optical imagery
A comparison between the stan-
dard deviation of the optical
imagery and InSAR measure-
ments far from the deformation
signal indicates that the former
is an order of magnitude noisier
than the latter (Figs. 2 and 3).
Thus, the use of InSAR is pre-
ferred in areas where the two
datasets are available. We there-
fore restricted the use of the main-
shock optical data to regions
where the InSAR measurements
are decorrelated. In reducing the
optical imagery data, we followed
three steps. First, we obtained
InSAR coherence maps computed
for a 5 × 5 pixels moving window.
Then, because InSAR coherence
(Goldstein and Werner, 1998)
deteriorates rapidly below 0.2,
we masked the InSAR in regions
with coherence smaller than 0.2.
Finally, we masked parts of the
optical imagery corresponding to
InSAR coherence greater than
0.2. This approach resulted in

an appreciable reduction of the mainshock optical dataset, as well
as its restriction to the near-fault region (see white contour in
Figs. 2 and 3).

Data reduction of the foreshock optical imagery
The SNR of the foreshock optical imagery (∼1:0 peak SNR) is
even lower than that of the mainshock optical imagery
(∼2:3 peak SNR, see Fig. 3b). The only useful information
that we extract from these data is a set of seven across-fault
surface offsets. These are obtained by best-fitting step func-
tions to the data within 2-kilometer-long straps, the width of
which is set to be equal to the length of the near-surface dis-
locations (Figs. 4 and A1). The surface offset is set to be equal
to the step amplitude, and its uncertainty is set to be equal to
the data standard deviation within each strap on either side of
the fault. Of the seven profiles along the southern part of the
northeast-striking segment, six indicate east–west displace-
ment above the noise level, and three indicate north–south
displacement above that level. The offsets along the northern
part of the northeast-striking fault and along the northwest-
striking fault are below the noise level.
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Figure 3. Planet pixel offset tracking results. Black lines mark the surface traces of model faults, and white contour
marks the spatial extent of the mainshock mask. Positive values indicate east and north displacements. (a,b) Pixel
offset tracking 1–4 July 2019; (c,d) pixel offset tracking between mosaic of 27 June, 30 June, and 4 July images and
mosaic of 6 and 12 July images. The color version of this figure is available only in the electronic edition.
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METHODOLOGY
Joint inversion of dense and sparse datasets
Resolving distinct slip distributions for the foreshock and main-
shock is made difficult by the spatial and temporal proximity of
the two earthquakes. Owing to their spatial proximity, the defor-
mation field caused by one earthquake is distorted by that of the
other. This distortion is further enhanced by the orthogonality of
the two fault sets because in some regions the ground displace-
ments associated with the two earthquakes point to the same
direction, whereas in others they point in opposite directions.
Joint inversion of various geodetic datasets is key for addressing
these challenges. When solving for slip distribution using a
composite dataset of InSAR, optical imagery, and GPS, it is sen-
sible to distinguish sparse from dense datasets, and to weight
them differently. In this study, the sparse dataset includes eight
and 17 GPS measurements for the foreshock and mainshock,
respectively, and nine along-fault optical imagery offset measure-
ments enclosing the time of the foreshock. The dense dataset
consists of nonoverlapping InSAR and optical imagery, with
the former including the combined foreshock and mainshock
displacements (and some postseismic deformation) and the latter
enclosing the time of the mainshock. The following linear rela-
tion is used to solve for the two slip distributions simultaneously:
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with

EQ-TARGET;temp:intralink-;;308;220 A �
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Figure 4. Displacement profiles from pixel offset tracking. (a,c,e,g,i,k,m)
East–west profiles; (b,d,f,h,j,l,n) north–south profiles; (o) enlarged view
of the foreshock’s pixel offset tracking. White rectangles enclose the subset
of data used in the displacement profiles (a–n and Fig. A1a–f), with the
spatial extent determined by the dimensions of the near-surface model fault
dislocations. Black lines are least-square fits to a step function. They indicate
a maximum of 1.2 m offset on the northeast-striking fault and no surface
offsets (above the noise level) on the northwest (NW)-striking fault. The
color version of this figure is available only in the electronic edition.

Volume 110 Number 4 August 2020 www.bssaonline.org Bulletin of the Seismological Society of America • 1631

Downloaded from http://pubs.geoscienceworld.org/ssa/bssa/article-pdf/110/4/1627/5114142/bssa-2020024.1.pdf
by Tel Aviv Univ user
on 13 October 2020



Explanatory notes are as follows:

1. m and d are the model and data vectors, respectively, and
A is the model matrix.

2. The subscripts “fs” and “ms” signify the foreshock and
mainshock, respectively.

3. The superscripts indicate the type of data.
4. Delta is a smoothing operator. In this study, we use a first-

order spatial derivative.
5. The Gs are the elastic kernels, relating slip on a rectangular

dislocation with ground displacement (Okada, 1985).
6. The Coptic

fs is a matrix consisting of 0 and 1 elements, speci-
fying (with a 1 entry) the subset of near-surface fault dis-
locations subject to optical imagery constraint.

7. The weights of the various datasets are determined by α
and W, with the former being a coefficient that weighs
the sparse datasets with respect to the dense ones
(Fig. 5) and the latter being diagonal matrices that weigh
each data point according to data-specific quality criteria.

8. Recall that the structure of GSAR is determined automati-
cally by the discretization algorithm (in which SAR denotes
Synthetic Aperture Radar), in a manner that minimizes the
condition number (CN). That algorithm operates solely on
GSAR, discounting the important issue of data quality. That
would not be a problem if all InSAR pixels were valid, or if
the spatial distribution of invalid pixels was uniform.
Because, however, InSAR data quality is far from being spa-
tially uniform and is particularly poor near the fault trace,
InSAR data points are weighted proportionally to the frac-
tion of coherent pixels represented by that point. In this
study, thanks to the high coherence of the Sentinel-1 data
and themasking of the near-fault region in favor of the opti-
cal images, the WSAR coefficients are very close to 1.

9. Each of the sparse data points (GPS and across-fault sur-
face offsets that we obtain from the foreshock optical
imagery) is weighted proportionally to its formal uncer-
tainty (Simons et al., 2002).

10. Because the optic imagery dataset is an order of magnitude
noisier than the InSAR data, it is first downweighted uni-
formly by a factor of 10 and then weighted proportionally
to the fraction of valid pixels (as the InSAR data).

11. The α coefficient is determined in two steps. First, the L2
norm of the observed-versus-modeled discrepancy of the
dense dataset is plotted against the same L2 norm corre-
sponding to the sparse dataset for different values of α. This
results in an L-shaped curve, indicating a trade-off between
the L2 norms of the two datasets. Then, the preferred value
for α is chosen by identifying the point along that trade-off
curve, the slope of which is equal to one (Fig. 5).

Finally, we adopt the fault geometry of Ross et al. (2019) and
obtained foreshock and mainshock slip distributions by

minimizing the L2 norm of the difference between the right
and left sides of equation (1), subject to a nonnegativity con-
straint as follows (Lawson and Hanson, 1974):

EQ-TARGET;temp:intralink-;df2;320;431 min kAm − dk; m ≥ 0: �2�

Reconditioning via intermittent data- and model-
space discretization
The slip model is only trustworthy if it is well resolved and
stable. The resolution of a solution is obtained via singular
value decomposition of A into UΣVT , with U and V being
orthonormal matrices that span the data and model spaces,
respectively, and Σ being a diagonal matrix of singular values.
The model resolution matrix is then:

EQ-TARGET;temp:intralink-;df3;320;286R � UVΣVTA � A−gA; �3�
in which A−g is the generalized inverse of A. The resolution is
perfect when R is equal to unity. The resolution matrix of an
inverse problem may be very close to unity, and yet the inver-
sion may be highly unstable, with small changes in the data
that cause large changes in the model (Ziv, 2016). Errors in
the data are mapped to the model space by the generalized
inverse of the elastic kernel:

EQ-TARGET;temp:intralink-;df4;320;169merr � A−gderr � VΣ−1UTderr: �4�

Thus, small singular values result in large errors in the model
space, due to small errors in the data space. The sensitivity of
the solution to small changes in the data may be quantified
using the CN of A (Curtis and Snieder, 1997):

EQ-TARGET;temp:intralink-;df5;320;85CN � σ1
σn

; �5�

Figure 5. Dense data misfit versus sparse data misfit for different values of α,
the coefficient that weighs the sparse datasets with respect to the dense
ones (equation 1). Dense data refers to the InSAR measurements and optical
pixel offsets, whereas the sparse data refers to the GPS measurements and
the across-fault surface offsets inferred from pixel offset profiles in Figure 4.
The star indicates the preferred α coefficient. CN, condition number. The
color version of this figure is available only in the electronic edition.
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with n being the dimension of A, and σ1 ≥ … ≥ σn > 0 being
its singular values, that is, the diagonal elements of Σ. The
inverse problem is stable if the CN is small. The model reso-
lution, R, and the stability of the inverse problem, the CN, are
completely determined by the properties of the matrix A, the
structure of which is determined by the discretization of the data
and model spaces. Thus, the ways in which the data is down-
sampled and the model is discretized are of great importance.
Furthermore, unless the inverse problem is well conditioned, slip
inversions cannot reveal the actual fault-slip distribution (Page
et al., 2009; Gallovic and Ampuero, 2015; Ziv, 2016).

Ziv (2016) introduced an approach that seeks to minimize
CN through data discretization. It begins with a predetermined
model space and a sparse uniform data grid. It then densifies
the data-space iteratively by dividing data cells into quadrants,
in a manner that minimizes the CN. Although this approach
does not explicitly address the resolution issue, it results in a
model resolution matrix that is close to unity. In this study,
building on the data resampling approach of Ziv (2016), we
present a new CN-based algorithm that combines both model
discretization and data downsampling. Its advantage with
respect to the data-only reconditioning is that it further min-
imizes the CN and thus results in a more stable slip distribu-
tion. The intermittent data- and model-space discretization
algorithm progresses along the following steps:

1. Initialization
a. Set a model fault geometry.
b. Discretize the model fault uniformly into N0 dislocations.
c. Discretize the data space uniformly into K × N0 data cells.

2. Model-space discretization
a. Iterate through i � 0 to N model dislocations, and for

each one:
1. Replace that dislocation with a set of four equal-size

dislocations.
2. Recalculate a new elastic kernel, G.
3. Compute CN, and record i for which CN is the

smallest.
b. Form a new model space by replacing the ith dislocation

corresponding to the smallest CN by four equal-size
dislocations, update N � N � 3, and proceed to step 3.

3. Data-space discretization
a. Iterate through j � 1 to M data cells, and for each one:

1. Replace that cell with a set of four equal-size data cells.
2. Recalculate a new elastic kernel, G.
3. Compute and store CN�j�.

b. Extract the subset of K data points corresponding to the
K smallest CN, form a new dataset by replacing each of
the K data points by four new data points obtained
through a quad-division, and update the current number
of data points: M � M � 3K .

c. Return to step 2 or exit if the number of dislocations has
reached a predetermined number.

Results presented in this study are obtained using N0 � 56,
K � 25, and the minimum dislocation and data cell dimen-
sions of 1.0 and 0.8 km, respectively. The evolution of CN with
the number of model dislocations is shown in Figure 6. The
CN increases during intervals of model discretization and
decreases during intervals of data discretization (Fig. 6, inset).
Initially, the decrease in CN due to data discretization is more
pronounced than the increase, due to model discretization.
Later, this situation changes, and the effect of model discreti-
zation overtakes. As a result, the evolution of CN is of U-shape,
with a rather flat minimum extending from 125 to 225 dislo-
cations, beyond which CN rises steeply. Our preferred discre-
tization is located at the right side corner of the U-shape curve
(indicated by the star in Fig. 6), which guarantees the most
detailed, yet trustworthy view of the slip distribution. For
example, it is shown that the CN of G (equation 1) correspond-
ing to a fault model that is discretized as in Ross et al. (2019), as
well as data that are downsampled proportionally to the dis-
placement variance (Jónsson et al., 2002; Simons et al., 2002), is
by a factor of 30 larger than that resulting from the model-data
discretization introduced in this study. This CN improvement
results in a factor of 1.8–2 reduction of the L2-norm discrep-
ancy between true and modeled slip distributions (Table A1;
Figs. A2–A5). Thus, optimizing the CN of inverse problems
is an effective technique for reducing the effect of noise and
analysis errors.

Figure 6. The CN as a function of model dislocations (with a fixed 1:20 ratio
between model dislocations to data points). Model-space discretization
(step 2 of the discretization algorithm) results in CN increase, and data-
space discretization (step 3 of the algorithm) results in CN decrease (figure
inset). The star indicates the preferred discretization.
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SLIP MODELS
The foreshock and mainshock slip distributions are shown in
Figure 7a,b and 7c,d, respectively. Modeled and observed GPS
vectors are shown in Figure 1 (see also Tables A2–A5).
Modeled and observed across-fault surface offsets are compared
in Figure 8. Modeled, observed, and residual InSAR line of sight
and optical imagery maps are presented in Figure 9. The L2-
norm discrepancy between the modeled and observed sparse
data is 5%, and that of the dense dataset is about 20%
(Figs. 1 and 8).

In agreement with seismological estimates, the foreshock geo-
detic moment is equivalent to Mw 6.4, with most of the slip
located at depth between 0 and 6 km on the northeast-striking
segment, just south of its intersection with the northwest-striking
faults. This asperity (labeled III in Fig. 7b) is responsible for 46%
of the foreshock’s geodetic moment. An additional 39% of the
geodetic moment was released at depth between 6 and 12 km

on the main northwest-striking
fault (labeled II in Fig. 7a). The
remainingmoment was released
on a northeast-striking segment
just north of the intersection
with the northwest-striking
faults (labeled I in Fig. 7a).
Thus, the picture that emerges
is of a complex rupture that
ruptured orthogonal faults and
propagated both laterally and
vertically. The slip on asperity
II triggered a large number of
aftershocks on the northwest-
striking segments, some of
which occurred very close to
the future site of the mainshock.
Likewise, the slip on asperities I
and III triggered aftershocks on
the northeast-striking fault.

The mainshock geodetic
moment is equivalent toMw 7.0,
about 0.1 magnitude units below
the seismological estimates
(Fig. 7c,d). About 98% of its geo-
detic moment has been released
on the northwest-striking faults
in two main asperities. The first
is located southeast of the hypo-
center at depth between 6 and
12 km, and the second is parti-
tioned among three subparallel
shallow branches of the deeper
segment (upper 6 km) that are
well resolved by InSAR, optical
data, and field observations

(Brandenberg et al., 2019). Interestingly, our model indicates that
asperity II that ruptured during the foreshock slip has reruptured
during the mainshock. The mechanical implication of this
repeated failure within 34 hr is discussed in the Mechanical
Implications of Fault Rerupture section.

STRESS TRANSFER DUE TO THE Mw 6.4
FORESHOCK
The spatiotemporal clustering of the Ridgecrest earthquake
pair indicates a causal relationship between the two events.
Here, we assess the possibility that the rupture of the Mw 7.1
earthquake has been promoted by the static stress change
imparted by the Mw 6.4 earthquake. Static stress changes
are calculated at the midpoint of each of the mainshock dis-
locations, using the isotropic homogeneous half-space formu-
lation of Okada (1992). Following a common practice, we
consider the Coulomb failure function (FF) to assess the
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combined effect of shear and normal stress changes on receiver
faults: ΔσFF � Δτ − μΔσ, in which Δτ is the shear stress
change (positive in the direction of slip), Δσ is the change
in effective normal stress (positive under compression), and
μ is the coefficient of static friction (King et al., 1994).
Changes in the shear, normal, and Coulomb FF using
μ � 0:6 are presented in Figure 10a–c. We find that the effect
of the foreshock is to increase the shear stress at the site of the
mainshock by ∼0:6 MPa. About 90% of this increase is due to
right-lateral foreshock slip on asperity II (Fig. 7b), sharing the
same northwest-striking fault as the mainshock hypocenter.
In addition, we obtain ∼0:02 MPa reduction in normal com-
pression, resulting primarily from left-lateral foreshock slip on
the northeast-striking faults (asperities I and II in Fig. 7a).
Thus, we infer that the interaction between the foreshock and
mainshock is dominated by shear stress changes due to slip on
asperity II, and it is nearly insensitive to the static friction
coefficient.

The results of the stress transfer analysis reported earlier are
at odds with those of Barnhart et al. (2019), who obtained an
order of magnitude smaller shear stress change. They further
inferred a similar triggering effect for theMw 6.4 foreshock and
Mw 5.4 foreshock that ruptured 11 hr before the mainshock

just a few kilometers away from its hypocenter. Differences
between their stress transfer analyses and ours are due to
differences in the foreshock modeling approach. In their
slip inversion, the foreshock is constrained to a single rupture
plane, and consequently no foreshock slip is occurring on the
northwest-striking fault. Although viewing the Mw 6.4 as the
sole foreshock of the Mw 7.1 earthquake is a rather simplistic
view of the triggering process, our analysis clearly shows that
this interaction is dominated by shear stress change due to slip
on asperity II. This stress change triggered smaller foreshocks,
many of which occurred on the northwest-striking fault and
may have further promoted the mainshock failure.

MECHANICAL IMPLICATIONS OF FAULT
RERUPTURE
Our joint inversion of InSAR, GPS, and optical imagery very
clearly indicates that the foreshock ruptured an orthogonal
fault system with three main asperities, as detailed in the
Slip Model section. The spatial extent and moment budget
of these asperities are in general agreement with those inferred
by Ross et al. (2019) on the basis of kinematic subevent inver-
sion. Similar to their study, we infer that most of the foreshock
seismic moment has been released on the northeast fault, south
of the intersection point and at shallow depth (asperity III in
Fig. 7b). This result is also in general agreement with the
Ridgecrest foreshock static slip obtained via kinematic model-
ing of GPS and teleseismic data by Liu et al. (2019). The main
disparity between our slip model and that of Ross et al. (2019)
concerns the location of the orthogonal asperity (asperity II in
Fig. 7a). Based on proximity to the hypocenter of the first sub-
event, Ross et al. (2019) placed this subevent on a secondary
northwest-striking fault segment that is located 2–3 km to the
north of the main northwest-striking fault. The optical imagery
used in this study, however, very clearly rules out the possibility
of shallow slip on this segment. At depths greater than 5 km,
that segment merges with asperity II of the main fault (Ross
et al., 2019). The consequences of not allowing foreshock slip
on asperity II leads to migration of slip from the main north-
west-striking fault toward the secondary shallow northwest-
striking segment. This, in turn, results in more than 20% data
misfit increase, especially for the foreshock optical imagery.
Furthermore, our stability analysis tests (see the Appendix)
confirms that slip on asperity II is well resolved. We thus con-
clude that asperity II slipped during the foreshock rupture.

Although the foreshock rupture exhibits complex slip his-
tory, with three distinct asperities distributed among an inter-
secting orthogonal set of faults, the mainshock rupture has
been limited to the main northwest-striking fault (see the
Slip Model section). Its main asperity contains asperity II of
the foreshock. That fault patch slipped up to 0.8 m during
the foreshock, and it slipped up to 5 m about 34 hr later during
the mainshock. We conclude that the rerupture on these model
dislocations is a very robust attribute of the slip distribution; it

Figure 8. Observed versus modeled foreshock surface offsets inferred from
optical imagery. The dashed line indicates a 1:1 ratio.
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is independent of the degree of smoothing, and it is essential
for fitting the near-fault optical imagery data.

The rerupturing of asperity II has some interesting mechani-
cal implications that we now discuss. Not only did asperity II fail
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twice within a very short interval, but it also slipped about six
times more during the mainshock than during the foreshock
rupture. Furthermore, asperity II is where the mainshock slip
is the largest. This observation indicates that the stress drop dur-
ing the foreshock released a small fraction of the tectonic loading.
Repeating slip of fault patches during individual earthquakes
were reported in the past; for example, this happened during
the 1987 Superstition Hills (Wald et al., 1990), the 1999 Chi
Chi (Lee et al., 2006), and the 2011 Tohoku-Oki (Lee et al.,
2011) earthquakes. Reruptures are also reproduced in stick-slip
laboratory experiments (Nielsen et al., 2000). What is unique
here is that these fault patches ceased to slip for about 34 hr.
That this fault patch ceased to slip, despite a drop of just a small
fraction of the driving stresses, requires an efficient dynamic
strength recovery mechanism, such as those inferred from kin-
ematic slip models (Heaton, 1990) or reported in laboratory fric-
tion experiments (e.g., Shimamoto, 1986; Kilgore et al., 1993;
Weeks, 1993). Numerical simulations of frictional sliding indi-
cate that partial stress drops are in fact the consequence of
dynamic strengthening and that the latter results from highly
rate-dependent friction (Madariaga and Cochard, 1996). Finally,
strongly rate-dependent friction is thought to promote self-heal-
ing slip pulses (e.g., Heaton, 1990; Perrin et al., 1995; Madariaga
and Cochard, 1996; Zheng and Rice, 1998; Gabriel et al., 2012), a
behavior that has been inferred by Chen et al. (2020) on the
basis of kinematic inversions of the Ridgecrest mainshock.

SUMMARY
We obtained distinct slip distributions for theMw 7.1 Ridgecrest
and itsMw 6.4 foreshock via joint inversion of InSAR, GPS, and
optical imagery measurements. In setting-up the joint slip inver-
sion, we implemented a new approach for data and model dis-
cretization that stabilizes the inversion, preventing small
changes in the data space from causing large changes to the
model space. We find that whereas the coseismic slip of the
Mw 6.4 earthquake was complex, with three distinct asperities
distributed among an intersecting orthogonal set of faults, the
coseismic slip of theMw 7.1 earthquake was limited to the main
northwest-striking fault. We draw attention to a fault asperity

that slipped twice within about 34 hr. When it slipped for
the first time during the foreshock rupture, it increased the shear
stress at the site of the future mainshock hypocenter and raised
the seismicity rate on the main northwest-striking fault. In addi-
tion to failing twice within a short interval, the reruptured asper-
ity slipped five to six times more during the mainshock than
during the foreshock. We note that such a fault rerupturing
is indicative of a partial stress drop during the foreshock and
that the premature slip arrest under such conditions requires
an efficient frictional strengthening. We emphasize the causal
link between highly rate-dependent friction, dynamic frictional
restrengthening, and partial stress drop observed in numerical
studies of frictional sliding. These mechanical aspects are at the
core of earthquake science, as they may hold the key to under-
standing fault-slip complexity (Madariaga and Cochard, 1996).

DATA AND RESOURCES
Interferometric Synthetic Aperture Radar (InSAR) data are from
Sentinel-1 European Space Agency (ESA) Single Look Complex (SLC)
Synthetic Aperture Radar (SAR) data freely available at https://scihub
.copernicus.eu/dhus/#/home and were processed by Gamma remote
sensing software. Global Positioning System (GPS) displacement data
are from the Nevada Geodetic Laboratory rapid 5 min solutions, which
are publicly available at http://geodesy.unr.edu/news_items/20190707/
ci38457511_forweb.txt for the mainshock and http://geodesy.unr.edu/
news_items/20190705/ci38443183_forweb.txt for the foreshock. Planet
imagery is provided courtesy of Planet Labs, Inc. Active fault locations
were extracted from the U.S. Geological Survey (USGS) Quaternary
Fault and Fold Database of the United States (https://earthquake
.usgs.gov/hazards/qfaults/). Plots were made using the Generic Mapping
Tools v.5 available at https://www.generic-mapping-tools.org/ (Wessel
et al., 2013). All websites were last accessed in January 2020.
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Figure 10. Stress changes imparted by the foreshock on NW-striking faults.
(a) Shear stress; (b) normal stress; (c) Coulomb failure function, with a
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available only in the electronic edition.
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APPENDIX
Model sensitivity to noisy data and analysis errors
The sensitivity of the fully reconditioned (data and
model) inversion to small changes in the data space is

(a) (b)

(c) (d)

(e) (f)

Figure A1. Enlarged view of displacement profiles in Figure 5. (a,c,e) East–
west profiles; (b,d,f) north–south profiles. Profile locations are shown in
Figure 4. Black lines are least-square fits to a step function.
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assessed numerically as in Ziv (2016). The test follows
these steps:

1. simulate noise-free Interferometric Synthetic Aperture
Radar (InSAR) and optical imagery maps from a predeter-
mined slip model;

2. obtain InSAR noise-only maps using randomly generated
numbers;

3. generate noisy InSAR and optical imagery maps by adding
the products of step 1 and 2 earlier;

4. solve for the slip distribution using the nonnegative algo-
rithm of Lawson and Hanson (1974); and

5. repeat steps 1–4 1000 times and for each dislocation
comprising the model fault, record the standard deviation
of the discrepancies between the true and modeled slips.

The results of four such tests that differ in their noise and/or
slip attributes as detailed in Table A1 are summarized in
Figures A2–A5. Inspection of the standard deviation of the slip
discrepancies reveals notable reduction in the slip discrepancy
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Figure A2. Results of sensitivity test 1. This test uses uniform input slip of 1 m
and spatially uncorrelated randomly distributed noise with 0 mean and
standard deviation of 0.5 and 5 cm for the Interferometric Synthetic
Aperture Radar (InSAR) and optic datasets, respectively. The standard
deviations of 1000 slip inversions are shown for the following discretization

approaches: (a) data sampled uniformly; (b) data sampled according to
displacement variance; and (c) fully reconditioned data and model spaces.
The standard deviation weighted sums are reported in Table A1. NW,
northwest; SE, southeast. The color version of this figure is available only in
the electronic edition.
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Figure A3. Results of sensitivity test 2. This test uses uniform input slip of 1 m
and spatially correlated noise with a maximum amplitude of 1 and 10 cm for
the InSAR and optic data, respectively. The standard deviations of 1000 slip
inversions are shown for the following discretization approaches: (a) data

sampled uniformly; (b) data sampled according to displacement variance;
and (c) fully reconditioned data and model spaces. The standard deviation
weighted sums are reported in Table A1. The color version of this figure is
available only in the electronic edition.
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Figure A5. Results of sensitivity test 4. This test uses randomly distributed slip
between 0 and 1 m and spatially correlated noise with a maximum amplitude
of 1 and 10 cm for the InSAR and optic data, respectively. The standard
deviations of 1000 slip inversions are shown for the following discretization

approaches: (a) data sampled uniformly; (b) data sampled according to
displacement variance; and (c) fully reconditioned data and model spaces. The
standard deviation weighted sums are reported in Table A1. The color version
of this figure is available only in the electronic edition.
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Figure A4. Results of sensitivity test 3. This test uses randomly distributed slip
between 0 and 1 m and spatially uncorrelated randomly distributed noise with 0
mean and standard deviation of 0.5 and 5 cm for the InSAR and optic datasets,
respectively. The standard deviations of 1000 slip inversions are shown for the

following discretization approaches: (a) data sampled uniformly; (b) data
sampled according to displacement variance; and (c) fully reconditioned data and
model spaces. The standard deviation weighted sums are reported in Table A1.
The color version of this figure is available only in the electronic edition.

TABLE A1
A Summary for the Noise Sensitivity Tests

Data and Model Discretization Method CN WS Test 1 WS Test 2 WS Test 3 WS Test 4

Predefined model (as in Ross et al., 2019) and data sampled uniformly 22,306 0.805 0.627 0.552 0.495
Predefined model (as in Ross et al., 2019) and data sampled according
to displacement variance

20,198 0.805 0.833 0.463 0.495

Fully reconditioned data and model spaces 599 0.493 0.487 0.309 0.319

The standard deviation weighted sum of each test is listed. These are calculated as follows: WS � P
ist:dev:i Si=S, in which st:dev:i and Si are the standard deviation and area of the ith

dislocation and S is the fault total area. Four different combinations of slip and noise models were examined. Test 1 uses uniform input slip of 1 m and spatially uncorrelated randomly
distributed noise with 0 mean and standard deviation of 0.5 and 5 cm for the Interferometric Synthetic Aperture Radar (InSAR) and optic datasets, respectively. Test 2 uses uniform input
slip of 1 m and spatially correlated noise with a maximum amplitude of 1 and 10 cm for the InSAR and optic data, respectively. Test 3 uses randomly distributed slip between 0 and 1 m
and spatially uncorrelated randomly distributed noise with 0 mean and standard deviation of 0.5 and 5 cm for the InSAR and optic datasets, respectively. Finally, test 4 uses randomly
distributed slip between 0 and 1 m and spatially correlated noise with a maximum amplitude of 1 and 10 cm for the InSAR and optic data, respectively. CN, condition number; WS,
weighted sum.
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TABLE A2
Global Positioning System (GPS) Sites Location and East–West Displacement Component of the 6 July 7.1 Mw Earthquake

ID Longitude (°) Latitude (°) E E_model Se

P595 −117.4028 35.6976 0.51405 0.51729846 0.00037
CCCC −117.6712 35.5653 −0.04983 −0.0477157 0.00038
P580 −117.1922 35.6209 0.19171 0.1960031 0.00037
P594 −117.3901 35.8967 0.06576 0.07472597 0.0004
BEPK −118.0741 35.8784 −0.09892 −0.0968919 0.00045
P464 −117.41 36.159 −0.0235 −0.0102275 0.0004
RAMT −117.6833 35.3387 0.00741 0.00769427 0.0004
WORG −118.2424 35.6956 −0.05828 −0.0570128 0.0006
P597 −116.8884 35.7106 0.05366 0.06556091 0.00038
P570 −118.26 35.6673 −0.05173 −0.0517636 0.00039
DTPG −117.8459 35.2675 0.00086 0.00288139 0.00037
WHFG −118.352 35.6951 −0.04254 −0.0433555 0.0004
P616 −117.8933 35.4246 −0.01012 −0.0131672 0.00037
P592 −117.3032 35.2386 −0.00525 −0.0005407 0.00038
CPBN −117.573 35.0717 −0.00298 0.00213358 0.00039
P590 −117.3648 35.1168 −0.00542 −0.000534 0.00037
P573 −118.2605 36.0931 −0.03435 −0.0289189 0.00038
WASG −118.557 35.7384 −0.03432 −0.028792 0.00066
ISLK −118.4743 35.6623 −0.03242 −0.0318958 0.00039

Observed (from the Nevada Geodetic Laboratory rapid 5 min solution, Blewitt et al., 2018, see Data and Resources) and modeled GPS displacements at stations within 85 km from
the 6 July Mw 7.1 Ridgecrest earthquake. E, East; Se, East standard deviation.

TABLE A3
Global Positioning System (GPS) Sites North–South and Up–Down Displacement Components of the 6 July 7.1 Mw Earthquake

ID N N_model Sn Up Up_model Su

P595 −0.24984 −0.2531101 0.00045 0.04284 0.03312446 0.00142
CCCC 0.21314 0.20636302 0.00046 0.00253 0.0100217 0.00146
P580 −0.02267 −0.0190045 0.00045 −0.00603 −0.0222275 0.00141
P594 −0.12663 −0.1278861 0.00048 0.00516 0.00311288 0.00152
BEPK 0.01287 0.01145406 0.00054 −0.00807 −0.0190416 0.00171
P464 −0.09248 −0.0860833 0.00048 0.01692 0.01670438 0.00153
RAMT 0.08813 0.09116635 0.00048 0.00441 0.0170851 0.00153
WORG −0.00189 0.00089379 0.00073 0.00041 −0.0133603 0.0023
P597 −0.00259 −0.0026006 0.00045 −0.00672 −0.0150578 0.00143
P570 0.00054 0.00047686 0.00048 −0.00576 −0.0122758 0.00151
DTPG 0.04374 0.04564561 0.00045 0.00829 0.00977216 0.00142
WHFG 0.0019 0.00081931 0.00048 −0.00518 −0.0110517 0.00153
P616 0.04124 0.04201516 0.00044 0.00076 0.00483729 0.0014
P592 0.04048 0.0504665 0.00046 0.00363 0.01078504 0.00146
CPBN 0.03753 0.04295499 0.00047 0.00978 0.01123501 0.00148
P590 0.03704 0.04196749 0.00045 0.00697 0.01043335 0.00142
P573 0.00808 0.00263959 0.00046 0.00245 −0.0069248 0.00145
WASG −0.00233 0.00107076 0.00079 0.01183 −0.0081556 0.00251
ISLK −0.00018 0.00044612 0.00047 0.00597 −0.0086639 0.00149

Observed (from the Nevada Geodetic Laboratory rapid 5 min solution, Blewitt et al., 2018, see Data and Resources) and modeled GPS displacements at stations within 85 km from
the 6 July Mw 7.1 Ridgecrest earthquake. N, North; Sn, North standard deviation; Su, up standard deviation.
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with decreasing condition number (CN). It is thus concluded
that optimizing the CN of inverse problems is an effective tech-
nique for reducing the effect of noise and analysis errors and
that the data-and-model reconditioning algorithm yields fault-
slip distributions that are more stable and closer to the true slip
distribution.

Global Positioning System model results
Tables A2–A5 provide the Global Positioning System (GPS)
model results.
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TABLE A4
Global Positioning System (GPS) Sites Location and East–West Displacement Component of the 4 July 6.4 Mw Earthquake

ID Longitude (°) Latitude (°) E E_model Se

P595 −117.4028 35.6976 0.10531 0.10579004 0.00065
CCCC −117.6712 35.5653 −0.04284 −0.0422203 0.00067
P594 −117.3901 35.8967 −0.01008 −0.001561 0.00069
P580 −117.1922 35.6209 0.02252 0.02821208 0.00065
RAMT −117.6833 35.3387 −0.00122 0.00141438 0.00073
DS13 −116.7915 35.2478 0.01226 0.00213691 0.00069
P616 −117.8933 35.4246 −0.00914 −0.0066263 0.00063
P464 −117.41 36.159 −0.00255 −0.0005578 0.0007
P592 −117.3032 35.2386 −0.00384 −0.0007318 0.00066

Observed (from the Nevada Geodetic Laboratory rapid 5 min solution, Blewitt et al., 2018, see Data and Resources) and modeled GPS displacements at stations within 50 km from
the 4 July Mw 6.4 Ridgecrest earthquake. E, East; Se, East standard deviation.

TABLE A5
Global Positioning System (GPS) sites North–South and Up–Down Displacement Components of the 4 July 6.4 Mw Earthquake

ID N N_model Sn Up Su Up_model

P595 0.00344 0.00365963 0.00078 0.02432 0.00247 0.01859787
CCCC 0.00449 0.00369664 0.0008 0.01529 0.00254 0.00283782
P594 −0.02025 −0.0220671 0.00083 0.00157 0.00264 0.0014366
P580 −0.00212 −0.001432 0.00078 0.00013 0.00247 −0.0032298
RAMT 0.01826 0.01632092 0.00088 0.00315 0.0028 0.0023528
DS13 0.00506 0.00034595 0.00083 0.02036 0.00262 −0.0004278
P616 0.00341 0.00153387 0.00076 0.0016 0.00241 −0.0007596
P464 −0.00941 −0.00946 0.00085 0.0036 0.00268 0.00192316
P592 0.00865 0.00825235 0.0008 −0.00703 0.00253 0.0016458

Observed (from the Nevada Geodetic Laboratory rapid 5 min solution, Blewitt et al., 2018, see Data and Resources) and modeled GPS displacements at stations within 50 km from
the 4 July Mw 6.4 Ridgecrest earthquake. N, North; Sn, North standard deviation; Su, up standard deviation.
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