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The Psychology of Moderate Prediction
I. Experience with Multiple Determination

Yoav GANZACH AND Davip H. Krantz
Columbia University

In the experiments reported here, individuals with experience in a multi-
variate prediction setting showed considerable moderation of subscquent uni-
variate predictions, compared to those without such expericnce. We show that
such moderation of prediction does ot resull rom an abstract le of regres-
si0n 10 the mean; rather, it can be explined by the named error model.
‘According (0 this model, missing predictors ar treated as an error trm, with
thk ko vaeesrplced b e edencies, Expeinens 1 dson-
strates the ion following and
explores ts .emnu.u.m 10 novel predictors. Moderation occurs even for
perfectly valid predictor, contrary to normative application of  regression
strategy. Experiment 2 shows that the phenomcrion depends on lack of cor-
relation among the multivarite predictors. This accords with the named error

asserts that if missing predictors are perceived o be comelated
ilable predictor, their unknown values are replaced by extreme
values rather than by central tendencies. Experiment 3 shows that mere ex.
posure (o additional prediciors has no effect; experience in which multiple
predictors arc used to make numerical predictions sees 1o be necessary in
onder 1o obtain subsoquent moderation. In Experimeat 4, feedback is intro-
duced. Moderation of prediction results even without prior multivariate expe-
rience. However. multivariate experience produces the moderation effect
much more quickly. © 1590 Acadenic Prew. o

INTRODUCTION: THE REPRESENTATIVENESS HEURISTIC
IN PREDICTION

‘Extreme predictions are often wrong, and the errors that arise out of
extreme predictions are often costly. Optimism leads to frequent disap-
pointment. Negative predictions can be self-fulfilling (defeatism, negative
Iabeling). Furthermore, people often respond to disappointment or to
unexpected success by constructing plausible (but usually false) ad hoc
explanatory hypotheses. The resulting erroncous intuitive theories lead to

errors in subsequent predictions.
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Yet one of the principal heuristics on which people’s intuitive predic-
tions are based, the representativeness heuristic (Kahneman & Tversky,
1973), often leads to predictions that are too extreme. The representa:
tiveness heuristic leads to a matching strategy in which the extremity
(deviation from central tendency) of the value of a predictor variable is
matched to the extremity of the predicted or target variable. Such match-
ing of extremity is appropriate if a deterministic linear relation obtains
between the predictor and target variables. For most bivariate distribu-
tions that are encountered, matching leads to predictions that are overly
extreme; that is, predictions made by a regression strategy are usually
more accurate than predictions made by matching. In a regression strat-
egy, the extremity of the prediction is some fraction of the extremity of
the predictor variable.

If the representativeness heuristic is very often maladaptive for predic
tion, it seems puzzling that humans have not evolved additional predic-
tion strategies that produce greater accuracy, and that most individuals
fail to learn more adaptive prediction strategies from everyday experi-
ence. In this paper we demonstrate laboratory conditions under which
people do learn to moderate their predictions even though they do not
necessarily reduce their use of the representativeness heuristic.

Excessively extreme prediction is just one example of the types of
erroneous judgment that arise from people’s reliance on nonstatistical
heuristics (see Kahneman, Slovic, & Tversky, 1982, for many examples).
Recent research also demonstrates the corrigibility of human judgment,
both by domain-specific heuristics and by general statistical heuristics.
(Agnoli & Krantz, 1988; Ajzen, 1977; Fong, Krantz, & Nisbett, 1986;
Nisbett, Fong, Lehmann, & Cheng, 1987; Nisbett, Krantz, Jepson, &
Kunda, 1983; Zukier & Pepitone, 1984).

One important finding concerns the role of causal reasoning in mediat-
ing the effects of prior probability. Although prior probabilities (ic., base
rate, mean) are often ignored in intuitive probability judgments, priors do
affect judgment when they can be interpreted causally (Tversky & Kah-
neman, 1980). For example, Ajzen (1977) showed that when subjects
assess the probability that a student will pass an exam, bascd on a short
personality description of the student, they base their judgment partly on
the base rate (¢.g., 75% of the students passed the exam). Such a prior is
typically interpreted causally in terms of difficulty of the exam. There
seems to have been no analogous demonstration in which a causal-
deterministic strategy mimics the effects of statistical regression; the
present paper shows how this can happen.

Another important finding concerns the role of domain-specific expe-
rience in statistical reasoning. Nisbett f al., (1983) showed that subjects
with experience on an athletic team commonly selected a statistical ex-
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for an event involving disappoi after an predic-
tion of athletic success, whereas subjects without such experience gen-
erally sclected one of the alternative ad hoc deterministic explanations.
But the athletic experience did not generalize to another domain, success
in acting. There, it was subjects with acting experience who preferred the

ion for a di while others. chose
a deterministic explanation.

These correlational studies of experience do not provide much infor-
mation about what it is that people learn through experience. Nisbett et
al. (1983) speculate that “expertise reduces reliance on the representa-
tiveness - and substitutes either stati or [de-
terministic) reasoning in accordance with welljustified causal rules.” In
this paper we formulate a theory for the effect of experience that is based
on studies of laboratory experience rather than on differences between
natural populations.

A THEORY OF MODERATE PREDICTION: NAMED ERROR

In order to understand how people might learn to moderate their pre-
dictions, it is useful to distinguish the various circumstances in which
‘were distinguished by Poincare in his essay “Chance"" (1908/1952). (Our
description departs slightly from his point of view.)

1. A process follows deterministic laws; however, minuscule changes
in initial conditions produce large differences in observed outcomes. For
example, imperceptible changes in the initial velocity of a spinner result
in large changes in its stopping position.

2. A process follows deterministic laws; however, the outcome is the
result of a very large number of causal effects. For example, the path of
amolecule results from a large number of collisions with other molecules.

3. A process follows deterministic laws; however, the c lvel of some
factor that affects the. is . For
ummm;wmmmmammwum
on the atmospheric pressure; one or both of these factors may be un-
known.

Consider how this classification applies to a simple situation in which a
process is ized by a linear equation. Consider a

target mue Y, which depends lincary and adiivly on two fator,
X, and X, with the addition of

eror, wpunntedbyamulmvlnxbhlf (Here, and in the remainder of
the paper we assume that both predictor and outcome variables are stan-
dardized to have mean 0 and variance 1 and that random errors have mean
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0. Thus, constant terms in equations are all zero and are omitted.) The
wvalue of Y is given by

Y= bX, + biX, + E. )
‘The random variable E represents the effects falling in Poincare’s first
two ies, mi ions in initial conditions and

uncontrolled variables. That is, E represents factors that are unnamed in
Eq. (1). However, if one of the two predictors, say X, is inaccessible and
unpredi from the first predictor, then it can be as random
(governed by some probability distribution) and lumped with E to form a
new error variable:

E =bX, + E. (a)
Equation (1) is then replaced by
Y =bX, +E. (@b)

As Eq. (2a) indicates, the random variable E' represents both unnamed
factors (E) and named ones (X,), that i, effects in allthree of Poincare’s
categories.

Corresponding to Eq. (1) or Eq. (2b) are the statistical prediction equa-
tions
(P) Yprea = biXi + b,
QP) Yo = by,
The coefficients b, and b, of these prediction equations are the same as in
Egs. (1) and (2b); that s, the predicted value of ¥ s just its mean value for
the particular values of the predictor variable or variables. But in Eq. (1)
and (2b), the variances on the right side of the equation have to add up to
the variance of ¥, which by standardization equals 1. Thus, the larger the
variance of E or E', the smaller the variances of b,X, and b,X;, must be;
therefore (since the variances of X, are equal to 1) the smaller the values
of by and b, must be. It follows that the b coefficients show regression: the
larger the random variability, E in Eq. (1) o E' in Eq. (2b), the smaller the
coefficient or coefficients in the prediction equation.

1f people fully appreciate the role of chance in producing the outcome
¥, their intuitive prediction scheme should approximate the effect of Eq.
(IP) or Eq. (2P), depending on whether both predictors are available or
only X,. By contrast, a matching strategy might be approximated by
equations of the following sort:

(M) Yyeq = BiX, + ByX;
M) Ypua = BiXy.
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In these last two equations, the coefficients are fixed in such a way as to
match the extremity of the predictor to the extremity of the target vari-
able. Thus, in Eq. (2M), the matching strategy entails that B = 1, and in
Eq. (IM), the matching strategy requires

(M) B, + By =1

The coefficients pr by the ling strategy are itive to the
variance of the random variable E, that s, to unnamed causal variables or
fluctuations in initial conditions.

Learning an intuitive prediction strategy that approximates Eq. (1P) or
(2P) is difficult because it means giving up the matching strategy of Eqs.
(IM)~3M) and because the mathematical implications of the involvement
of unnamed causal variables or initial conditions, summarized by the
random variable E, are quite difficult to grasp intuitively.

But there is a strategy that can be acquired that does not require giving
up matching. One can take into account the named component of uncer-
tainty incorporated into the random variable E'. If one first learns to use
the matching Eq. (M), and then s placed in a situation where information
is missing concerning the predictor X;, one can modify Eq. (2M) by
specifying
“M) B =B,

If B, is appreciable, that is, the second predictor is important, then Eqs.
(3M) and (4M) entail that B is less than 1, giving an cffect very like
regressive prediction.

In intuitive terms, learning about the multiple determination of ¥ by
variables X, and X, leads 10 a prediction scheme based on a weighted
average of the deviations of these variables from their central tendencies.
If one is then deprived of the information, one continues to use the same
‘weighting scheme, but the unknown variable is represented by its a priori
mean (see Ginosar & Trope, 1980, or Tversky & Kahneman, 1980, for
examples in which people use the & priori prediction when information is
absent). Since this value is moderate, the predicted outcome is moderate.
Here this strategy will be called the named error strategy since it intro-
duces an error term that carries the name of the missing predictor vari-
able,

‘Experiment | was designed to test this theory of moderate prediction
by exposing subjects to multiple determinations of an outcome and then,
after inducing a multivariate prediction scheme, testing their predictions
based on single variables.

EXPERIMENT 1
Experience with Multiple Uncorrelated Predictors
‘Subjects in the Experimental group gained experience with multiple
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determination through a multivariate prediction task in which they pre-
dicted outcomes for a series of cases based on several variables pertaining.
10 each case. After this experience, they were required to predict the
same outcome for additional cases in which only one of these variables
was available. According to the named error theory presented in the
preceding section, the univariate predictions of these Experimental sub-
Jects should be less extreme than those of Control subjects, who made the
univariate predictions first and experienced the multivariate task afier-
ward. (Control subjects were then retested on the univariate predictions
10 provide a within-subjects version of the experiment.)

“To learn more about the effects of experience with multivariate predic-
tion, we also tested extremity of univariate prediction for predictor vari-
ables that did not appear in the multivariate task and which varied sys-

ically in perceived validity as predictors. If subjects experi

with multiple determination come to understand statistical regression ab-
stractly (Fong et al., 1986), then their understanding should generalize' to
variables that did not appear originally. Furthermore, moderation of pre-
diction should increase systematically as validity of the predictor variable
decreases. That is, if subjects acquire a statistical heuristic functionally
equivalent 1o regression, then tests of ion in prediction should
reveal a systematic pattern of interaction between experience with mul-
tiple determination and validity of the univariate predictor. In contrast, as
we discuss below, the named error model does not necessarily entail
cither a main effect of the multivariate task on novel variables or an
interaction of experience in this task with perceived validity of the pre-
dictor variables.

Method
Subjects. Fifty-five undergraduates at Columbia University partici-
pated in the experiment to fulfill a psychology course requirement. Sub-

jects numbered 27 in the Control group and 28 in the Experimental group.
Procedure. The experimental material and instructions were given in
printed booklets. The instructions explained that the experiment is about
how people make predictions when they have only a limited amount of
information. Subjects were given examples of situations in which making
ions about people’s per is of practical importance for
pevchalogiss, They were tod tha teir tas i to make predictons about
students’ academic success based on limited information about the stu-
dents.

" The pattern of generalization must be examined carefully, with attention o flse alarms,
i order to infer the acquisition of an abstract rule.
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‘The Experimental group first received a multivariate prediction task
containing separate vignettes describing 44 students. All subjects re-
ceived the same 44 vignettes in a fixed order. Although the vignettes were
fictional, subjects were told that they were sampled from application files
to Columbia College. The vignettes were identical in their format; only
the details varied. For example, the first vignette was:

1.is 18, Heis Catholic. He has one sistr. His parents re divorced. His mother has
1 years of education and his father has 12 years of education. His family's income
i $70,000. year, His Personal Statement was cvalusted as average. His SAT score
s i the 23 percentile of the Columbia population and his Achicvement Test score
s in the 59 percentle.

In constructing the 44 vignettes, the Achievement Test (ACH) percentile
and the SAT percentile were drawn randomly and independently from a
uniform distribution over {1, 2, . . ., 100}. The personal details also were.
chosen randomly and independently from appropriate uniform distribu-
tions. For example, there were three levels of Personal Statement, low,
average, and high, and each appeared in about a third of the vignetes.

Subjects were asked to predict the students’ numerical GPAS at grad-
vation on the basis of these vignettes. There was no time limit for making
the predictions. They did not receive any feedback about their predic-
tions.

‘After completing the multivariate task, subjects made several sets of
univariate predictions. The instructions for the first two sets were as
follows:

Tn tis task you will be asked to predict the GPA of Columbia graduates based on
one item of information. The task has two parts, In the rst part this item is the
SAT score of the student (ia percentile of the Columbia population) and in the
second part, it is the Achievement Test score of the student (slso in percentile of
the Columbia population). As previously, the GPA you are being asked to predict
i the GPA at the time the student graduated.

Subjects predicted first from SAT and then from ACH. For both, predic-
tions were made in order from predictor percentiles 6, 23, 51, 78, and 94.

The last three sets of univariate predictions constitute the generaliza-
tion test, in which subjects predicted mumerical GPA based on three new
variables: the GPA itself, given in percentile (abbreviated as PG), an
alleged mental concentration test (MC), and an alleged sense of humor
test (SH). MC and SH were also given as percentiles, The predictors werc
presented exactly as in Kahneman and Tversky (1973).

‘The instructions for the generalization test were as follows:

s i the previous task, in the following task you will be asked o predict the

(numerical) GPA of Columbia graduates based on one item of information. This
item i a score in percentile on a certain scale. There are three partsin this task. In
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‘ach part we will give you percentile scores on a diffeent scale. The scales are:

1. The GPA of the student in percentile.
2. The mental concentration test score of the student. This test measures one's
abilty to concentrate and to extract all the information conveyed by complex
messages. It was found that students with high GPA tend to score high on the
Mental Concentration test and vice versa. However, performance on the Mental
Concentration test was found to depend on the mood and mental state of the
person t the time he took the test. Thus, when tested repeatedly, the same
‘person could obtain quite ifferent scores, depending on the amount of lecp he
had the night before or how well he elt that day.
The sense of humor test score of the student. This test measures the ability of
‘people o invent witty captions for cartoons and to appreciate humor in various
forms. It was found that students who score high on this test tend, by and large,
1o obtain a higher grade point average than students who score low. However,
itis not. possible to predict grade point average from sense of humor with high
accuracy.

The predictor percentiles were the same as in the first two sets of uni-
variate predictions. The order of the predictors was PG first, followed by
MC and SH.

‘The Control group performed the univariate predictions first, then were
exposed to the multivariate prediction task. Last, the univariate tasks
were repeated. The purpose of this was explained as, “To see if the actual
experience with real case studies improved your ability to make predic-
tions based on a very limited amount of information."

‘The experiment allowed, therefore, two tests of the effect of experience
with multiple determination on the extremity of predictions, one within
subjects and one between. The predictions of Control subjects before
multivariate experience (the Control-Pre condition) can be compared to
their pr after this experience (the Control-Post tion) and
an also be compared to the prediction of the Experimental group.>

Follow-up experiment. An additional group of 36 subjects performed
the same multivariate prediction task as in the main experiment, but were.
tested by requiring predictions of GPA and of several other outcomes
(e.g., salary after college graduation) on the basis of supposed high-school
‘yearbook photographs of college students. A control group of 36 subjects
made the predictions from photographs without prior experience in the
multivariate task.>

2 The within desiga i potentially more sensiive, but the effect of multivariate expericnce
in the Control-Post condition is confounded with differences in overal task experience and
differences in the instructions.

* In addition to exploring generalizaion to photographs, tis study was designed to ex-
plore effects of “task importance"® on extremity of prediction. Thus, half the subjects
received instructions designed to make the prediction task appear t0 be  testofitellgence.
‘This manipulation had no effect on the predictions, however, and is ignored.
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Preditod GPA

Parcontio SAT Parcantio ACH

Fic. 1. Univariate prediction of GPA from either SAT or ACH for Control-Pre, Controk-
Post, and Experimental conditions in Experiment 1. Observed means are plotted against
SAT or ACH percentiles that were the basis for the prediction. Standard errors of the
difrencesbeoea Control Pr nd Experimentl gy r (.11 07, and 0 for
SAT 6,23, 51,78, and 4, standard errors are
20,15, 15, and 05, o ACH. Stnard cros o ifleenes netn Comr o and
Control-Post conditions arc .12, .1,.09,.07, and .05 for the corresponding SAT percentiles
and .14, .10, .09, 05, and .05 for ACH.

Results

Manipulation check. For each subject separately, the 44 GPA predic-
tions were fit by an additive model* combining all the variables in the
vignettes (age, religion, number of siblings, etc., as well as SAT, ACH,
and Personal Statement). For 75% of the subjects, SAT was significant
and for 73%, ACH was significant al U 001 evel. Among the other
predictors, only the important; it was
significant (p < < 001 for 116ofthe suh_yecl&

. Figure | provi rview of the uni
variate predictions for SAT and ACHL Ineach par of th fgure. the mean
prediction i plotted against the predictor value (percentile) for cach of the
three conditions. (Standard errors are given in the caption.) It is evident
that the slopes of the functions for the Experimental and Control-Post
conditions are shallower than for the Control-Pre condition. This implies
that overall, predictions are moderated following the multivariate expe-
rience.

Ttis also clear in Fig. 1 that moderation is asymmetric: predictions from

* Additivity was assumed because 0o pairwise interactions between predictors showed
high consistency across subjects.






[image: image10.jpg]186 GANZACH AND KRANTZ

the low percentiles are affected most. Note, however, that moderation of
prediction is statistically reliable in the within-subject test even at the
highest percentile of the predictors. The 95% confidence intervals for the
decrease in predicted GPA from Control-Pre to Control-Post is .18 +.10
for ACH and 10 for SAT. Another aspect of the asymmetry is that
standard deviations of predictions are also largest at the low percentiles
and decrease monotonically as the effect on the mean prediction de-
creases. The reasons for these asymmetries are discussed below and an-
alyzed in detail in the second paper of this series (Ganzach & Krantz,
in press).

For a more detailed analysis we examined the moderation of prediction
for individual subjects. We estimated a lincar equation for cach subject’s
GPA predictions for the five percentiles of SAT or ACH. Provided that
the linear equations fit well, the slope provides a good measure of ex-
tremity of prediction for the individual. The top section of Table 1 pre-
sents the mean regression slopes for each condition (together with esti-
mates of standard error). There are substantial decreases in mean slope

TABLE |
PREDICTION 0F GPA FRoM SAT OR FRoM ACH: SUMMARY STATISTICS FOR
ExperimenT |

Experimental Control-Post Control-Pre Pre-Post
™ =28 N = W= =2
Lincar slope
SAT
M a5 o170 on9 0059
SE Coomn) (o017 o019) (o016)
AcH
M 0149 o158 0209 o051
SE (oo14) (o015) (0020) (0019)
Linear correlation
SAT
M % 8 91 ©
SE 009 o9 08 09
AcH
M % 92 91 -2
SE on o wn o8)
Mean prediction
SaT
M 300 289 276 o
SE o9 08 08 o8
ACH
M 30 286 27 007

SE 09 08 oy (06






[image: image11.jpg]EXPERIENCE WITH MULTIPLE DETERMINATION 187

after experience with multivariate prediction (24 to 339% of the Control-
Pre value). These changes are reliably different from zero: for SAT, the
drop from Control-Pre to Experimental s .0076  .0044, while for ACH
itis 0060 = .0048.° For the within-subject Pre-Post difference, the cor-
responding confidence intervals are .0059 = .0033 for SAT and .0051 =
0039 for ACH. (Differences and standard errors for within-subject anal-
yses are shown in the last column of Table 1.)

‘The middle section of Table I presents the mean linear correlations for
each condition, together with estimates of standard errors of the correla-
tions. Lincarity is clearly a good approximation for most subjects. The
predictions are actually more linear, rather than noisier, for the Experi-
mental condition as compared with the Control conditions. Thus, the
slope is a rather good measure of extremity; its decrease is due neither to
increased noise in the predictions nor to systematic nonlinearity (¢.g.,
negative acceleration) intorduced by the experimental manipulation.

‘Mean level of prediction. Figure 1 shows not only that experience with
multiple determination decreases extremity of prediction but also that it
increases the overall level of predicted GPA.

‘The last section of Table 1 gives the estimated means and standard
errors of the mean levels of SAT and ACH prediction. The increase from
Control-Pre to Experimentalis .25 * .18 for SAT and .24 + .22 for ACH.
The observed increases from Pre to Post are smaller, but for SAT the
increase is nonetheless statistically reliable (as shown by the standard
error of the difference in the last column).

Further evidence of this “leniency” with regard to predicted GPA is
presented under the next heading. The reasons for it are analyzed in our
second paper (Ganzach & Krantz, in press).

Generalization. We again used individval regression slopes as measures
of extremity of prediction for the three generalization tests, in which
subjects predicted GPA from each of the single variables PG, MC, and
SH. Figure 2 displays the mean regression slope for each of these tests for
each of the three conditions (standard errors in the caption).

One infers from the graph that validity of the predictor (PG vs MC vs
SH) has a substantial effect on extremity of prediction. Experience with
‘multiple determination also has a clear effect. The first question to con-
sider in more detail is whether or not these two factors interact.

‘The solid and dotted lines in Figure 2 are roughly parallel, suggesting
that the changes in extremity of prediction as a function of predictor

# Throughout this paper,all confidence intervls are based on the 97.5 percentle of the r
distribution with appropriate degrecs of freedom (i this instance, 53 for Experimental vs
‘Control-Bre and 26 for Post v Pre).
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Siope.

Conorpi0
- connoipost

Expoimenal

Predictor

Fic. 2. Extremity of prediction of GPA in generalzation tests for Control-Pre, Controk-
Post, and Experimental conditions in Experiment L. The ordinate is the mean of individual
linear regression slopes based in each case on ive predictions. The abscissa shows the three
predictors that were tested, in order of increasing perceived validity: SH, sense of humor;
'MC, mental concentration; PG, percenle GPA. The standard crrors of the differences are.
about .0020 both between Control-Pre and Experimentsl conditions and between Control-
Pre and Control-Post condiions.

validity are about the same before and after experience with multiple
determination. There is certainly no evidence for interaction (F(2,50) =
1.0%. Of course this result does not exclude the possibility that a modest
interaction does in fact exist. The solid and dashed lines are not parallel
between MC and SH, indicating a possible larger effect of the Experi-
mental condition on the lowest validity predictor. This apparent interac-
tion is not, however, statistically reliable (F(2,104) = 1.6°).

Though the data do not settle the question of interaction, we shall
assume provisionally that the interaction is small or absent. One justifi-
cation for this is that there is a reliable effect of the experimental task on
prediction extremity even for PG (difference of .0039 * .0034 between
Experimental and Control-Pre and .0038 + .0019 between Post and Pre).
The form of interaction that is predicted, if the subjects are learning an
abstract statistical principle, is that no reduction in extremity should oc-

* One Control subject was omitted from this analysis because of missing data.
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Discussion

Experience with a multivariate prediction task leads subjects to de-
crease substantially the extremity of subsequent univariate predictions
that utilize the same variables. Likewise, subsequent univariate predi
tions of the same outcome on the basis of other, similarly scaled predictor
variables are also more moderate following the multivariate prediction
task. The effect even holds for a perfectly valid predictor (PG), where
statistical reasoning calls for no moderation of prediction. On the other
hand, moderation of predictions is not general: the follow-up study
showed little effect when predictions were made on the basis of photo-
graphs rather than on the basis of a percentile-scaled variable.

We also confirmed the finding of Fischhoff et al. (1979) that predictions
are more moderate for less valid predictors, when validity is varied for
each subject rather than between groups. Our tentative conclusion is that
this effect of validity does not interact very strongly with the effect of
‘multivariate experience.

This observed pattern of results can be explained in the framework of
the named error model if one assumes that subjects respond to novel
prediction problems by modifying previous prediction strategies ina plau-
sible way. We shall present an explanation along these lines. We then
consider alternative explanations for parts of the data. Some of these
alternatives are addressed in Experiments 2-4 below.

An extension of the named error model. Control subjects, with no
experience with the multivariable vignettes, presumably use 2 simple
matching strategy (represented roughly by Eq. (2M), with B = 1) to
predict GPA from either SAT or ACH. They continue this strategy in the
generalization task with PG as predictor. But when they come to MC,
they encounter the instruction that it depends on mood and mental state,
varies with amount of sleep, etc. This is taken as 2 signal to modify their
previous prediction strategy. Many subjects may solve this problem by
thinking of MC in conjunction with one or more of the previous, more
valid predictors. That is, the error in prediction from MC can be named
or associated with another predictor whose value is unknown. Function-
ally, their strategy is accounted for by Eq. (IM), with a relatively small B,
assigned to some more valid predictor. Since there is no information
about the values of X,, this defaults to the mean (standardized to 0 in Eq.
(IM) and gives rise to predictions of the form B,X, , with B, somewhat less
than 1.

When next the subjects encounter SH, described as less accurate, they
revise their implicit equation to include the effects of both MC and the
‘more valid predictors, producing a still lower value of the matching co-
efficient.
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cur for a perfectly valid predictor such as PG. This version is rejected by
our data. We, therefore, assume that interaction is negligible and describe
the data in terms of the additive effects of predictor validity and experi-
ence.

‘The main effect of predictor is large; based on the Control-Pre and
Control-Post data, the estimated drop in slope from PG to SH is about
10056 + 0022, or 29 + 11%. If we included the Experimental group in this.
estimate, the effect would be even larger. The intermediate predictor,
MC, falls between. Note that Kahneman and Tversky (1973) found no
such effect of validity of the predictor, but they used a different group of
subjects for each predictor. It is not so suprising 1o obtain a different
result when validity varies within subject, and this was in fact previously
reported by Fischhof, Slovic, and Lichtenstein (1979).

The main effect of experience with multiple determination is also quite
large; from the within-subject analysis, the estimate is .0038  .0015.
Again, if the comparison were made between Experimental and Controk-
Pre subjects, the estimated main effect would be somewhat larger.

Finally, the effect of experience with multiple determination on overall
‘mean level of predictions (leniency) was also seen in the generalization
tests. (This is not shown in Fig. 2, which plots slopes, rather than means
for each level of the predictor.) There is 2 modest increase for Controk-
Post and Experimental as compared with Control-Pre. For example, the
difference in the mean prediction between Control-Post and Control-Pre
is 066 = 081 for PG and .064 = .090 for MC. A related manifestation of
leniency is that the overall level increases as the slope decreases due to
perceived invalidity of the predictor; that s, the overall level is higher for
SH.than for MC and lowest for PG. For example, in the Control-Pre
condition the difference between the mean predictions from SH and MC
is .04 = .21 and between MC and PG it is .07 + .20. A similar effect can
be seen in the data of Kahneman and Tversky (1973).

Generalization to prediction from photographs. The multivariate expe-
rience in the follow-up study was essentially the same as in the main

tudy, as by the individual regressions that

individual subjects’ multivariate predictions of GPA from the various
factors in the vignettes, But subsequent predictions from photographs
showed little moderation as a consequence of this experience. No differ-
ence was found in the mean absolute deviation from the average, which
‘was used as a measure of the extremity of predictions in this experiment.
For example, the confidence intervals for the difference between the
predictions of the control and the experienced subjects were .061 = .089,
—240 = 1630, and 0.56  1.04 for predictions of GPA, salary after grad-
uation, and number of study hours per week, respectively.
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Following experience with the multivariable vignettes, subjects form a
matching strategy based on two or more variables from the start, thus
they produce a lower slope for SAT and ACH than do the Control-Pre
subjects. When they encounter PG in the generalization task, they rec-
ognize it as a more valid predictor, and so they use a similar equation but
with a larger weight on the coefficient of PG. (In fact, the slopes for PG
are higher than those for SAT and ACH in the Control-Post and Exper-
imental groups.) When next they encounter the problems posed by MC
and SH, they already have a well-established two-variable prediction
scheme, and these are added as a third and a fourth variable, with cor-
respondingly lower weights than the Control-Pre group.

‘This problem-solving strategy is not readily available to the subjects in
the follow-up study, since they are confronted with photographs rather
than percentiles, Likewise, it is not available to subjects in a between-
sroup experiment such as that of Kahneman and Tversky (1973), who
encounter MC or SH without any previous prediction scheme to modify,
and who perhaps do not recognize as fully that the instructions concern-
ing lack of reliability and validity of these predictors pose 2 problem that
they should be trying to solve. They have no strategy for dealing with
unnamed errors.

In applying the named error theary, a key step is the assumption that
the missing predictors default to moderate values, i.e., near zero values in
the standardized equation that represents the prediction scheme. It is
important to note that 2 moderate value of the missing predictor is sso-
ciated with an extreme value of the given predictor because the associa-
tions between these two variables do not fall prey to the matching strat-
egy. The reason s that for a matching strategy to occur, some relationship
between two variables should be perceived. When the correlation be-
tween variables is small, predictions will be regressive and even overly
regressive (Yates and Jagacinski, 1979). Indeed, in the present experi-
ment the predictors in the multivariate task were presented as indepen-
dent. We suggest, however, that the results of the experiment can be
generalized to predictors that are not fully independent, as is the case for
most predictors in real lfe, since predictors are apt to be perceived as
conveying nonredundant pieces of information (see also Grice, 1975).

Alternative explanations. We turn now to a discussion of alternative
explanations for the effect of experience with the multivariate prediction
task. First note that several lines of explanation depend on the mere
introduction of another important predictor rather than on the specific
task of multivariate prediction. For example, the mere presence of an-
other predictor might be taken as a demand on the subject to pay less
attention to a particular predictor or might cause a process of
“discounting” (Kelley, 1973) by which each predictor is assigned less
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weight. Experiment 3 below shows, however, that emphasizing the im-
portance of another predictor does not of itself produce moderation of
predictions.

A second possible explanation is that predictions are moderated be-
cause subjects acquire an abstract schema for regression to the mean.
This is not supported by the details of our generalization tests: in partic-
ular, moderation occurs for PG, where there is no reason to regress, and
fails to occur for prediction of postgraduation income from high-school
photographs, where there is every reason to regress all the way 1o the.
mean.

Yet a third alternative explanation for the way subjects in the Experi-
‘mental and Control-Post conditions can arrive at less extreme predictions
is that the multivariate task changed the perceived variability of GPA. In
the task, subjects 44 predictions of Columbia stu-
dents’ GPAs. The variability of these predictions might influence sub-
jects' impressions of the variability of GPA in the Columbia population. If
the perceived variance happened to be smaller than the prior impression
of variance (held by Control-Pre subjects), either a normative or a match-
ing strategy would lead to reduced extremity of predictions. This possi-
bility is addressed in Experiments 2 and 4.

A fourth alternative explanation is that the reduction in extremity of
predictions is the result of associations between values of the predictor
and values of the outcome that were learned in the multivariate task.
These values of the are subjects’ predi of the
Since the predictions in the multivariate task are not as extreme as any of
the two predictors (they are moderated by the other predictor), the asso-
ciations are such that extreme values of the predictors are associated with
moderate values of the outcome. This alternative explanation is discussed
in Experiment 4.

Finally, the asymmetry of the moderation, larger at low predictor val-
ues than at high ones, raises the question as to whether the decrease in
slope in Fig. 1 could be due just to an increase in mean level (caused by
the experimental manipulation) together with a ceiling effect for predic-
tion of GPA on & 4-point scale. One rebuttal is that moderation does occur
at the high levels of the predictor also. Another rebuttal is that the pre-
dictions of GPA do not exhibit any negative acceleration, as might be
expected from a simple notion of ceiling effects. This fact is clear both in
Fig. 1 and in the analysis of individual subjects' predictions (Table 1),
which showed that linear corrclations are extremely high and are even
higher in the Experimental condition than the others. Siill the asymmetry
in moderation of predictions after experience with multiple
does require some explanation. We give it in the second paper of this
series (Ganzach & Krantz, in press).
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EXPERIMENT 2
Correlation and Variability of Predictors

According to the named error model, moderation in prediction after
xperiencewithmuliple determination depends o the fctthat he mis-
ing bya value (normalized to zero).
One goal of Bxpenmtnl 2 was 1o test this explanation by providing mul-
tivariate experience in which the two predictars are positively correlated.
If subjects recognize this correlation, then in the univariate task they
should assign the missing predictor a value that is extreme in the same.
direction as the given predictor, and so should fail to moderate their
predictions.

Another goal of this experiment was to test the altenative explanation
that subjects’ perception of variability of the outcome variable is influ-
enced by their predictions in the multivariate task and in tumn controls
their extremity in the univariate test. We controlled the variability of their
predictions during the multivariate task by controlling the variance of
the predictor variables. Thus, Experiment 2 crossed two factors: correla-
tion between multivariate predictors (low, about 0.04, or high positive,
‘about 0.84) and variance of multivariate predictors (changed by a factor of
about 2).

Asin the first experiment, multi ction of GPA was f
by univariate predicti . we chlngzd the predi

percentics of nilignco and motvation and spbrevited consder
ably both the multivariate and univariate tasks.

Method

Subjects. One unde at Columbia University, ran-
domly assigned to conditions (sce bottom section of Table 2 for group
sizes), atwo-page ire. They were in intro-
ductory psychology classes who participated in the experiment during
class time.

. The stated that the experiment concerned
students’ views of the influence of intelligence and motivation on aca-
demic success, They received a short explanation of the meaning of per-
centile and were asked 1o predict the GPA of hypothetical students on a
scale from 1 to 4, based on their intelligence and motivation scores in
percentile. After these instructions, the low (high) correlation group re-
ceived the following paragraph:

‘One more remark. Research has shown that inteligence and motivation are inde-
pendent (not. independent); namely, that if a person has high inteligence he/she
does not necessarily (i also likely 10) have high moivation, and vice versa. As you
willsee, we build our examples according to these findings.
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Subjects then received 10 pairs of intelligence and motivation scores of 10

and predicted their GPA. ing the -
ate task, the univariate prediction was introduced with the following in-
structions:

In this part you are asked 10 make predictions based on only one varisble—the
‘motivation score. The other variable (the inteligence score) is unknown.

After reading this they predicted GPA from the 15, 50, and 85 percentiles
of motivation.

Results

Manipulation checks. As an index of prediction variability we used the
mean absolute deviation from the average of the subjects’ 10 predictions
(MAD). The group means for MAD (with standard errors) are given in the
top section of Table 2. The entries in the high variance column are clearly
substantially and reliably above those for low variance, showing that the
manipulation of predictor variance successfully affected the range of pre-
dictions used by subjects in the multivariate task. The of
correlation had a somewhat smaller but still substantial and reliable ef-
fect: subjects made more extreme predictions when the two predictor

TABLE 2
PREDICTION OF GPA IN EXPERIMENT 2
Variance
Correlation B Low High
Multivariate extremity (MAD)
Low 03 54
(o) [
High o 581
(o9 o5y
Univariate extremity (slope)
Low o230 029
" (0015)
High 0269
(o o018)

Comelation of multivariate MAD with univariate siope.
Low

55
™ =30 « =26

High 15

=2 N =)
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variables were highly positively correlated than when they were uncor-
related.

Effects on univariate prediction. As before, we used the regression
slope (fit through just three points!) as an index of extremity of the pre-
dictions based on motivation alone. The second section of Table 2 pre-
sents the mean regression slopes (with standard errors).

Note first that the differences between the Low and High Variance
conditions are small and not reliably different from 0 both for Low Cor-
relation ((54) = 0.08) and for High Correlation ((42) = 0.33). The null
hypothesis is well supported by a confidence interval for the main be-
tween-variance contrast: ~.0006 = 0036 (where the negative sign indi-
cates that the minuscule observed effect is actually opposite to that pre-
dicted by the alternative explanation that moderation effects are caused
by impressions of lower variance).

‘Second, there s a clear effect, possibly a substantial one, of the cor-
relation manipulation, precisely as predicted by the named error model.
‘The contrast between the two Low Correlation versus the two High Cor-
relation groups is .0045 + .0036.

A substantial portion of the variability of regression slopes is associated
with variation of MAD in the multivariate task, as shown in the third
section of Table 2. Since MAD depends not only on individual tendencics
to extremity but on the stimulus distribution,
ize MAD within groups and to use the normalized value as a covariate in
predicting univariate regression slope. This analysis enhances the reliabil-
ity of the effect of Low versus High Correlation (F(1,97) = 8.5). This

toa interval (using adjt ‘means) of .0044 +

0030,
Discussion

‘The results rule out the possibility that any substantial portion of the
moderation effect in Experiment 1 could have been caused by the sub-
jects® generation of low-variance predictions during the multivariate ex-
perience. When this is manipulated (leaving correlation between the two
predictors invariant, cither low or high there is little if any effect on
extremity of the subsequent univariate predictions.

‘The pattern of results is entirely consistent with the named error model.
According to this model subjects develop a multivariate prediction
schema that matches output extremity to some combination of input ex-
tremities (Eq. (IM)). Here, the equation that approximates their mulfi-
variate schema can be written as.

7 We continue the paper to use noasi 95%. intervals.
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Yora = BuoXmot + BiaeXins:

‘The model suggests that approximately the same multivariate schema will
develop independent of experimental manipulations of predictor variance
or correlation. (The schema is devised to use both predictors to approx-
imately match the range of the predicted variable; but this range varies
proportionately to the standard deviations of the predictors and the
matching equation remains the same.)

For univariate predictions, this schema continues to be used, with the
unknown value of X, replaced by a value predicted from known vari-
ables. Therefore, univariate predictions should not vary with manipula-
tion of predictor variance, since the same schema is used. But univariate
predictions do vary with correlation, since the unknown X, is replaced
by a value that corresponds in direction to X,,,, When there is a high
perceived correlation.

EXPERIMENT 3
Minimal Experience with Multiple Determination

‘This experiment examines whether moderation of predictions occurs
solely on the basis of directing people’s attention to the existence of an
additional important predictor.

In applying the named error model in Experiment 1, we accounted for
the lack of ial generalization to predictions from by
arguing that multivariate experience was mainly effective if it produced a
prediction schema which could then be modified for purposes of univari-
ate prediction. This account entails that merely pointing out the exis-
tence of an additional predictor should have no effect.

In addition, a negative result here tends to rule out explanations of the
previous results in terms of demand characteristics of the experimental
situation, and it rules out certain other possible means by which multi-
variate experience could have its effect. For example, introducing an
additional determinant into the “causal field"” (Einhorn & Hogarth, 1986)
could reduce the weight placed on a given cause by a process of
“discounting” (Kelley, 1973).

We used 2 univariate prediction task like that of Experiment 2, except
that half the subjects predicted GPA from intelligence percentiles, the
other half from motivation percentiles. Half of each group had no pre-
ceding multivariate experience (Control groups) and the other half had the
minimal experience to be described below (Minimal Experience groups).

Method

Subjects. One hundred forty undergraduates at Columbia University or
Barnard College, randomly assigned to conditions (35 per group), com-
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pleted a one-page questionnaire. They were students in various psychol-
ogy courses and participated during class time.
Procedure. Control subjects read the following instruction:
‘We are interested in students” perceptions of motivation [intelligence] as a source

of academic success. In this question you are asked to make a prediction of
student’s GPA (on & scale from 1 1o 4) based on his motivation lintelligence.

‘For subjects in the Minimal Experience conditions the instruction was:

‘We are interested in students” perceptions of which factors Icad to academic suc-
cess. As you probably know thereare two major variables that have a mjor impact
on grades. Oneis ntlligence end theother is motivaion. We would ik to ask yon
10 questions concerning these variabics. lease answer the questions ccording 0
the order in which they appear
1. Pleasc indicate which variabe you think is more important: motivatio
intelgence: —
2. In this quesTor you ar asked (0 make a prediction ofa studeat’s GPA (Grade
Point Average on a scale from 1 (0 4). The predictions are based on only one.
variable—his motvation (ntelligencel. ¥ou have no information about his n-
teligence [motivation]

All subjects then read a brief explanation of percentiles.
Finally they were asked to predict GPA from the 15th, 50th, and 85th
percentile of motivation [intelligence].

Results and Discussion

‘The dependent measure was again the regression slope of the GPA
predictions. Table 3 gives the group means (with standard errors). The
apparent interaction is not significant. If we assume, as seems reasonable,
that there is no interaction, then there is no reason to reject the null
hypothesis that merely pointing out the existence of an additional predic-
tor reduces the extremity of predictions. (The effect of minimal experi-
ence is estimated to be 2 slope reduction of .0006 = .0043.) As discussed
above, lack of effect of the minimal experience accords with the predic-

TABLE 3
'REGRESSION SL07ES FoR GPA IN EXPERIMENT 3

Predictor
Condition Motivation Tntelligence
‘Control 0230 0220
o028 (0020)
Minimal experience. 0197 o4
) (0020)
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tions of the named error model (see also Johansson & Brehmer, 1979, for
similar results).

EXPERIMENT 4
Multivariate and Univariate Experience with Feedback

‘The experiments described up to now required prediction of GPA, an
outcome whose distribution and relations to other variables was familiar
10 our subjects. No feedback was given conceming the *‘correct”” GPA
for any case. In the present experiment we presented subjects with bi- or
trivariate distributions to be learned de novo. Feedback was the only way
in which the distribution of the predictor(s) and the to-be-predicted out-
come could be learned. Since the experimenter imposed a linear relation
among the variables, the intuitive prediction scheme used for any period
of time could be compared with the true relation.

Method

Design. Subjects predicted a measurement of the stopping distance of
acar either based on two predictors, its velocity and degree of tirewear,
or on just one, the velocity alone. After each prediction they received
feedback—a “correct™ value of stopping distance. Subjects in condition
V" were given just the velocity value on each trial, made a prediction on
that basis, and then received feedback calculated o the basis of that
velocity and on the (hidden) tirewear. In condition ““VT"" subjects pre-
dicted stopping distance based on both velocity and tirewear in the odd-
numbered trials, while in the even-numbered trials they predicted stop-
ping distance based on velocity alone. The even-numbered trials were

ical for both it while the odd- trials
were identical in the values of the velocity and in the feedback.

Subjects. Thirty-seven undergraduates at Columbia University partic-
ipated. Most of them were students in a cognitive psychology course and
participated in the experiment during a laboratory session. Six were stu-
dents in an introductory psychology course and participated in the exper-
iment to fulfll a course requirement.

‘Stimuli, Each trial was based on values of velocity, tirewear, random
error, and feedback, denoted as a quadruple (V,T.E,F). The values of
V,T,E were generated from a trivariate normal distribution with means
(100,100,0), standard deviations (30,30,15), and covariances 0. Values of
F were generated by the formula 56 + 2.22(V + T + E), which produces
a normal distribution with mean 500 and 100. This
produces a theoretical correlation of 2/3 between F and each of V, T, and
a theoretical multiple R? of 8/9 between F and V, T. There were 220 trials






[image: image23.jpg]EXPERIENCE WITH MULTIPLE DETERMINATION 199

sampled and these were presented in a fixed order to each subject. The
sample. and were close to the ones.
Instructions. The instructions to group VT were as follows.*

I the experiment you are required to predict an outcome based on cither one o
two predictors. The outcome is the distance passed by a car from the start of
braking to the finalstopping. The predictors are the main variabls that determine
the distance between braking and stopping: the velociy of the car and the degree
of tirewear. (There are some other prediciors which are not as important).

“The cxperiment is conducted 5o that frst. you receive cither one or two of the
predictors. Then you have about five seconds o make your predicton. Subse-
quently, you receive feedback about the true distance. Your task is to make as
accurae predictions as possble: namely, predictions that will b as close as pas-
sble o the true distance.

In the odd trials you willreceve both the velocity and the degree of tirewear,
while i the even trials you willrceive only the velocity.

'You do not need o know anything about the cars,since the elationship between
the varinbles is learned during the experiment. You will ear the relaionship
between th predictors and th outcome during 20 practice trias and subsequently
during the course of the experiment.

For group V the first paragraph was:

In the experimeat you are required o predict an outcome based on ane predicior,
‘whike the other main predictor o the outcome is not given. The outcome is the
distance passed by a car from the start of braking (o the ina stopping. The pre-
dictors are the main variables that determine the distance between braking and
stopping: the vlocity of the car and the degree of tircwear (There are some other
predictors which are oot importan). In the experimeat you will eceive, however,
information sbout oaly the vlocity.

‘The rest of the instructions for group V were similar to those of group VT

except for two differences. First, the phrase “either one or two

ictors"” in the first in the second was to
the *“the predictor.” Second, the third paragraph was omitted.
‘The stimuli were presented in a booklet, with 20 practice trials, then 4
blocks of 50 trials each, with a rest after each block. Subjects wrote their
responses on blanks in the booklet.

Results

‘The principal (between conditions) analysis is based on the 100 even-
numbered trials following practice (trials 22, 24, . . . , 220), where only
the velocity predictor was available to both groups. One subject in con-
dition V apparently did not base his responses on velocity in an orderly
‘way (the regression slope of his predictions versus velocity over all 100
even-numbered trials was 0.27 = 1.02, and was over 2.5 standard devia-

* The content of the cover story i taken from Brehmer and Kuylenstierna (1978).
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FiG. 3. Prediction of stopping distance from velocity in Experiment 4, The data (condi-
tions V and VT) are mean regression slopes based on a linear fit between the presented
velocity and the predicted stopping distance for successive blocks of 25 conseculive evea-
‘umbered trial. For between-condition comparisons the standard error of the differcnce
between any two points is estimated to be about 0.27 (34 ). For within-condition compar-
isons the standard error of a difference is estimated o be about 0.19 (102 df). The dotted
line relate the presented velocity (o the feedback values of stopping distance for the same.
blocks of tials, using either a least-squares fit or & matching strategy (validity = 1.00,
hence, slope = ratio of standard deviations).

tions below the average slope of all subjects in condition V). His data
were from the ‘analysis. There remained 18 subjects
in each condition.

‘The dependent variables were the slopes of the best line relating the
predicted stopping distance to the stated velocity, for each of the four
blocks of 25 consecutive (even-numbered) trials, fit by ordinary least-
squares regression. Figure 3 shows the average slopes for the two con-
ditions for the four successive blocks of 25 even-numbered trials. Also
shown in the figure are the least-squares slopes (symbol *'s”) for each
block of trals and the matching-strategy slope (symbol “m") for cach
block.

2 These later plotsare based onthe actual velocities and feedback given forthe particular
block of 50 rals and are thus subjct o random sampling rror. In particular, the elevation
in block 3 and ion in block 4 are due 10 in the between
velocity and tirewear, which was +.17 in block 3 and — .26 in block 4.
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Note that for condition VT, subjects have induced a near-optimal uni-
variate prediction scheme for the very first block, following the 20 prac-
toe el tha provided expeicnce with the disibuion of veloeky,
Grewear, and stopping distance, The extremes of
by chance in blocks 3 and 4 (see footnote 9) seemed to vt no oo
‘The subjects without multivariate experience (condition V) started out
in block 1 with a strategy well approximated by matching. The difference
between conditions in block I is .86  .53. However, they became much
‘more moderate by block 2. Under these conditions, at least, subjects do
Iearn over time o moderate their predictions. This somewhat surprising
result is discussed below.

Discussion

‘The results for block 1 were predicted from the named error model. In
condition VT, where the error is represented by the unknown value of
tirewear, subjects’ predictions from velocity alone are moderate com-
pared with condition V.

Two of the alternative explanations discussed in connection with Ex-
periment 1 are strongly rejected here. Moderation in univariate prediction
cannot be attributed 1o association of moderate outcomes with extreme

in the multivariate , since should control
these associations. The foedback is the same for the two conditions and
the associations should if anything be stronger in condition V since in VT
the other predictor is present on half the trials to complicate the stimulus
situation. The results also confirm that the effect of multivariate experi-
ence is not mediated by the perce ity of since in this
case, the main stimulus factor controling perceived variability was un-
doubtedly the feedback, and that was the same for the two conditions.

Quite surprising was the finding that subjects do acquire regressive

from even in condition V. It appears, there-
fore, that even feedback alone, without an experience with multiple de-
termination, can result in learning from experience. This finding is not in
ine with the general thrust of the literature (for example, Brehmer, 1980,
entitled his article, “In one word: Not from experience"). It i also not in
line with the general thrust of this paper, which notes that only experience
which, enables people to generate adequate strategies (i.c., experience
with multiple determination) leads to learning from experience. It should
be emphasized, however, that although the results suggest that people are
able to learn moderation in prediction from feedback alone, this lcarning
is much slower compared to the learning of moderation from experience
with multiple determination.

In a serics of studies, Brehmer and his colleagues investigated the
i of on ions in an expe that
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inspired the current study. Although they were not interested specifically
in the development of nonregressive prediction strategies as a result of
feedback, some of their findings are relevant to this issue. Brehmer and
Lindberg’s results (1970, Fig. 3) show that feedback induces regressive-
ness but the effect is not as strong as in the current study. The findings of
Brehmer (1973, Fig. 2) are quite different from ours, but methodological
differences (e.g. visual vs numerical presentation of the feedback, number
of trials in each block), as well as some theoretically interesting indepen-
dent variables (e.g., the way variables are presented, validity of predic-
tors, deterministic vs nondeterministic cover story), might account for the
difference in the results.

GENERAL DISCUSSION
Moderate Prediction in Everyday Problems

The preceding studies demonstrate in a laboratory setting that experi-
ence in making predictions using several partially valid and uncorrelated
predictors produces considerable moderation of subsequent judgments
based on just one of the predictors. The detailed results are all consistent
with a model that attributes such moderation to the fact that the predic-
tion schema used for the multivariate situation carries over to the uni-
variate judgments, with the ‘‘named error” term, that is, the missing
predictors, being assigned default values that are moderate, rather than
extreme.

This finding could account for the fact that experience in a given do-
main of everyday problems can produce moderation of predictions within
that domain which does not generalize to other domains (Nisbett ef al.,
1983). Experts develop largely deterministic but multivariate prediction
schemas for a given domain. When asked to make or to assess a predic-
tion using just one determinant, they adopt a sort of probabilistic attitude,
in which a missing predictor is considered to have a distribution whose
modal value is moderate. In a novel domain, where they have no prede-
veloped multivariate prediction schema, they fall back on univariate
matching. By contrast, a truly statistical approach makes use of the fact
that validity is known to be limited and creates an abstract multivariate
schema, in which the extra predictor is a random variable with a variance
sufficiently large to account for the lack of validity. This highly effective
but abstract trick is not readily learned from experience.

Unexpectedly, we discovered that there are at least some conditions
under which univariate experience alone, with feedback, eventually pro-
duces moderation of predictions. This is not derivable in any obvious way
from our theory of the effects of multivariate experience. It is all too easy,
of course, to explain this discovery in terms of some general adaptive
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learning model; what is then needed is an account of the many failures to
learn from experience that are recorded in the literature and that abound
in anectodal accounts of nonregressiveness with respect 1o everyday
problems. In any case it s not unlikely that what is learned from feedback
in a purely univariate case is quite different from what is acquired in
solving multivariate prediction problems.
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