An Evolutionary Space-Time Model with Varying Among-Site Dependencies
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It is now widely accepted that sites in a protein do not undergo independent evolutionary processes. The underlying assumption is that proteins are composed of conserved and variable linear domains, and thus rates at neighboring sites are correlated. In this paper, we comprehensively examine the performance of an autocorrelation model of evolutionary rates in protein sequences. We further develop a model in which the level of correlation between rates at adjacent sites is not equal at all sites of the protein. High correlation is expected, for example, in linear functional domains. On the other hand, when we consider nonlinear functional regions (e.g., active sites), low correlation is expected because the interaction between distant sites imposes independence of rates in the linear sequence. Our model is based on a hidden Markov model, which accounts for autocorrelation at certain regions of the protein and rate independence at others. We study the differences between the novel model and models which assume either independence or a fixed level of dependence throughout the protein. Using a diverse set of protein data sets we show that the novel model better fits most of our data sets. We further analyze the potassium-channel protein family and illustrate the relationship between the dependence of rates at adjacent sites and the tertiary structure of the protein.

Introduction

Probabilistic evolutionary models describe how characters (nucleotides, amino acids, or codons) evolve along a phylogenetic tree. However, one must choose the assumptions of the evolutionary models carefully in order to distinguish biologically relevant signals from random evolutionary noise. The closer the assumptions of the model to the biological reality, the more accurate and powerful the model is (Lio and Goldman 1998).

The main goal when using an evolutionary model is to ensure that it is expressive enough to describe the biological reality, yet does not over fit the observations (Nei and Kumar 2000). Many of the simplifications once assumed are now being relaxed, giving way to more powerful models. A classical example of oversimplification is the assumption of equal evolutionary rates at all sites of a protein. In proteins, the rates of evolution vary due to different selective constraints that are acting on different sites. Pioneered by Yang (1993), the majority of models now being used take into account the heterogeneity of evolutionary rates among sequence sites (Swofford et al. 1996; Yang 1996; Felsenstein 2001). Accordingly, the rate at each site is modeled as a random variable drawn from a specified prior distribution. By far, the most commonly chosen distribution for modeling rate variation across sites is the gamma distribution (Yang 1993, 1994).

Following the incorporation of rate heterogeneity into evolutionary models, more sophisticated models were developed to more accurately describe the distribution of rates among sites. For example, Gu, Fu, and Li (1995) suggested the gamma + invariant model whereby a proportion of the sites are invariable. This assumption was recently generalized in a model which assumes that the rates take upon a mixture of gamma distributions (Mayrose, Friedman, and Pupko 2005). Each of these models assimilates additional parameters representing different biological assumptions. Nevertheless, all of these models share one recurrent shortcoming: they all assume that each site evolves independently of the other sites. This oversimplification of the evolutionary model is perhaps as troubling as the assumption that all sites of a protein share the same evolutionary rate. A protein is composed of conserved regions as well as variable regions, pointing at the fact that the sites do not evolve independently. This assumption has been applied in methods which detect selective constraints acting on regions of proteins by using a sliding window approach (e.g., Fares et al. 2002). An alternative model-based approach was introduced by Yang (1995) and Felsenstein and Churchill (1996), who developed a model of evolution which takes into account a correlation between the evolutionary rates at adjacent nucleotides by using a hidden Markov model (HMM). These models can better account for linear regions of low rate and linear regions of high rate, constituting an important advance of evolutionary models. They have been shown to provide a better fit to DNA data and may improve site-specific rate inference (Felsenstein and Churchill 1996).

Yet when observing empirical rate distributions of known proteins, it seems as though the assumption whereby the protein is composed of conserved linear regions and variable linear regions does not necessarily hold true. In fact, although most sites are clustered together according to their rates, there are clusters of sites where the evolutionary rates oscillate between very high and very low values (fig. 1). Thus, the assumption whereby there is equal correlation between all the pairs of adjacent sites in a protein is invalid. The protein’s 3-dimensional (3D) structure and function result from complex interactions between amino acids. For instance, the catalytic site of the protein is often composed of sites which are distant in the linear sequence of the protein. Thus, the level of correlation between the evolutionary rates of these linearly distant sites may be stronger than the correlation between the linear adjacent sites. Alpha helices and beta sheets may also display varying levels of correlation between rates. For instance, if one side of an alpha helix is more functionally important than the other side, then the pattern of rates will be cyclic. Furthermore, a pattern of buried versus exposed sites may also lead to varying levels of correlation. Thus, the 3D structure may impose independence of adjacent rates in the linear sequence.
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A Space-Time Model with Varying Among-Site Dependencies

Theory

The Gamma Distribution

The most commonly used distribution for modeling rate variation at a single site is the gamma distribution (Swofford et al. 1996; Yang 1996). Its shape parameter, $\alpha$, allows for different distribution shapes, making it a highly convenient distribution. In order to employ the gamma distribution, a discrete approximation is used (Yang 1994). The actual distribution is divided into $K$ rate categories, such that all categories have equal prior probabilities ($1/K$). The mean of each category, denoted as $\bar{r}_i$, is used to represent all the rates within category $i$. The boundaries of each category are denoted as $r^*_i,1$ and $r^*_i,5$ (note that $r^*_i,0 = 0$ and $r^*_i,5 = \infty$).

Modeling Rate Dependence Using an HMM

We model rate dependence by assuming that the evolutionary rates of the protein sites follow a stationary Markov chain (see figs. 2 and 3A), and each rate emits a corresponding column of the multiple sequence alignment (MSA). Note that given the rate assignment for site $n - 1$, the rate distribution at site $n$ is fully specified. An alternative model where the rate at site $n$ depends on site $n + 1$ instead of $n - 1$ turns out to give identical results (Yang 1995).

An HMM is characterized by the transition probabilities between the states of the stationary Markov chain, by the initial probabilities of the hidden states, and by the emission probabilities, which represent the probability of the observations given assignments to the hidden states. Thus, in order to construct an HMM we must define these three sets of probabilities.

$D$ Model: the Transition Probabilities

In the $D$ model described by Yang (1995), the transition between rates at adjacent sites was modeled by assuming that the rates at adjacent sites follow a correlated bivariate gamma distribution. Since the theory behind this modeling is not trivial and since the theoretical background is given only briefly in the manuscript of Yang (1995), we will outline the essentials of the model.

Let $T$ represents the transition matrix between any two rate categories represented by $r_j$ and $r_k$:

$$T_{jk} = P(r_{k-1}^* < R_i < r_{j}^* | r_{k-1}^* < R_i < r_j^*),$$

where $R_{j-1}$ and $R_i$ are random variables representing the hidden rates at any two adjacent sites $i - 1$ and $i$ along the protein and $1 \leq j, k \leq K$. $(r_{j-1}^*, r_j^*)$ and $(r_{k-1}^*, r_k^*)$ represent the boundaries of categories $j$ and $k$, respectively, under a discrete approximation of the marginal distributions of the bivariate gamma distribution, both of which are univariate gamma distributions. The numerator of the fraction is computed by calculating the volume of a bivariate gamma distribution over the rectangle $(r_{k-1}^*, r_k^*) \times (r_{j-1}^*, r_j^*)$ (Yang 1995).

$D$ Model: the Initial Probabilities

Because the gamma distribution is approximated by $K$ equally probable categories, the initial distribution of the
rates is simply a vector \( \pi \) of length \( K \) where \( \pi(i) = 1/K \) \((i = 1, \ldots, K)\). Note that the initial distribution \( \pi \) is a steady-state distribution, which fulfills the requirement:

\[
\sum_{i=1}^{K} \pi_i T_{ij} = \pi_j.
\] (2)

This is easily verified because \( T \) is symmetric, and thus the sum of a column equals the sum of a row which equals one (as \( T \) is a Markov matrix).

The assumption that \( \pi \) is a steady-state distribution implies that the rate distribution does not change as we move along the Markov chain.

**D Model: the Emission Probabilities**

The emission probabilities of the \( D \) model are the likelihoods of the data at a position, given a certain rate assignment at this position. These probabilities are calculated using a postorder tree traversal algorithm (Felsenstein 1981). Note that we assume conditional independence of the data over sites given the rates, that is, once the sites are assigned their rates, each site evolves independently.

Parameters in the \( D \) model are \( \theta = \{ \alpha, \rho \} \). \( \rho \) is a measure of the correlation between adjacent sites and is a parameter of the bivariate gamma distribution. \( \theta \) is maximized over the likelihood of the data (denoted as \( d \)):

\[
L = P(d \mid \theta) = p(d_1, \ldots, d_n \mid \theta) = \sum_{\bar{r}_1} \cdots \sum_{\bar{r}_n} \left[ P(R_1 = \bar{r}_1) \cdot P(d_1 \mid R_1 = \bar{r}_1) \right. \\
\times \left. \prod_{j=2}^{n} T_{\bar{r}_{j-1}, \bar{r}_j} \cdot P(d_j \mid R_j = \bar{r}_j) \right].
\] (3)

For an elaboration of equation (3) see Appendix A.

The likelihood function can be calculated using the backward dynamic programming algorithm described in Durbin et al. (1998). Let \( b_k(i) = P(d_{i+1}, \ldots, d_n \mid R_i = \bar{r}_k) \) be the probability of observing the partial data from sites \( i + 1 \) through \( n \), given that site \( i \) is from category \( k \). Then

\[
b_k(i) = \sum_{j=1}^{K} T_{i,j} b_j(i+1) P(d_{i+1} \mid R_{i+1} = \bar{r}_j)
\] (4)

with \( b_k(n) = 1 \).

The likelihood is thus

\[
L = \sum_{k=1}^{K} \pi_k \cdot b_k(1) \cdot P(d_1 \mid R_1 = \bar{r}_k).
\] (5)

**\( D + I \) Model: Incorporating Dependence and Independence**

We propose a model that integrates between two types of situations: one where the rates are correlated, as described above, and the other where the rate at a site is independent of the previous rate. The model enables the rates to switch between these two types of situations by expanding the hidden states of the HMM. Thus, the number of possible hidden states is doubled. Whereas in the previous model, the hidden states could take upon any value between \( \bar{r}_1 \) and \( \bar{r}_K \), now we rename and extend the hidden states to belong to two different sets: \( \bar{s}_j = (\bar{r}_1 \text{dependence}, \ldots, \bar{r}_K \text{dependence}) \) and \( \bar{s}_i = (\bar{r}_1 \text{independence}, \ldots, \bar{r}_K \text{independence}) \). Thus, each position has two hidden properties—its evolutionary rate and whether the rate is dependent or independent of the rate at the previous site. For simplicity, we denote \( (\bar{r}_1 \text{dependence}, \ldots, \bar{r}_K \text{dependence}) \) as \( (\bar{r}_1, \ldots, \bar{r}_K) \) and \( (\bar{r}_1 \text{independence}, \ldots, \bar{r}_K \text{independence}) \) as \( (\bar{r}_{K+1}, \ldots, \bar{r}_{2K}) \). Figure 3A depicts this extended HMM.

**\( D + I \) Model: Transition and Initial Probabilities**

Let \( \hat{T} \) represents the transition matrix for the extended HMM, where the set of states is \( S_D \cup S_I \). Two new parameters \( \lambda_1 \) and \( \lambda_2 \) represent the probabilities of a transition between \( S_D \) and \( S_I \) and vice versa, respectively (fig. 3B).

We are left with the task of computing the initial state
probabilities, denoted as $\psi$. We compute $\psi$ via the assumption that $\psi$ is a steady-state distribution (as in eq. 2 above):

$$\sum_{i=1}^{2K} \psi_i \tilde{T}_{ij} = \psi_j,$$  

(6)

Together with

$$\sum_{i=1}^{2K} \psi_i = 1$$  

(7)

we have a set of linear equations which can be solved to obtain the values of $\psi$ (note that the last equation in the set of equations derived from equation (6) is redundant due to the Markov matrix properties, leaving us with a total of $2K$ equations and $2K$ variables).

Unlike $\pi$, the initial probabilities $\psi_1, \ldots, \psi_K$ and $\psi_{K+1}, \ldots, \psi_{2K}$ are not equal.

$D + I$ Model: the Emission Probabilities

The likelihood function is now extended to incorporate the new rates:

$$L = P(d \mid \theta) = \prod_{\eta_i=1}^{2K} \prod_{\eta_j=1}^{2K} [P(R_i = \tilde{r}_i)]$$

$$\times P(d_i \mid R_i = \tilde{r}_i) \times \prod_{j=2}^{N} \tilde{T}_{\eta_j-1, \eta_j}(\theta) \cdot P(d_j \mid R_j = \tilde{r}_j),$$

(8)

where the $2K$ states are the states in $S_0 \cup S_i$.

Equations (4) and (5) can be changed accordingly to include the new states, and the summations are extended to include $2K$ different states.

Bayesian Estimation of Site-Specific Evolutionary Rates Using the $D$ and $D + I$ Models

Estimating the rate at which a site evolves can be used as a means for inferring conserved and variable sites of a protein. Assuming independence between sites, it has recently been shown that an empirical Bayesian site-specific rate inference method is superior to a maximum likelihood (ML)-based approach (Mayrose et al. 2004). Here we study whether assuming the $D$ or $D + I$ models can further improve inference.

In order to estimate the rate at each site, let us look at the conditional probabilities of the rates given the data. With the assumption of conditional independence it has been shown that the use of the conditional mean $\tilde{r} = E(r \mid \text{data})$ as the predictor of the true rate $r$ yields more precise inference than other predictors (Yang and Wang 1995):

$$\tilde{r}_i = E(r_i \mid d) \cong \sum_{k=1}^{M} \tilde{r}_k \cdot P(r_i \mid d) = \sum_{k=1}^{M} \tilde{r}_k \cdot \frac{f_k(i) \cdot b_k(i)}{P(d)},$$

(9)

where $M = K$ for the $D$ model and $2K$ for the $D + I$ model. $P(d)$ and $b_k(i)$ are initially defined in equations (4) and (5), respectively, and are calculated as the ML estimators of the parameters of the $D$ and $D + I$ models. $f_k(i) = P(d_1, \ldots, d_i, R_i = \tilde{r}_k)$ is the joint probability of observing sites 1 through $i$ where the rate at site $i$ is from category $k$. $f_k(i)$ can be computed using a dynamic algorithm (Durbin et al. 1998):

$$f_k(i) = P(d_i \mid R_i = \tilde{r}_k) \sum_{j=1}^{K} T_{kj} f_j(i-1)$$

(10)

with $f_k(1) = P(d_1, R_1 = \tilde{r}_k) = \pi_k \cdot P(d_1 \mid R_1 = \tilde{r}_k)$.

Classification of Sites: Dependent or Independent

One novel use of the $D + I$ model may be in classifying the dependence property at each site to either $S_0$ or $S_i$. It is appealing to focus on those regions where sites are classified as independent because these areas may point at a unique tertiary structure.

We use the maximum posterior estimator to classify site $j$ to $S_d$ or $S_i$:

$$P(R_j \in S_d \mid d) = \frac{\sum_{k=1}^{K} f_k(i) \cdot b_k(i)}{P(d)}$$

(11)

$P(R_j \in S_d \mid d)$ is calculated similarly, with the summation extending from $K + 1$ through $2K$. Site $j$ will be classified as $S_i$ if $P(R_j \in S_i \mid d) \geq P(R_j \in S_d \mid d)$ and to $S_d$ otherwise.

Model Comparison

All analyses conducted in this study used the Jones-Taylor-Thornton (JTT) model of amino acid replacement (Jones, Taylor, and Thornton 1992). However, incorporating any of the three models into a desired nucleotide, codon, or amino acid substitution model is a trivial extension.

The likelihood ratio test (LRT) was used in order to test whether a specific model fitted a particular data set significantly better than another model. The LRT is applicable because all three models are nested: when $\lambda_1 = \lambda_2 = 0$, the $D + I$ model collapses into the $D$ model, and when $p = 0$, the $D + I$ model collapses into the $I$ model. The $D + I$ model has two additional parameters ($\lambda_1$ and $\lambda_2$) as compared with the $D$ model. Hence, the addition of these two parameters is statistically justified if the log-likelihood improvement is at least 2.995 ($P < 0.05$; chi square with 2 degrees of freedom). The $D$ model has one additional parameter ($p$) as compared with the $I$ model. Thus, the addition of this parameter is statistically justified if the log-likelihood improvement is at least 1.92 ($P < 0.05$; chi square with 1 degree of freedom). Although the models are nested, the use of the LRT may not be justified because of boundary problems (Anisimova, Bielawski, and Yang 2001). We thus used the 2nd order Akaike Information Criterion (AIC) (Akaike 1974), defined as:

$$\text{AIC}_C = -2 \log L + 2p \cdot \frac{N}{N - p - 1},$$

(12)

where $p$ represents the number of free parameters and $N$ represents the number of sequences in the data set. Using the AIC gave almost identical results as the use of the LRT.

We compared between the three models using 84 protein data sets (Aloy et al. 2001). For each data set, a phylogenetic tree was reconstructed using the neighbor-joining (NJ) algorithm (Saitou and Nei 1987) with pairwise distances calculated using the Jukes-Cantor distance. The parameters of
each model were optimized using the ML paradigm, and the gamma distribution was approximated using 16 categories.

Simulation Study

Simulations were used in order to examine the accuracy of site-specific rate estimates under different models. We simulated a given site with a specific “true” rate. An MSA is thus generated based on a vector of true rates. Subsequently, a rate for each column is inferred using the I, D, or D + I models. The closer the inferred rates to the true rates, the better the inference. For the simulations, one must determine the true rate in each site. In order to obtain true rates that are biologically relevant, characteristic rates were computed based on an empirical data set of the Trypsin protein family (1sgt in table 1), with 83 sequences and 200 sites. The simulation results obtained with the three different vectors of true rates were similar with regard to the relative accuracy of the each model (data not shown). We thus present our results here using the true rates obtained with the I model.

True rates, as well as inferred rates, were scaled so that the average was set to 1. For each number of sequences tested, a total of 20 identical and independent simulation runs were conducted. The accuracy of inference was measured using the mean relative absolute deviations (MRAD) distance between the simulated and true rates:

\[
MRAD = \frac{1}{n} \sum_{i=1}^{n} \frac{|\text{estimated } r_i - \text{true } r_i|}{\text{true } r_i}, \tag{13}
\]

where \(M\) is the sequence length. The division of each absolute deviation by the true rate compensates for the larger variance in large rates and the smaller variance in low rates.

The influence of the number of sequences on the inference accuracy was tested. For this purpose, \(N\) sequences \((N = 5, 10, 15, 20, 25, 30, 35,\) and 40) were randomly sampled from the original 1sgt data set. Trees of size \(N\) were constructed using NJ. A paired \(t\)-test was used to determine whether the difference in rate inference was significant between the different models.

Results

Model Comparison

When comparing the fit of the different models to biological data sets, in 82 out of 84 data sets there was a significant improvement in the likelihood under the \(D\) model as compared with the \(I\) model. In 60 out of 84 data sets there was a significant improvement in the likelihood under the \(D + I\) model as compared with the \(D\) model (table 1 contains maximum log-likelihood estimates of ten such data sets, chosen so that the number of sequences in each data set is between 80 and 90).

Twenty of the 24 data sets that did not support the use of the \(D + I\) model shared a common characteristic: these data sets are all very small, where data set size is defined here as the product of the sequence length and the number of sequences. Thus, it may be hypothesized that the addition of the parameters \(\lambda_1\) and \(\lambda_2\) is justified only when enough data are available.

Parameter Estimation

The \(D\) and \(D + I\) models share two common parameters: \(\alpha\), indicative of rate variation, and \(\rho\), which is indicative of the correlation between adjacent sites. When comparing the estimates of these two parameters under the \(D\) and \(D + I\) models, an interesting pattern emerges. In the vast majority of data sets, \(\alpha\) inferred under \(D + I\) is lower than \(\alpha\) inferred under \(D\) (\(t = 8.04, P < 10^{-11}\)) which is subsequently lower than \(\alpha\) inferred under \(I\) (\(t = 2.9, P < 0.01\)). The reverse pattern emerges when analyzing \(\rho\): \(\rho\) inferred under \(D + I\) is higher than \(\rho\) inferred under \(D\) (\(t = 18.15, P < 10^{-30}\)). Indeed, in about two-thirds of the data sets, \(\rho\) inferred under \(D + I\) is higher than 0.90 (as compared to an average \(\rho\) of 0.6 under the \(D\) model in these data sets), indicating that \(D + I\) managed to differentiate between regions where the rate is highly correlated and regions where this is not so.
Simulation Results

A comparison between the accuracy of site-specific rate inference as a function of the number of sequences under the $D$ and $D+I$ models is shown in figure 4. The difference in accuracy between the $D$ and the $D+I$ models is highly significant ($P < 10^{-5}$), as is the difference between the $I$ and the $D$ models ($P < 0.01$). For a given model, the simulations show that the accuracy increases as the number of sequences increases. This finding is expected because more data are available at each site for rate inference. This accuracy converges when the number of sequences exceeds 30.

Next, we compared the likelihood scores between the different models for each simulation run (fig. 5). On average, the log-likelihood improvement is significant for the $D$ versus the $I$ model for $N \geq 5$ and for $D+I$ versus $D$ for $N \geq 15$. This may be due to the fact that the addition of two parameters in the $D+I$ model cannot be supported by scarce data. In general, in both models it is evident that as the data set size increases, so does the improvement in likelihood.

A Biological Example

Here, we focused on an in-depth analysis of a biological example: K-channels. Such an analysis could point at specific features of the $D+I$ model that are not captured by the $I$ and $D$ models. In addition, it may provide insights as to the relation between the protein structure and function and the predictions of the model.

K-channels function as tetramers and form transmembrane aqueous pores through which $K^+$ ions can flow. K-channels take part in many different cellular processes including cell volume regulation, hormone secretion, and electrical impulse formation in electrically excitable cells (MacKinnon 2003). The most fundamental role carried out by all K-channels is to allow selective transfer of $K^+$ ions. The solved 3D structure of a bacterial K$^+$-channel (Doyle et al. 1998; Jiang et al. 2002) has clarified the mechanism of ion transfer across the membrane.

We used the $D+I$ model to study the K-channel protein family. Fifty-eight homologous sequences (Mayrose, Mitchell, and Pupko 2005) of the channel were used in this study. We focused on two main aspects in studying this protein:

1. Site-specific rate inference.

2. Classification of each site to either a dependent rate ($S_d$) or an independent rate ($S_i$).

Site-specific rate estimates were projected onto the 3D structure (PDB 1bl8; fig. 6A). Two different color-coding schemes were used: one for sites classified as $S_d$ and another for sites classified as $S_i$. The color code divides the continuous rates inferred into five bins, where bin 1 represents the most variable sites and bin 5 the most conserved sites.

In order to validate the use of the $D+I$ in functional prediction, the results were compared to a previous evolutionary conservation study of the K-channel family (Mayrose, Mitchell, and Pupko 2005). These results were found to be essentially the same as the previous study, matching previous knowledge of important functional regions of the protein. The entrance to the channel, known as the selectivity filter of the channel, is highly conserved (fig. 6A). This filter allows only $K^+$ ions to enter the channel and prevents smaller Na$^+$ ions from entering (Miller 2000). The inner pore of the channel is lined with hydrophobic residues. These residues are also relatively conserved, and this enables the K$^+$ ion to travel down an inert pathway.

A valuable feature of the $D+I$ model arises when classifying sites into either $S_d$ or $S_i$. Excluding a region composed of eight sites which were classified as $S_d$, all sites of the protein were classified to belong to the $S_d$ category. The rates of these sites classified as $S_d$ oscillated between very high and very low values. Examination of the tertiary structure of this region showed that this region is a hydrogen-bonded turn, which is mostly extracellular. Interestingly, this region is uniquely defined by its composition of sites that “zigzag” between being buried and exposed (fig. 6B). Moreover, there is a one-to-one correlation between the oscillating pattern of the rates and oscillation in the structure: the sites which are exposed are highly variable, whereas those which are buried are highly conserved. Thus, as previously hypothesized, the region that was classified as belonging to $S_d$ is characterized by a distinctive tertiary structure.

Discussion

To date, the majority of evolutionary models assume that sites evolve independently. Furthermore, even fewer
models take into account the 3D structure of the protein. The model which we have developed here integrates between these two factors, by trying to implicitly incorporate the dependencies between rates in the 3D structure. This is an attempt to reflect the spatial correlation between the evolutionary rates as opposed to a correlation along the linear sequence which is less realistic.

To our knowledge, our presented study is first in comprehensively examining the autocorrelation model (termed $D$ here), first presented by Yang (1995). Analysis of a wide variety of data sets shows that taking dependence of adjacent rates into account has a large impact on the likelihood. On average, there was a difference of 74 points between the log likelihood under the $D$ model and the log likelihood under the $I$ model, with some data sets showing a difference of as many as 500 points. Furthermore, the simulation studies showed an improvement in rate inference accuracy of the $D$ model over the classical gamma $I$ model. This is especially evident when sequence data are scarce (i.e., $N = 5$). The power of the $D$ model lies in its ability to extract more information than the $I$ model from an MSA, by extracting spatial information (the dependence between the sites) in addition to the temporal information (the data in a column of the MSA) that both models use. This is an important advantage of the $D$ model as compared to other more complex models, which are also more parameter rich. To support such models, large data sets are required. Yet, the $D$ model has only two parameters and thus can be supported by less data. To summarize, these results suggest the adequacy of the autocorrelation model, which was mostly neglected by evolutionary studies thus far, for most biological data.

There is a small yet highly consistent improvement of rate inference under the $D + I$ model over the $D$ model. Differences in rate estimates can be attributed either to reduced estimation bias or to reduced variance. Our results show that the bias in all three models is the same, and the differences in rate estimation accuracy are a result of reduced variance in the more advanced models (see Supplementary Material online). Furthermore, comparing the rate estimates of the three models on the K-channel data shows that the $D + I$ model creates a smoothing effect in sites classified as $S_d$ and a reverse effect in $S_i$ sites (see Supplementary Material online). The $D + I$ model also shows a consistent improvement of the likelihood throughout the majority of the data sets. It is important to note that the difference in likelihood is merely an underestimate because branch lengths were not optimized in any of the models. The estimation of branch lengths highly affects evolutionary site-specific rate estimation (Pupko et al. 2002). Thus, it is plausible that incorporating branch length estimation into the $D$ and $D + I$ models would both improve the likelihood as well as affect the estimation of the rates. However, doing so in linear time is a highly complex task which remains to be resolved.

Our results showed a pattern of correlation between the model parameters $\alpha$ and $\rho$, where the two parameters seem to compensate one for each other. This pattern can be explained when examining the behavior of the parameters in each model. In the $D$ model, the inferred value of $\rho$ represents an average over all sites in the protein. In contrast, the $\rho$ value in the $D + I$ model relates only to those regions where a correlation exists. Regions with rate
independence are assigned $\rho = 0$. This leads to the assumption whereby elevated $\alpha$ can compensate for underestimation of $\rho$. Elevated levels of $\alpha$ represent lower rate variance, which effectively means that most sites share a similar rate. Thus, $\alpha$ contains within itself a measure of dependence between sites, although not necessarily dependence at adjacent sites. This leads to the elevated levels of $\alpha$ in the $D$ model, which are meant to compensate for the underestimated $\rho$, and to the even higher levels of $\alpha$ in the $I$ model, where it compensates for $\rho$ being effectively zero.

This is not the first time where $\alpha$ has been found to compensate for another parameter. Sullivan, Swofford, and Naylor (1999) found that underestimation of $\alpha$ leads to underestimation of $p_{inv}$ (a parameter representing the proportion of invariant sites) and vice versa. Similar to Sullivan, Swofford, and Naylor (1999), we also found that the surface of the likelihood function reaches a plateau across the parameter space (data not shown). Thus, estimates of $\alpha$ and $\rho$ as measures of actual properties of the protein should be treated with utmost caution, especially when using simpler models. In such models, it is reasonable to assume that $\alpha$ reflects a combination of several biological properties and not merely the variance of rate variation among sites.

The main strength of the $D + I$ model is revealed in the in-depth study of the K-channel. The study shows that by using the $D + I$ model we may capture unique aspects of a protein 3D structure. This is a novel use of evolutionary rate inference. Currently the main, if not sole, use of evolutionary rates is as predictors of the functional importance of a protein site—such as beta sheets, alpha helices, and buried-structure. One approach involves using a 3D window for take into account dependencies of sites along the tertiary structure. Several studies have been published lately which attempt to improve in the fit of data sets, a more complex model may lead to an improvement in the fit of data sets, a more complex model may lead to a better representation of the underlying process. However, the complexity of the model does not necessarily lead to a better fit of the data. In fact, the model with the lowest AIC (Akaike Information Criterion) is often the one with the best fit.

The calculation of the likelihood under the $D + I$ model, with the summation extending from 1 through $2K$ states.

$$L = P(d) = \sum_{i_1=1}^{K} \cdots \sum_{i_K=1}^{K} P(R_1 = \bar{r}_{i_1}, \ldots, R_n = \bar{r}_{i_n}, d_1, \ldots d_n)$$

$$= \sum_{i_1=1}^{K} \cdots \sum_{i_K=1}^{K} P(d_1 | d_2, \ldots, d_n, R_1 = \bar{r}_{i_1}, \ldots, R_n = \bar{r}_{i_K}) \times P(d_2, \ldots, d_n, R_1 = \bar{r}_{i_1}, \ldots, R_n = \bar{r}_{i_K})$$

$$= \sum_{i_1=1}^{K} \cdots \sum_{i_K=1}^{K} P(d_1 | R = \bar{r}_{i_1}) \times P(d_2, \ldots, d_n, R_1 = \bar{r}_{i_1}, \ldots, R_n = \bar{r}_{i_K})$$

$$= \sum_{i_1=1}^{K} \cdots \sum_{i_K=1}^{K} P(d_1 | R = \bar{r}_{i_1})$$

$$\times P(d_2 | d_1, \ldots, d_n, R_1 = \bar{r}_{i_1}, \ldots, R_n = \bar{r}_{i_K})$$

$$\times P(d_3, \ldots, d_n, R_1 = \bar{r}_{i_1}, \ldots, R_n = \bar{r}_{i_K}) = \ldots$$

$$= \sum_{i_1=1}^{K} \cdots \sum_{i_K=1}^{K} P(R_1 = \bar{r}_{i_1}, \ldots, R_n = \bar{r}_{i_K})$$

$$\times \prod_{j=1}^{n} P(d_j | R_j = \bar{r}_{i_j})$$

$$= \sum_{i_1=1}^{K} \cdots \sum_{i_K=1}^{K} P(R_1 = \bar{r}_{i_1})$$

$$\times P(d_1 | R_1 = \bar{r}_{i_1}), \prod_{j=2}^{n} T_{j_{i_1-1}} P(d_j | R_j = \bar{r}_{i_j}).$$

**Supplementary Materials**

Supplementary materials are available at *Molecular Biology and Evolution* online (http://www.mbe.oxfordjournals.org/).
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**Appendix A**

Calculation of the likelihood under the $D + I$ model is presented. A similar calculation applies for the $D + I$ model, with the summation extending from 1 through $2K$ states.
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