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Exon–intron architecture is one of the major features directing the splicing machinery to the short exons that are located

within long flanking introns. However, the evolutionary dynamics of exon–intron architecture and its impact on splicing

is largely unknown. Using a comparative genomic approach, we analyzed 17 vertebrate genomes and reconstructed the

ancestral motifs of both 39 and 59 splice sites, as also the ancestral length of exons and introns. Our analyses suggest that

vertebrate introns increased in length from the shortest ancestral introns to the longest primate introns. An evolutionary

analysis of splice sites revealed that weak splice sites act as a restrictive force keeping introns short. In contrast, strong

splice sites allow recognition of exons flanked by long introns. Reconstruction of the ancestral state suggests these phe-

nomena were not prevalent in the vertebrate ancestor, but appeared during vertebrate evolution. By calculating evo-

lutionary rate shifts in exons, we identified cis-acting regulatory sequences that became fixed during the transition from

early vertebrates to mammals. Experimental validations performed on a selection of these hexamers confirmed their

regulatory function. We additionally revealed many features of exons that can discriminate alternative from constitutive

exons. These features were integrated into a machine-learning approach to predict whether an exon is alternative. Our

algorithm obtains very high predictive power (AUC of 0.91), and using these predictions we have identified and suc-

cessfully validated novel alternatively spliced exons. Overall, we provide novel insights regarding the evolutionary con-

straints acting upon exons and their recognition by the splicing machinery.

[Supplemental material is available for this article.]

In the process of splicing, introns are removed from an mRNA

precursor (pre-mRNA), andexons are ligated to formamaturemRNA

(Black 2003). Exons and introns are recognized in the splicing

process bymany different signals and interactions along the exon–

intron structure. Several signals along the pre-mRNA help the splic-

ing machinery to recognize exon–intron junctions: The 39 and 59

splice sites (39ss and 59ss) located on both exon–intron junctions,

and the branch site and polypyrimidine tract (PPT) located up-

stream of the 39ss (Black 2003). In alternative splicing, the splicing

mechanism produces more than one mRNA from a single pre-

mRNA (Graveley 2001). This is done by the splicing of different

sets of exons from a single pre-mRNA, resulting in an increased

number of protein isoforms that can be synthesized from one gene.

Previous studies revealed that the percentage of exons undergoing

alternative splicing is higher in vertebrates compared with inver-

tebrates, and in humancomparedwith other vertebrates (Kim et al.

2007). This suggests that alternative splicing has amajor role in the

production of higher levels of biological complexity.

Exon–intron structure plays amajor role in the recognition of

exons by the splicing machinery. It was previously demonstrated

inDrosophila (Fox-Walsh et al. 2005) and in vertebrates that intron

length affects the inclusion of exons (Bell et al. 1998; Yeo et al. 2005;

Kim et al. 2007). Long introns were found to flank alternative

exons while short introns maintain efficient exon recognition

(Fox-Walsh et al. 2005; Kim et al. 2007). The suggested mecha-

nism for this phenomenon is that long introns hinder the ac-

tivity of the spliceosome through interference with the proper

positioning of the spliceosome upon exon–intron junctions.

Long introns were also found to correlate with splice site

strength, where short introns tend to flank weak splice sites and

long introns tend to flank exons with strong splice sites (Fields

1990; Clark and Thanaraj 2002;Weir and Rice 2004; Dewey et al.

2006). A more recent study reveals that novel alternative exons

tend to appear within long introns (Roy et al. 2008), suggesting

that the association of alternative splicing with long introns is

a consequence of the higher likelihood of new exons to originate

in long introns.

There is much debate over the mechanism by which the

splicingmachinery recognizes exons fromwithin the vast intronic

oceans. Twomainmodels are frequently used to explain this issue:

the intron definition and exon definition pathways (Robberson

et al. 1990; Berget 1995; Ast 2004; Ram and Ast 2007; Keren et al.

2010). Introndefinition iswhen the splicingmachinery recognizes

the intronic unit and places the basal splicing machinery across

introns, thereby constraining intron length. This mechanism is

proposed to bewidespread in early diverging eukaryotes and is also

thought to be the ancestral mechanism (Berget 1995; Romfo et al.

2000). Exon definition occurs when the basal machinery is placed

across exons that have a pair of closely spaced splice sites, thus

constraining the length of the exons. This mechanism is thought

to occur in vertebrate species (Collins and Penny 2006). Since both

the exon definition and intron definition pathways are highly in-

fluenced by the exon–intron structure, it is interesting to examine
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whether the structural changes of exons and introns throughout

evolution can back up or refute these two models.

Despite the accumulation of knowledge concerning exon–

intron architecture and splicing signal strength, there are still many

open questions: (1) What is the nature of the association between

intron lengths and alternative splicing? Do these structures co-

evolve? (2) Does the fact that long introns and alternative splicing

are both characteristics of higher organisms indicate that long

introns are the evolutionary driving force for the transition from

constitutive to alternative exons observed in higher organisms? (3)

Which other genomic factors determine evolutionary shifts from

constitutive to alternative, and dowe understand these factors well

enough as to allow us to accurately predict if an exon is constitu-

tively or alternatively spliced?

In this study, we explore evolutionary changes in exon–intron

architecture, and examine their influence on alternative splicing.

We analyze 17 vertebrate species, employing a genome-wide, com-

parative genomic approach. We reconstruct ancestral exon and in-

tron lengths, and show that introns expanded and exons shortened

in the lineage leading to mammals. By also reconstructing the an-

cestral splice site motifs, we can indicate that splice site composi-

tion plays a major role maneuvering intron length. Based on these

results, we provide a novel evolutionary theory for the formation

of alternative cassette exons (exon skipping) through a transition

from constitutive exons, during the evolution of vertebrates. In

addition, by analyzing evolutionary rate shifts,we identify cis-acting

regulatory sequences and prove their functionality through exper-

imental validations. Finally, we apply a machine-learning approach

to classify exons as either alternative or constitutive and use this

classification to identify and experimentally validate the splicing

of novel alternative cassette exons. Overall, our findings shed light

on the driving forces that have shaped exon–intron architecture

throughout vertebrate evolution.

Results

Constitutive and alternative conservation analysis

To study evolutionary dynamics of exon–intron structure during

vertebrate evolution, we calculated per base level of identity with

respect to human for alternative and constitutive exons and for the

flanking introns. We retrieved a total of 4433 human alternative

cassette exons and 111,617 constitutive exons based on the RefSeq

tracks from the UCSC Genome Browser (http://genome.ucsc.edu/;

Karolchik et al. 2003) as was previously published (Schwartz et al.

2009a). Classifications of exons into alternative and constitutive

were based on human genome EST support alone (see Methods).

Thus, the mode of splicing was determined only in the human

genome, not in any other vertebrates. Using the retrieved exon co-

ordinates, and the UCSC Galaxy engine tools, we constructed mul-

tiple sequence alignment (MSA) data sets for the exons and flanking

intronic sequences (200 nt from each side).MSAs were constructed

for 17 vertebrate organisms that diverged ;400 million years ago,

including early diverging vertebrates (three fish species, frog, and

chicken), marsupials (opossum), and 11 mammalians including

rodents and primates (see Supplemental Fig. S1).

Each orthologous sequence in all exonic MSAs was verified to

reside within an exon in an annotated RefSeq (Pruitt et al. 2005) of

that species. Sequences orthologous to human exonic sequences

that were not within exons in other species were omitted from any

further analyses. Next, we separated the exons into three age groups

as was done by Corvelo and Eyras (2008): vertebrate and older

(VO), mammalian specific (MS), and primate specific (PS) (see

Methods). This was done in order to ensure that only ancient exons

that emerged during early vertebrate evolution (the VO exons), and

not younger exons, were analyzed.

Approximately 87% of the constitutive exons and 68.5% of

the alternative exons were found to be VO exons that were created

prior to the transition from vertebrates to mammals. The higher por-

tionof younger alternative exons (31.5%MSandPS exons) compared

to constitutive exons (13%) was previously noted (Alekseyenko

et al. 2007). The identity plots presented in Figure 1 for VO exons

in five vertebrate species are representative (all 16 plots are pre-

sented in Supplemental Fig. S2). As expected, there was a clear

distinction between exons and introns for all vertebrates tested

with higher identities in coding than noncoding sequences. This

distinction was also observed in primates even though the level of

sequence identity is very high for both exons and introns as a result

of a very short evolutionary distance.

There is a general decrease in both exons and introns identity

when evolutionary distance fromhuman is increased, with rat and

mouse exons being less conserved to human compared with dog

and cow exons (P-value < 2.2 3 10ÿ16, multiple t-tests for all cor-

responding species). Furthermore, the rat and mouse intronic se-

quences have very low conservation with respect to human. These

two results are likely due to the accelerated evolutionary rate of

Rodentia (Thomas et al. 2003). The general decrease in identity-to-

humanwith increased evolutionary distancemay also be a result of

a decrease in alignment coverage as the species distance from hu-

man increases, particularly in noncoding regions (Chen and Tompa

2010).

The results do not exhibit a significant difference in the se-

quence identity of the mammalian group between alternative and

constitutive exons. However, the identity-to-human of the alter-

native exon orthologs in the early vertebrate species (chicken, frog,

fugu fish, zebrafish, and tetraodon) was lower than that of con-

stitutive exon orthologs (multiple t-tests, P-value < 2.2 3 10ÿ16).

Previous studies have reported that there are fewer evolutionary

constraints on alternative exons comparedwith constitutive exons

in fruit flies and mosquito (Malko et al. 2006) and in human and

mouse (Chen et al. 2006). Here we observed this phenomenon

only in early vertebrates and not in the mammalian group.

For flanking intronic sequences (Fig. 1; Supplemental Fig. S2),

there was a higher level of conservation in mammals for the re-

gions flanking alternative exons compared to the regions flanking

constitutive exons (multiple t-tests, P-value < 2 3 10ÿ5). This ob-

servation includes also primates, where the identity is very high in

general. We observed that in early vertebrates there was no sig-

nificant difference in conservation level between alternative and

constitutive flanking introns. These results are in line with pre-

vious works that showed increased conservation within intronic

sequences flanking alternative exons relative to intronic sequences

flanking constitutive exons (Sorek et al. 2004b; Chen and Zheng

2008). This is presumably due to the presence of intronic splicing

enhancers in the vicinity of the 39 and 59ss (Yeo et al. 2004).

Length analysis of constitutive and alternative orthologous

exons/introns and ancestor length reconstruction

We next examined the evolutionary dynamics of exon–intron

length changes throughout the vertebrate tree. Our null hypoth-

esis was that the sequences of alternative and constitutive exons

are subjected to the same dynamics throughout the evolutionary

tree. To test this hypothesis, we reconstructed the ancestral exon
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and intron lengths using a maximum-parsimony based algorithm.

The algorithm receives a set of exon or intron lengths and an

evolutionary tree as input, and reconstructs the most parsimoni-

ous ancestral length at the node that corresponds to the vertebrate

root (see Methods). Reconstruction of the ancestral exon and in-

tron lengths revealed two major observations: In exons, there was

a shift to reduce length from ;157 nt in the vertebrate ancestor,

with no significant difference between alternative exons and

constitutive exons, to a mean of 147 nt for constitutive exons in

human,with alternative exons having a significantly shortermean

length of 134.5 nt (Fig. 2A) (t-test, P-value < 13 10ÿ4). This finding

reinforces recent reports connecting nucleosome occupancy to

exon–intron architecture, revealing that the length of DNA wrap-

ped around a mononucleosome is approximately the mean exon

length found in human (Schwartz et al. 2009b). This observation

leads to the realization that constitutive exons length was reduced

by the evolutionary process to approximately the same length as

the DNA wrapped around nucleosomes in human. Though early

diverging vertebrates do not show significant difference between

the length of alternative and constitutive orthologous exons, a

major change is observed between early diverging vertebrates and

mammals, resulting in shorter alternative exons orthologs in mam-

mals. The shorter length of alternative exons was previously reported

for human-mouse conserved alternative exons (Sorek et al. 2004a),

and is shown here as a larger phenomenon embracing all mam-

malian orthologous exonic sequences. The lack of difference be-

tween alternative and constitutive exons length in the vertebrate

ancestor and early diverging vertebrates indicates a shift in mam-

mals toward a possible discrimination of the alternative exons via

length property.

In introns, reconstruction of length revealed that the last

common ancestor of vertebrates contained introns of ;1100 nt

and, as in the exons, there were no length differences between the

reconstructed ancestral length of introns flanking constitutive

exons and those flanking alternative exons. However, the results in

all vertebrates tested show that both upstream and downstream

introns are characterized by longer introns flanking alternative

exons while shorter introns flank constitutive exons (Fig. 2B,C).

The introns extended in human to a mean length of ;4070 and

;3470 nt for upstream and downstream introns flanking consti-

tutive exons. This trend is even more pronounced for introns

flanking alternative exons: mean length of ;5580 and ;5020 nt

for upstream and downstream introns, respectively. The length

differences between human alternative and constitutive exons/in-

trons and their vertebrate orthologs are drawn in Supplemental

Figure S3. To prevent a bias that might be caused by the sample of

species, we repeated the reconstruction analysis with different

subsets of species; results were in agreement with the analysis of

the full set of species (see Methods).

These results indicate that human introns are longer than

other vertebrates such as mouse, dog, and chicken, as well as in-

vertebrates (Schwartz et al. 2008). It appears that there is a much

larger difference between introns flanking alternative exons and

introns flanking constitutive exons inmammals (+30%–42%) than

the difference in early vertebrates (+15%–25%) (multiple t-tests,

P-value < 0.003). This result suggests an extensive lengthening of

some introns,most likely due to insertions of transposable elements

(Sela et al. 2010). Such a lengthening may contribute to exon skip-

ping (see Discussion).

After the examination of the major differences between al-

ternative and constitutive data proposed by the length analysis, we

next verified that the observed changes in mean intron length are

Figure 1. Percent identity-to-human of vertebrates or older (VO) exons
and flanking introns of five vertebrate genomes. (A–E ) Identity was cal-
culated per base for alternative (red) and constitutive (blue) exons (75 nt
from each splice site) and flanking intronic regions (200 nt).

Splicing affected by exon–intron structure changes
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not caused by the first intron of the transcripts, which is known to

be significantly longer than the following introns (Kalari et al.

2006). For that purpose, we extended our analysis further to regard

intron length data with respect to position from transcription start

site (TSS). We observed that the mean length of the first intron in

the transcript is always the longest of all introns in all 12 verte-

brates tested. We then used it as the upper marker to create a rela-

tive ratio based on intron length divided by the first intron length.

This resulted in amaximal value of 1 for the first intron and smaller

values for the remaining sequential introns, ranging between

0 and 1. Next, we plotted themean length of the first 20 introns for

12 vertebrates (Supplemental Fig. S4). The results indicate the ex-

tended length of the first introns for all vertebrates tested. Fur-

thermore, we observe a gradient of shortening length in the first

introns, i.e., we see an inverse correlation between intron length

and distance from the TSS. This suggests that the lengthening of

the intronic sequences is most pronounced in the first intron from

the TSS, and it continues along the sequential internal introns of

the transcript. Furthermore, the length-

ening of the introns, starting from the

TSS, is much stronger in mammals than

in early diverging vertebrates, excluding

zebrafish (Supplemental Fig. S4B). The

lengthening of the first introns might be

explained by enhanced density of tran-

scription factors binding sites in first in-

trons (Majewski and Ott 2002). We sug-

gest that mammals gained regulatory

intronic elements in a biased manner, so

that first introns gained the highest

number of such elements, and the trend

continues downstream from the sequen-

tial introns (see Discussion).

The link between splice site strength

and intron lengthening

Since the 39ss and 59ss play a major role

in introducing introns (or exons) to the

splicing machinery, we were interested

in examining how the splice site motifs

have changed through vertebrate evolu-

tion and how these changes affected the

length of the flanking introns. In order to

achieve that goal, we reconstructed the

ancestral motifs of both 39 and 59ss using

a maximum-likelihood based algorithm

(Pupko et al. 2000). The algorithm receives

a set of 39 or 59 signals and an evolutionary

tree as input, and reconstructs the most

likely ancestral signal at the node that cor-

responds to the vertebrate root (see Meth-

ods). Reconstruction of the ancestral splice

site motifs of orthologous sequences (Sup-

plemental Fig. S5) revealed a high overall

similarity of both 39 and 59ssmotifs to the

mammalian signals (Pearson’s correlation

coefficient 0.973 and 0.93 for 39ss and

and 59ss, respectively). When comparing

the consensus nucleotides of each of the

splice sites, between the vertebrate ances-

tor and mammalian motifs, three minor

fluctuations were observed: (1) In the 39ss, at the ÿ4 intronic po-

sition there is a switch from a preferred thymidine in the ancestor

to a minor preference of cytosine in the mammalian group. (2) In

the 59ss motif, at exonic position ÿ3, there is a shift from adenine

in the ancestor to thymidine in the mammalian signal, and (3) in

the mammalian group, there is a lessening of guanine and thymi-

dine preference at intronic positions +5 and +6, respectively. These

results are in line with previously published results (Schwartz et al.

2008), suggesting that the 59ss and the 39ss signals are subject to

minor phylogenetic fluctuations along the phylogenetic tree.

We next analyzed changes in the splice site strength with

respect to the flanking introns length through the vertebrate phylo-

genetic tree. For that purpose, we retrieved the human and ortholo-

gous 39ss and 59ss MSAs and scored all splice sites, for each organism

and ancestor separately, based on the algorithm of Shapiro and

Senapathy (1987). Splice site strength tables were thus built for

each organism tested. Only canonical splice sites (i.e., AG in

positionsÿ2 andÿ1 for 39ss andGTor GC in positions +1 and +2 for

Figure 2. Length of constitutive and alternative exons and their flanking introns in 12 vertebrate
genomes and reconstruction of ancestral length. (A) Mean lengths of alternative (light gray) and
constitutive (dark gray) exons. The reconstructed most parsimonious ancestral length is plotted in the
right-most column. Error bars represent the standard error of the mean. (B,C ) As in A, for the intronic
regions upstream of and downstream from alternative and constitutive exons, respectively.
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59ss) were considered. We omitted the first intron of all transcripts

from this analysis since they are longer in all vertebrates tested (see

Supplemental Fig. S4). Next, we correlated splice site strength with

intron length data for all the sequences tested, alternative or

constitutive. By doing so, we were able to examine the changes in

intron length with respect to the changes in splice site strength,

while taking into account the evolutionary perspective. In Figure 3

we display the length of introns flanking constitutive exons as a

function of splice site strength, for 39ss (Fig. 3A,B) and 59ss (Fig.

3C,D) across 12 vertebrate species and ancestor tested. We divided

all the splice sites into 10 bins, each bin containing 10% of the

sites, based on their strength. The top 10% of the values represent

the strongest splice sites, the bottom 10% of the values represent

the weakest splice sites, and the values in between are themedium-

strength splice sites. Overall, our results indicate that, most strik-

ingly, introns flanked by weak 39ss or weak 59ss are short for all the

genomes tested. Moreover, the intron length of those flanked by

weak splice sites does not present the same evolutionary length-

ening seen on Figure 2B, but remains short throughout vertebrate

evolution, with no significant difference between the organisms

(P-value = 0.35 and 0.12, one-way ANOVA test for upstream and

downstream introns, respectively), excluding fugu fish and verte-

brate ancestor, where overall intron length is extremely short (480

and 1000 nt for fugu fish and ancestor, respectively). This suggests

a purifying selection pressure against the lengthening of introns

when the splice sites are weak. This result was replicated for all the

organisms in our data, showing that it is a strong and compre-

hensive attribute of vertebrate evolution. We also found that in-

trons flanked by strong 59ss or 39ss (marked as black columns) are

significantly longer than their counterparts flanked by weaker

splice sites (marked as white columns). Following that line, we find

upstream introns flanking strong 39ss to be much longer (P-value

1.386 3 10ÿ11, t-test) on average than upstream introns flanking

strong 59ss, exhibiting an average length of 7614 nt in human

when 39ss is strong and 5202 nt when 59ss is strong. This effect,

albeit significant (P-value 0.005, t-test) is weaker in the downstream

intron (length of the downstream introns flanking strong 39ss is

5960 nt vs. length of downstream introns flanking strong 59ss,

which is 5246 nt). The same results are observed for all tested organ-

isms, suggesting a major role for the 39ss in binding the spliceosome

when it comes to compensating for long upstream introns.

The effect of splice site strength on introns flanking consti-

tutive exons was not observed for the reconstructed ancestor in-

trons and splice site signals. No significant difference was found

between the three splice site strength groups, for neither upstream

nor downstream introns, for both splice sites (P-value > 0.14, one-

Figure 3. Constitutive flanking introns’ length with relation to splice site strength for 12 species. Upstream (A) and downstream (B) introns that flank
constitutive exons were divided into three groups based on 39ss strength: strong splice site (black), intermediate splice site (gray), and weak splice site
(white). Same as for A and B, but for upstream (C ) and downstream (D) introns based on 59ss strength. The reconstructed ancestral lengths are plotted in
the right-most column.
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way ANOVA test). When comparing nonmammalian vertebrates

to mammals, the effect of splice site strength on intron length

appeared to be stronger in the latter (Fig. 3). Together, these results

suggest that splice site effect on intron length originates in early

diverging vertebrates andyet intensifies in later divergences through

vertebrate evolution.

This analysiswas also repeated for introns flanking alternative

exons (Supplemental Fig. S6), and overall, the results were in

agreement with the constitutive introns analysis, with two excep-

tions: (1) There were not enough data to allow a founded recon-

struction of splicing signals for alternative exons, thus the ancestor

was omitted from this analysis. (2) The average length of the in-

trons flanking alternative exons is much longer than that of con-

stitutive exons (consistent with Fig. 2B,C).

To confirm our results, we performed the same analysis based

on a splice site scoring algorithm developed by Yeo and Burge

(2004) for modeling sequence motifs based on the Maximum En-

tropy principle. The results using this method supported the same

findings as the Senapathy scoring system (see Supplemental Fig.

S7). Integrating the results concerning intron length and splice site

strength (Figs. 2, 3), we conclude that there is a general tendency

for intron lengthening through vertebrate evolution, but this

tendency is restricted to the introns flanked by strong splice sites.

In addition, this phenomenon is not restricted to first introns, but

rather holds for internal introns as well.

Evolution rate of alternative and constitutive exons

Changes in splicing are the source for proteomic diversification

and susceptibility to different diseases (Wang and Cooper 2007).

Alternative splicing is also an important mechanism to generate

gene function novelties. Therefore, shifts from alternative splicing

to constitutive splicing (or vice versa)may be an evolutionary force

shaping protein evolution. We have previously demonstrated that

exons can change their mode of splicing during evolution from

constitutive to alternative. For a specific case it was shown that such

a change is associated with mutations leading to fixation of splic-

ing regulatory sequences that are important for the regulation of

the exon inclusion level (Lev-Maor et al. 2007). This observation

suggests that selection forces on motifs regulating inclusion levels

may change during the transition between one form of splicing

and another. It follows that evolutionary rate changes (a conserved

positionbecamevariable andvice versa) are expected at those points

in evolution where shifts between splicing forms have occurred.

Specifically, a shift from variability to conservation implies a gain

of function (e.g., for alternative exons, such evolutionary rate shift

in a certain evolutionary lineage may indicate that a sequence has

acquired the skipping mode in that lineage).

We searched for changes in evolutionary rates at the single

base pair resolution using a maximum-likelihood based approach

(Pupko and Galtier 2002). In this approach we search for evolu-

tionary rate shifts between two sub-trees. We split the vertebrate

tree several times, each time in a different edge, looking for rate

shifting sites between the two extracted sub-trees. Specifically, we

search for sites in which the rate of evolution in one sub-tree is

significantly different (higher or lower) than that of the second

sub-tree. Highly different rates in the two sub-trees suggest a change

in the functional constraints (Pupko and Galtier 2002).

Applying this method to the exon data sets, only in the

branchpoint between themammalian and thenonmammalian sub-

trees we detected an amount of significant ‘‘rate shifts to conser-

vation’’ that was sufficient for our analyses (maximum-likelihood

test, P-value < 0.05, seeMethods).Wenext analyzed the rate shifting

sites that were detected.We identified two types of rate shifting sites

by the direction of their shift: (a) ‘‘rate shifts to variability,’’ which

are highly conserved sites in nonmammalian vertebrates that be-

came variable in mammals, and (b) ‘‘rate shifts to conservation,’’

which are variable sites in nonmammalian vertebrates that became

highly conserved in mammals.

Our analysis detected 0.195 ‘‘rate shifts to conservation’’ per

100 nt for all alternative exons in our data set compared to 0.108

‘‘rate shifts to conservation’’ per 100 nt in constitutive exons (Fig.

4A). This 81% increase in rate shift score in alternative exons is

highly significant (P-value 8.6 3 10ÿ14, two-sample t-test). These

results suggest thatmore sites becameconserved in alternative exons

compared to constitutive exons in the lineage leading to mammals.

We also observed more sites (+33%) that became variable in mam-

mals in alternative exons comparedwith constitutive exons (Fig. 4B),

although the difference was less but still highly significant (P-value

13 10ÿ09, two-sample t-test). The highnumber of both types of rate

shifts in alternatively spliced exons compared to constitutive exons

suggests that regulation of alternative splicing has changed during

the emergence of mammals, more so compared to changes in the

regulation of constitutive exons (see Discussion).

Several groups including ours have previously demonstrated

that exonic splicing regulatory sequences tend to cluster near the

splice sites (Fairbrother et al. 2004; Goren et al. 2006). We, there-

fore, tested whether rate shifting sites reside preferentially in cer-

tain regions along exons.We compared the number of rate shifting

sites among three exonic regions: downstream from the 39ss (30

nt), middle of the exon, and upstream of the 59ss (30 nt). While in

the previous analysis the abundance of rate shifting sites was cal-

culated for all exons that were examined, here it was calculated

only for exons that were found to contain rate shifts. The results of

this analysis show that the abundance of both types of rate shifting

sites is significantly higher (P-value<13 10ÿ10) in close proximity

to the splice sites (Fig. 4C,D), for constitutive (left panel) as well as

alternative (right panel) exons. These results suggest that the dif-

ferences between alternative and constitutive exons, with regard to

‘‘rate shifts to conservation’’ and ‘‘rate shifts to variability’’ men-

tioned above, are mainly due to changes in selection intensity

around the splice sites.

Prediction of cis-acting splicing regulatory elements

To identify splicing motifs that act as major regulators of alterna-

tive splicing, we analyzed the exons on the nucleotide level using

the rate shifts data we have obtained. Regions along constitutive

and alternative exons that have a fast evolutionary rate in the non-

mammalian group and are highly conserved in mammals might

point to regulatory sequences that are important for splicing reg-

ulation in mammals. We looked for sequence words composed of

six nucleotides (hexamers) that have a tendency to overlap sites

that became more conserved in mammals. These hexamers were

formed in mammals through the fixation of point mutations that

were variable in nonmammalian vertebrates. An example for a

hexamer found using this method is shown in Figure 5A,B.

We developed a method that enabled us to locate these

hexamers by analyzing all possible 4096 hexamers and identify-

ing those that have an overabundance of sites in which the evolu-

tionary rate shifted to conservation in mammals, compared with

the random expectations given by their relative frequency. The

constructed tables of rate shift expected vs. observed fold change in

hexamers (for both constitutive and alternative exons) are pre-
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sented in Supplemental Table S1. Using statistical tests (Fisher’s

exact test) to score the hexamers based on P-value after applying

a false discovery rate (FDR), we identified 141 hexamers (a < 0.01)

as possible cis-acting regulatory elements in constitutive exons and

23 in alternative exons. Table 1 lists the 10 hexamers for each exon

type that were most significantly enriched with rate shifting sites.

We searched for these hexamers in putative exonic splicing regu-

latory elements (ESRs) and found that 98 out of 141 constitutive

hexamers (70%) and 18 out of 23 of the alternative hexamers

(78%) are responsive to the human SR proteins SRSF1, SRSF5

(Cartegni et al. 2003), and mostly SC35 (Liu et al. 2000). These

results imply that these SR proteins are important for the regula-

tion of alternative splicing—especially for exons that became al-

ternative in human.

We next validated the assumed regulative role of the highly

rated hexamers. In order to examine the role these hexamers have

in splicing regulation, we used the SXN13 minigene reporter sys-

tem (Coulter et al. 1997), which is well characterized and widely

used (Goren et al. 2006; Didiot et al. 2008; Bensaid et al. 2009). The

middle exon of SXN13 minigene is predominantly skipped and

can be used to identify splicing enhancers. We introduced each of

the five highest rated hexamers identified using constitutive exons

(Table 1, rows 1–5), assumed to be splicing enhancers, into the

middle exon of the SXN13 in their human form and in the form

found in early vertebrates (before the evolutionary rate shift oc-

curred). Figure 5C exhibits the splicing pattern of SXN13 with the

SXN13WT (lane 1), the human hexamers (lanes 2, 4, 6, 8, and 10),

and the early vertebrate hexamers (lanes 3, 5, 7, 9, and 11). The

introduction of all five hexamers increased the inclusion of the

middle exon, validating the enhancer role of the predicted ESRs.

Furthermore, with the introduction of the mutated hexamers, the

exon was fully skipped in three of the cases (lanes 3, 7, and 9), and

in the other two cases the inclusion level decreased (lanes 5 and

11), indicating that the hexamers affected the recognition of the

entire exon. Through this analysis of evolutionary rate shifting

sites within hexamers, we were able to locate sequences in exons

that are highly conserved in mammals. We found that these con-

served hexamers matched highly scored SR protein binding sites

and confirmed the regulatory function of certain hexamers ex-

perimentally. This verification of the splicing regulation function

of the predicted ESRs also validates the evolutionary rate shifts

abundance method.

Distinguishing alternative from constitutive exons

using machine-learning algorithms

In the process of splicing, the spliceosome uses many splicing

signals. The output of such signals determines the mode of spli-

cing—constitutive or alternative—and the level of inclusion in

alternative splicing.We decided to use the features obtained in this

work, in order to classify alternative exons usingmachine-learning

algorithms. The output of themachine-learning algorithm is a score

that represents the confidence of the classifier in predictingwhether

a given exon is constitutively or alternatively spliced. In a sense,

Figure 4. Distribution of rate shifting sites per exon and along the exon. Mean rate shift abundance of ‘‘rate shifts to conservation’’ (A) and ‘‘rate shifts to
variability’’ (B) are plotted for all examined constitutive (dark gray) and alternative (white) exons. Rate shift abundance was calculated as themean number
of rate shifting sites normalized per length. Constitutive exons have a lower conserved rate shift score and a lower variable rate shift score than alternative
exons. Abundance of ‘‘rate shifts to conservation’’ (C ) and ‘‘rate shifts to variability’’ (D) along exons are plotted for constitutive (Ci, Di ) and alternative (Cii,
Dii ) exons. Each exon was divided into three regions (x-axis): 30 nt downstream from the 39ss, middle of the exon, and 30 nt upstream of the 59ss.
Abundance of rate shifting sites in each of the regions are indicated (y-axis). Error bars represent the standard error of the mean.
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this provides a measure of our current understanding of how the

mode of splicing is determined.

Toward this aim, we used three different classification algo-

rithms: Naı̈ve Bayes (Morrison 1990; Langley et al. 1992), Bayesian

networks (Heckerman et al. 1995), and Support Vector Machine

(SVM) (Burges 1998; Vapnik 2000). For each classification algo-

rithm, a phase of feature selection was applied to identify the

subset of features that performs best with the classifier. Receiver

operating characteristics graphs (ROC curves) were constructed in

order to test the classification performance. The Area Under the

ROC Curve (AUC) of a classifier is equivalent to the probability

that the classifier will rank a randomly chosen positive instance

higher than a randomly chosen negative instance (Green and

Swets 1966; Fawcett 2006). Thus, a yielded AUC value of 0.5 rep-

resents a random classification and a yielded AUC value of 1 is

a perfect classifier (see Methods for machine-learning protocols).

We used 93 features to distinguish between alternative and

constitutive exons that arehuman-mouse conservedby class, namely

exons that are alternatively spliced in both species, and the same

for constitutive exons. Fifteen features are exon structure proper-

ties such as sequence length and GC content. Two features repre-

sent the evolutionary rate analysis of the exon, and eight features

measure length, conservation, and rate shift abundance for both

flanking introns of the exon. The other 68 features represent hex-

amers with the highest rating that were obtained from the evo-

lutionary rate shift analysis of alterna-

tive and constitutive exonic data (see

Methods). The individual performance

of each individual feature is listed in

Supplemental Table S2.

Based on the combination of these

features, themachine-learning schemewas

able to obtain very accurate classification.

The best performing classifier achieved

an AUC value of 0.91 (Fig. 6A) on a train-

ing set composed of all 414 alternative

exons that are human-mouse conserved

and 414 constitutive exons, chosen ran-

domly from the 3396 constitutive exons

that are human-mouse conserved. In order

to verify that this is not an overestimation,

we have also tested the performances of

the whole machine-learning scheme us-

ing cross-validation, achieving the same

AUC of 0.91 (see Methods). This substan-

tiates our ability to distinguish between

human and mouse conserved alternative

exons and constitutive exons based on

the features we have obtained.

The above analysis measures our abil-

ity to correctly classify exons that main-

tain the same pattern of splicing in both

human and mouse (i.e., discrimination

between human and mouse conserved

exons). This classification was based also

on features that rely on the sequence con-

servation among these two species (Sorek

and Ast 2003), and so it is possible that

the high accuracy of such classification is

limited to this type of exons and the ac-

curacy does not reflect our ability to clas-

sify exons that are not conserved in their

mode of splicing between human and mouse. We thus tested our

ability to correctly classify exons without limiting ourselves to

conserved exons. Specifically, we used the entire human alterna-

tive exon data set and a same number of randomly selected con-

stitutive exons as the data set for analysis. We obtained an AUC

score of 0.85, which is, to some extent, a less accurate classification

than for the data set of exons that have the samepattern of splicing

in both human and mouse. However, since the classification ac-

curacy was performed in a genome-wide manner, without putting

any conservation restrictions on the examined exons, this high

score still suggests that combining features that differentiate one

type of exon from another has a strong predictive power.

Quite unexpectedly, we found that the chromosome property

of the exon (i.e., in which chromosome the exon resides) is an

informative feature in the distinction between alternative and con-

stitutive exons. This result may imply that the properties of alter-

native and constitutive exons, whichwe examine in this study,may

differ between the chromosomes, i.e., the properties of the two

groups vary among chromosomes. Further investigation is required

to understand this observation.

We next wanted to determine whether results of the machine

learning can be used to identify novel alternative exons. For that

purpose, we constructed experiments to search for the skipped form

of 10 exons that were predicted to be alternatively splicedwith high

confidence by the machine-learning algorithm, although they are

Figure 5. Prediction and validation of splicing regulatory hexamers by rate shift analysis. (A) Twelve
vertebrate species divided in two sub-trees: mammals (black) vs. nonmammalian vertebrates (light
gray). (B) An example of motif identified using rate shift analysis. The position is variable among non-
mammalian vertebrates (two species of fish, frog, and chicken) and is highly conserved among mam-
mals. Marked in light gray is one of six possible hexamers that are formed by the rate shifting
substitution. (C ) The effect of putative enhancing hexamers and their mutants in SXN13 reporter sys-
tem. Each tested hexamer was inserted into the second exon of a reporting minigene comprised of four
exons. Splicing patterns of each hexamer and itsmutant are demonstrated in lanes 2, 4, 6, 8, and 10 and
3, 5, 7, 9, and 11, respectively. (Lane 1) SXN13wild type. The upper bands indicate exon inclusion while
the lower bands indicate exon skipping.
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completely constitutive by EST standards (100% inclusion). We

used primers designed to the flanking exons to evaluate the splicing

pattern of the exons in various human cell lines as well as normal

cDNA from different human tissues (see Methods). The results

confirmed that four of the 10 examined exons were alternatively

spliced in certain tissues (Fig. 6B, left panel, lanes 1,3–5). Next, in

order to detect extremely low levels of skipping, we designed prim-

ers topredicted junction sequences to allowdetectionof the skipped

forms. Using this method, we validated the skipping pattern of two

more of the exons (Fig. 6B, right panel). Thus, six of the 10 predicted

exons were found to be alternatively spliced. Since alternative

splicing is often tissue specific, it may be that, by enlarging the

number of cell lines and tissues examined, additional exons will

prove to be alternatively spliced.

Discussion

In this study, we analyzed evolutionary dynamics of alternative

and constitutive exons and their flanking introns both in their

sequence and structure. Our analyses have provided several major

findings that shed light on the evolutionary processes that in-

fluence alternative splicing, and we identify some of the evolu-

tionary changes associated with the acquisition of the skipping

mode of exons. Our first finding relates to length changes in the

exon–intron structure in vertebrate evolution. We reconstructed

vertebrate ancestor length of exons and introns, revealing the trend

of change through the evolutionary process. Constitutive exons

tend to decrease in length in the transition from non mammalian

vertebrates to mammals, with a greater decrease observed for al-

ternative exons. Introns tend to lengthen in mammals compared

with nonmammalian vertebrates, resulting with longest introns in

humans, while introns flanking alternative exons are longer still.

Second, by reconstructing the vertebrate ancestor splice site sig-

nals, we were able to perform splice site score correlations with

intron length changes from an evolutionary perspective.We reveal

a negative selection pressure against the lengthening of the introns

when flanked by a weak 39ss or 59ss. Along the same lines, we

observed that in vertebrate evolution a strong 39ss and 59ss is as-

sociated with longer flanking introns, with a much stronger in-

fluence of a strong 39ss. Third, we were able to identify site-specific

evolutionary rate changes in alternative exons, following the point

of divergence from nonmammalian vertebrates to mammals, and

used these sites to identify a list of predicted cis-acting splicing

regulatory sequences.We also successfully validated the regulatory

function of a selection of those predicted regulatory sequences.

Fourth, we appliedmachine-learning algorithms that use the exon

and intron properties obtained in this work to demonstrate accu-

rate classification of exons as either alternative or constitutive and

to identify novel alternative cassette exons.

Evolution of the exon–intron structure

and ancestral reconstruction

The study of exon–intron structure from the evolutionary per-

spective helps explain what causes a constitutive exon to acquire

the skipping mode. By using comparative genomics to analyze

conservation and structural changes in both kinds of exons, we

were able to ask how these changes affect the recognition of the

exon by the splicing machinery. Sequence identity of exons, with

regard to human, was found to be higher in constitutive compared

Table 1. Hexamers suspected as splicing regulatory elements inside constitutive and alternative exons based on high abundance of rate
shifting sites

Predicted
ESRs

Fold change (observed/expected
rate shift abundance)

Found in
alternative/constitutive

Found in published
ESR groups

GGGCAA 2.592508536a Constitutive (Liu et al. 2000; Zhang and Chasin 2006)
GCCTTG 2.439352481a Constitutive (Liu et al. 2000; Goren et al. 2006; Zhang and Chasin 2006)
TGGTGA 2.029697982a Constitutive (Zhang and Chasin 2006)
GGGCCA 2.129059539a Constitutive (Liu et al. 2000)
ATTGGA 2.252688986a Constitutive (Liu et al. 2000; Goren et al. 2006; Zhang and Chasin 2006)
TGGGCC 2.056678576a Constitutive (Liu et al. 2000; Zhang and Chasin 2006)
CTTCTC 2.059809851a Constitutive SRSFS (also known as SRp40) high score (Liu et al. 2000;

Cartegni et al. 2003)
TGGGCA 1.954801242a Constitutive (Zhang and Chasin 2006)
GCTGCT 1.788586007a Constitutive (Liu et al. 2000) high score (Goren et al. 2006;

Zhang and Chasin 2006)
GCTGAA 1.882946721a Constitutive
GCATCT 7.5a Alternative (Liu et al. 2000)
CCTTGT 8.5a Alternative (Liu et al. 2000)
ATGGGG 6.2a Alternative (Zhang and Chasin 2006)
TCCAGG 5.2a Alternative SRSFS (also known as SRp40) (Cartegni et al. 2003;

Zhang and Chasin 2006)
CGCTCC 14.5a Alternative (Liu et al. 2000) high score
TTAGCA 14.5a Alternative (Liu et al. 2000)
TCACTC 8.3a Alternative SRSFS (also known as SRp40) high score (Liu et al. 2000;

Cartegni et al. 2003)
CCACTG 5.0a Alternative (Liu et al. 2000) high score, SRSFS (also known as SRp40) high score,

SRSF1 (also known as SF2/ASF) (Cartegni et al. 2003; Zhang
and Chasin 2006)

GGCTCA 7.2a Alternative (Liu et al. 2000) high score (Zhang and Chasin 2006)
CCGCTC 10.8a Alternative (Liu et al. 2000) SRSFS (also known as SRp40) (Cartegni et al. 2003)

Twenty predicted cis-regulatory sequences based on statistically significant high coverage of rate shifting positions that form the hexamers compared with
the random expectation, as computed based on the general hexamer coverage in constitutive and alternative exons. In bold are the five predicted
hexamers that were used for validation using the SXN13 reporter system.
aFisher’s exact test: P-value < 0.01 (FDR corrected).

Splicing affected by exon–intron structure changes

Genome Research 43
www.genome.org

Cold Spring Harbor Laboratory Press on January 7, 2012 - Published by genome.cshlp.orgDownloaded from 



with alternative exons only in early vertebrate species, but not in

mammals. However, in the flanking intronic sequences in mam-

mals, the opposite was observed: The identity was higher in al-

ternative than constitutive flanking regions. Alternative exons are

known to be under less restriction, and so they tend to evolve faster

than constitutive exons (Ermakova et al. 2006). However, an in-

creased density of intronic sequences that serves as cis-acting

splicing regulators, near both the 39ss and 59ss of alternative exons,

results in higher conservation of intronic regions flanking alter-

native exons (Sorek and Ast 2003).

Reconstruction of ancestral constitutive exon lengths sug-

gests longer vertebrate ancestor exons than the current length in

mammals. One possibility is that the average length of 147 nt

found inmammals results in better splicing site recognition by the

splicing machinery. This may be linked with recent findings that

nucleosome densities are higher along exons, and that keeping

exon lengths in a range compatible with mono-nucleosome

lengths has a role in splicing, as we previously proposed (Schwartz

et al. 2009b). We find alternative exons and their orthologs to be

somewhat shorter inmammals (;135 nt), whichmay suggest that

shorter exons may result in a less accurate wrapping around nu-

cleosomes that, in turn, might disrupt exon recognition in co-

transcriptional splicing. However, we are not aware of any studies

up to date that have managed to back this hypothesis. Notably, the

restriction of exon length is also compatible with the exon defini-

tion pathway hypothesis for detection of exons in the vast intronic

sequences, assumed to take place in higher eukaryotes, where exon

length is believed to be restricted (Berget 1995; Keren et al. 2010).

Reconstruction of ancestral length for introns flanking both

human constitutive and alternative exons and their orthologs re-

veals short introns of ;1100 nt in the vertebrate ancestor. The in-

trons are significantly longer inmammals and longest in primates.

Introns flanking alternative exons are longer than those flanking

constitutive exons in all vertebrates tested (+15%–+40%). This

lengthening of the introns, specifically regarding the primate ge-

nomes, strengthens the exon definition pathway hypothesis that

restricts exon length, but allows the lengthening of the introns

(Berget 1995; Ast 2004; Ram and Ast 2007).

The longer length of introns found in mammals might be

explained by the length of the first intron, which was reported to

be extremely long (Kalari et al. 2006). Analysis of the first 20 in-

trons for the 12 vertebrates tested revealed that indeed the first

intron is longest for all vertebrates tested. However, this increase in

length is not specific to the first intron but embraces the internal

introns as well. There is a gradual decrease in intron length along

all mammalian genes, which stabilizes around the eighth intron.

This pattern is not consistent in nonmammalian vertebrate genes.

The explanation for this inconsistency might be that the mean

number of introns in an average human gene is ;7.8, compared

with the 5.2 in fugu fish, for example, where the genes have a

smaller number of introns (Lynch 2006). We suggest that introns

lengthen from the TSS downstream, starting with the first intron

and on to the sequential introns. Transposable elements (TEs) in-

sertions are commonly observed in first and internal introns and

mayhave lengthened introns during vertebrate evolution (Sela et al.

2010). However, in the first introns, TEs are usually not found in

proximity to the TSS and that region is thought to be responsible for

the regulation of transcription (Majewski and Ott 2002; Kalari et al.

2006). In internal introns, TEs may contain potential splicing sites

and can lead to formation of alternative transcripts (Nekrutenko

and Li 2001). In summary, longer internal introns may influence

splicing in a number of ways: (1) causing suboptimal recognition of

the exon by the splicing machinery (Kim et al. 2007), as is also in-

dicated by our findings that longer introns accompany alternative

exons; (2) harboring inserted transposable elements that contain

potential splicing sites; (3) enabling better chances for the existence

of splicing regulatory binding sites, thus enhancing the complexity

of the organism via a more intricate transcriptome.

Splice sites restrictions on intron length

Due to the substantial number of exons analyzed in this study,

we were able to reconstruct the splice site motifs of both 39ss and

59ss of the vertebrate ancestor. The reconstruction of splice sites

revealed that there were only minor changes in both splice sites

during vertebrate evolution, and the overall correlation between

the human splice site motifs and the vertebrate ancestor motifs

is very high, suggesting that splice site composition did not alter

significantly in mammalians compared with earlier diverging

vertebrates. We correlated intron lengths with splice site scores for

all orthologous exons, as well as the vertebrate ancestor, revealing

dependencies between the two properties. Strong splice sites are

flanked by relatively longer introns, this trend embraces all verte-

brate species analyzed and is in line with previous reports for

various vertebrates and invertebrates (Fields 1990; Clark and

Thanaraj 2002;Weir and Rice 2004; Dewey et al. 2006). In addition,

strong 39ss are accompanied by extremely longer upstream introns

than strong 59ss, expressing the importance of the binding to the

39ss in the splicing process. Moreover, when either splice site is

weak, the tendency to increase intron length via evolution is not

observed, and the introns remain short in mammals.

It was previously shown, for the human andmouse genomes,

that when an intron lengthens between two vertebrate species

usually the splice site strengthens as well (Dewey et al. 2006). Here

we present an overall vertebrate phenomenon: In each of the 12

Figure 6. Accuracy of the machine-learning algorithm trained to clas-
sify exons as either constitutive or alternative and identification of novel
alternatively spliced exons. (A) Average ROC and AUC values based on 10
cross-validation runs. (B) Identification of the skipping forms of six con-
stitutive exons (100% inclusion, based on ESTs) that were identified as
alternative using machine-learning algorithms. Splicing pattern validation
using primers for flanking exons identified four exons (left panel, lanes
1,3,4,5). Validation using primers to junctions of flanking exons revealed
skipped forms for two more exons (right panel).
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genomes examined, longer introns are flanked by stronger splice

sites, but not so in the vertebrate ancestor.We hypothesize that the

splice sites, as major splicing signals, can cover up for long introns,

enabling recognition of exons evenwhen flanking introns are long.

Thus, a strong splice site reduces the intensity of purifying selection

against intron lengthening via insertions of new sequences. How-

ever, when a splice site is weak and there is a major risk for the

recognition of the exon, purifying selection acts against the fixa-

tions of such insertions. We suggest a way for the formation of al-

ternative cassette exons during vertebrate evolution: A constitutive

exonwith strong splice sites allows stochastic increase in the length

of its flanking introns. The introns increase in length above a certain

length (averaging ;5000 nt in the human genome). Only then, if,

by chance, a single-base substitution weakens either the 39ss or the

59ss, the exon recognition will falter, and the exon will be skipped.

Evolution rate changes predict cis-acting regulatory elements

Site-specific inference of evolutionary rates is often used to predict

functionally important residues (Mayrose et al. 2004). Deceleration

of the evolutionary rate suggests a gain of function while accelera-

tion of the evolutionary rate most often points to relaxation of

constraints. Using in silico methods, we identified all single-base

substitutions in constitutive and alternative exons that were vari-

able innonmammalian vertebrates and becamehighly conserved in

mammals (‘‘rate shifts to conservation’’).

Interestingly, we observed higher amounts of both types of rate

shifts (to conservation and to variability) in alternative exons, in-

dicating both increased and decreased selection pressure in alterna-

tive exons. The evolutionary constraints acting upon alternative

exonswere previously reported in several studies using analyses ofKa

and Ks (representing the non-synonymous and synonymous sub-

stitution rates, respectively) upon different pairs of species (human

vs. mouse, human vs. chimp, and mouse vs. rat). Alternative exons

have higher Ka values and Ka/Ks ratios compared to constitutive

exons, indicating faster amino acid evolution in alternative exons,

whereas the Ks values were found to be lower, indicating a slower

evolutionary rate at the DNA level (Baek and Green 2005; Xing and

Lee 2005;Chen et al. 2006). Baek andGreen (2005) andXing andLee

(2005) suggested that lower Ks values in alternative exons indicate

that synonymous sites are important carriers of splicing regulation

information. In addition, we found that ‘‘rate shifts to conservation’’

reside at higher density in exonic regions near the splice sites. Others

andwe have previously shown that ESRs also tend to cluster near the

splice sites (Fairbrother et al. 2004; Goren et al. 2006) and are highly

conserved in alternative exons (Sorek and Ast 2003). Taken together,

this suggests that ‘‘rate shifts to conservation’’ residewithinESRs and

may be related to gain of functionality. Therefore, we used these sites

in search for sequences that might function as ESRs.

We searched inside constitutive and alternative exons for the

overabundance of ‘‘rate shifts to conservation’’ in all possible 6-nt

combinations or hexamers, and yielded a list of 141 and 23 highly

significant hexamers as possible cis-acting regulatory elements in

constitutive and alternative exons, respectively. These hexamers

were also found in putative ESR groups that specifically bind to the

human SR proteins SRSF1 and SRSF5 (Cartegni et al. 2003), and

mostly to SC35 (Liu et al. 2000). We conducted experiments that

provide strong evidence for the predicted function of a selection of

the hexamers identified in this research. Our results suggest that

analyzing evolutionary rate in constitutive and alternative exonic

sequences can help identify the elements that take an active role in

the regulation of alternative splicing.

Machine-learning prediction of the mode of splicing

In this study, we identified several new features that discriminate

alternative from constitutive exons and used these features to pre-

dict the mode of exon splicing. We were able to achieve an AUC

score of 0.91 for exons that maintain their skipping mode in hu-

man and mouse, in a data set comprising a 1:1 ratio of alternative

and constitutive exons. While others have achieved similar AUC

values for human-mouse conserved exons (Dror et al. 2005), here

we show that the new features obtained in this work not only

discriminate well between human-mouse conserved alternative

and constitutive exons, but can also distinguish between exons

with no restrictions applied, embracing the whole human exome

(AUC score of 0.85 when discriminating between all the alterna-

tive exons in our data and randomly selected constitutive exons).

Experiments were used to validate the predicted exon classi-

fications. These experiments indicated that exons that are pre-

dicted to be alternatively spliced by themachine learning and that

were previously labeled as constitutive exons are genuine alterna-

tively spliced exonswith a low level of skipping. Thesemisidentified

alternatively spliced exons probably reflect the fact that the splicing

pattern varies depending on specific conditions or tissue types. They

were likely to be misidentified because they were inferred from EST

data that originate from conditions in which they are not spliced.

Our machine-learning predictions classified numerous constitutive

exons as highly likely to be alternatively spliced. Taken together

with the experimental results above, our study suggests that the

total number of exons that are currently labeled as alternatively

spliced in the human genome is underestimated.

In conclusion, our findings enable better understanding of

the complex network of signals that influence the recognition of

exons by the splicingmachinery. We provide a novel evolutionary

theory for the formation of the skipping mode in exons, and fi-

nally, we were able to use the features obtained here for a highly

accurate identification of the mode of exon splicing within the

human genome.

Methods

Constitutive and alternative exon data set construction

Data sets for human constitutive and alternative exons were

obtained as in Schwartz et al. (2009a), based on the RefSeq and the

spliced EST tracks of the human genome from the UCSC Genome

Browser (http://genome.ucsc.edu/; Karolchik et al. 2003). Consti-

tutive exons were defined as those having 100% inclusion sup-

ported by at least five ESTs, yielding a total of 111,617 constitutive

exons. For alternative cassette exons, we required a minimum of

five ESTs overlapping the exon, with a minimum of three ESTs

supporting skipping, and a total inclusion level of 30%–98%. This

yielded 4433 human alternative exons; no information regarding

their skipping mode in more remote species was gathered.

Compilation of 17 vertebrate genome multiple sequence

alignments and identity calculation of ‘‘vertebrate

and older’’ exons

For the construction of the MSA data set, we used the coordinates

of the exons excluding the first and last exons of a gene (which are

not designated to be alternative cassette exons) and 200 nt from

their flanking introns. Using the alternative and constitutive data,

we extracted sequence alignments for 17 vertebrate organisms:

human, chimp, rhesus monkey, mouse, rat, cow, dog, armadillo,
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elephant, tenrec, opossum, rabbit, chicken, frog, and three fish

species: fugu fish, zebrafish, and tetraodon. MSAs are based on the

University of California at Santa Cruz (UCSC) multi-species align-

ments (17-way conservation track) and were downloaded from the

Galaxy platform (http://galaxy.psu.edu/; Giardine et al. 2005) us-

ing exonic coordinates of the human genome (hg18). The UCSC

alignments are produced using the MULTIZ aligning method

(Blanchette et al. 2004), which is well-characterized and widely

used (Washietl et al. 2005; Zhang and Chasin 2006; Alekseyenko

et al. 2007). We used the ‘‘Fetch Alignments–Extract MAF blocks’’

tool of the Galaxy platform. This tool superimposes genomic co-

ordinates on multiple alignments and excises alignment blocks

corresponding to each set of coordinates. A single genomic interval

may correspond to two or more alignment blocks, and therefore

a Perl script was used to concatenate alignment blocks based on

exon–intron boundaries, which provided us withMSA data sets for

all 17 vertebrates, of alternative and constitutive exons and 200 nt

of their flanking intronic sequences. Next, we used the following

rules to ensure the nature (exonic/intronic) of the alignments:

(a) We verified for each species that every two sequences that were

concatenated originated from the same genomic location. Align-

ments that did not match to the same locations were omitted,

resulting in the removal of the whole exon from the analysis. (b)

Each exonic alignment of every species was verified to originate

from an exon in an annotated RefSeq (Pruitt et al. 2005) of that

species in order to prevent using intronic or intergenic sequences

as exonic. (c) We calculated exon age (as explained below) and

verified that all exons used for percent identity calculations were of

the same VO group so that younger exons did not bias the identity

calculations in primates and mammals.

The exons were separated into three age groups as in Corvelo

and Eyras (2008). An ortholog to a human exonic sequence that

originates from an exon and was found in at least one of the early

vertebrate species and at least in one of themammalian specieswas

considered to belong to the VO group. A sequence that was found

in at least one of the mammalian species, and not in any of the

early vertebrate species was considered as MS, and a sequence that

was found only in human and any of the other primates was

considered PS.

Per base identity was calculated between each species and

human. The identity was calculated for each human exon and

flanking introns (200 nt). Identity was given a value of 1 for a

perfect nucleotide match or 0 for any mismatch or nonhuman

gaps. Human gaps were omitted. Next, an average identity of each

base was calculated.

Splice site scoring

In order to score the splice sites across the various organisms, it was

necessary to obtain Position Specific ScoringMatrices (PSSMs) of the

39ss and 59ss in those organisms. For this purpose,we extracted these

two signals from splice siteMSAs that had sequences of 12vertebrate

species, thus excluding the following species: armadillo, elephant,

tenrec, rabbit, and tetraodon. The 39sswas defined as the 20 intronic

nucleotides upstream of exons concatenated with the first three

exonic nucleotides, whereas the 59ss was defined as the three ter-

minal exonic nucleotides concatenated with the first six intronic

nucleotides. Only G[T/C]-AG exons were used for this analysis.

Subsequently, every 39ss and 59ss was scored based on its adherence

to the species-specific PSSM (Schwartz et al. 2008), as follows:

score = +
K

i=1

log2ðf i;Ai
Þ;

where A is the sequencemotif to be scored, K is themotif length,

and fi,Ai
is the PSSM frequency at character Ai that is found in the

ith nucleotide in the motif, as in Shapiro and Senapathy (1987).

Next, the score was normalized between 0 and 100 as follows:

score =100 3 ðscore - MinÞ=ðMax - MinÞ;

where Min and Max are the minimum and maximum splice site

scores over all motifs in that genome. As controls, we also scored

the sequences based on the Maximum Entropy Model of Short

Sequence Motifs according to Yeo and Burge (2004).

Orthologous exon identification and properties

Based on the exon alignment data sets, we retrieved the data

concerning the orthologous exons coordinates, their splicing

pattern in human, length, and flanking introns data (length,

position, and sequence). We used those data sets to examine

the relationship between splice site scores, sequence conser-

vations, and length. Dependencies between the different fac-

tors were analyzed using the R statistical computing program

(R Development Core Team 2006), which was also used for the

statistical tests.

Reconstruction of exon and intron ancestral length

To reconstruct the length of ancestral exons and introns, we used

the maximum parsimony paradigm. The reconstruction was per-

formed using only MSAs with a taxon sampling of 12 species and

using sequences that originate from exons according to RefSeq

annotation (Pruitt et al. 2005), thus verifying that all exons se-

lected for this process are of the same VO aged exons group. Exon

and intron lengths were retrieved using the RefSeq tracks of each

species from the UCSCGenome Browser (http://genome.ucsc.edu/;

Karolchik et al. 2003). Ancestral sequence length was recon-

structed at each internal node of the tree using Sankoff’smaximum

parsimony algorithm (David 1975). The size of the alphabet used is

determined according to the size of the longest sequences present

in the leaves, and the cost of transition between two different se-

quence lengths is assumed to be the squared difference between

these two lengths.

The small differences in exon length between mammalians

and vertebrate ancestor might be biased by the sample of species.

Thus, the reconstruction analysis for exons and flanking introns

was performed three times using three different phylogenetic trees,

each excluding a different species (human, mouse, or zebrafish).

The re-analyzed reconstruction produced similar results of the

ancestral exon length with no significant differences among the

three cases and the original 12-species data. Intron length recon-

struction exhibited a small but significant difference among the

three cases and the reconstruction of the original 12-species data.

However, the reconstructed lengths in the cases excluding human

(upstream intron: 1173, downstream intron: 1145) or mouse (up-

stream: 1170, downstream: 1144) were very close in intronic

measures (<100 nt) to the original 12-species data (upstream: 1107,

downstream: 1097). In the case of ancestor length reconstruction

excluding zebrafish, the results show the ancestral introns (flank-

ing either alternative or constitutive exons) were of shorter length

than reported for the 12-species data (ranging between 756 and

909). These outcomes verify that the reconstructions that were

made for the 12-species sample set are suitable for use in the length

analyses.

Reconstruction of splice site motifs

The ancestral reconstruction of the 39ss and 59ss was performed

with the FASTML program for computing maximum-likelihood

ancestral sequence reconstruction (Pupko et al. 2000), using the

Gelfman et al.
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Jukes and Cantor (1969) substitution model. The reconstruction

was performed using the same MSA selection restrictions as the

length reconstruction, thus verifying a taxon sampling of at least

12 species, sequence exonic origin in an annotated RefSeq (Pruitt

et al. 2005) of the species, and VO age exon group. Splice sites were

retrieved only for introns that had their length reconstructed, so

that for each pair of reconstructed intron length (upstream and

downstream) we reconstructed both splice sites of their middle

exon. We next used the FASTML program to reconstruct the an-

cestor motifs. The program receives a set of sequences and an evo-

lutionary tree as input and reconstructs the ancestral maximum-

likelihood sequence. We then retrieved, for each pair of introns,

the sequence at the ancestral node.

Pictograms

Graphical representations of PSSMswere composed using a BioPerl

(Stajich et al. 2002) module for generating Scalable Vector Graphics

(SVG) output of Pictogram display for consensus motifs, as was

described by Burge et al. (1999). The height of each letter is pro-

portional to the frequency of the corresponding base at the given

position, and bases are listed in descending order of frequency

from top to bottom. Pictograms were constructed for all ortholo-

gous splice sites (Supplemental Fig. S5), and also in a genome-wide

manner, to include all splice sites of each of the 12 species exam-

ined (Supplemental Fig. S8).

Detection of site-specific variation in evolutionary rate

For the detection of evolutionary rate shifts in the exonic and

intronic sequences, we used ‘‘Covarion’’ (Pupko and Galtier

2002). The ‘‘Covarion’’ program is based on maximum-likelihood

site-specific evolutionary rate estimates at every site of a given

MSA. Given a specific branch point the program estimates for

each site the rate for one sub-tree and the rate for the other sub-

tree, both extracted from a phylogenetic tree consisting of 12

vertebrate species. The underlying assumed substitution model

was of Jukes and Cantor (1969). For a given site, statistically

different rates for the two sub-trees reveal a change in func-

tional constraints. The significance of the difference between

the two groups was assessed using a likelihood-ratio test. This

approach allowed the detection of sites that had highly different

rates in two subgroups, and so reveals a change in the selection

pressure of the site.

We distinguished rate shift positions by the direction of

their shift: ‘‘Rate shifts to conservation’’ are sites where the rate

of the sub-tree containing human was significantly lower than

the rate of the sub-tree of the evolutionary remote species, i.e.,

the examined position became conserved. ‘‘Rate shifts to vari-

ability’’ are sites where the rate of the sub-tree containing hu-

man was significantly higher than the rate of the sub-tree of the

evolutionary remote species, namely a conserved position that

became variable. We split the vertebrate tree at several branch

points to identify rate shifting sites between the two extracted

sub-trees. We detected significant rate shifting sites (maximum-

likelihood test, P-value < 0.05) at several branch points along

the phylogenetic tree. However, only when comparing the evo-

lutionary rates between themammalian and the nonmammalian

sub-trees did we receive an amount of ‘‘rate shifts to conserva-

tion’’ that was sufficient for the analyses. Since the phylogenetic

tree used for these analyses is virtually small (four non-

mammalian and eight mammals), the relatively small size of the

sub-trees might explain this outcome. We therefore chose to

examine only rate shifts found in the transition from vertebrates

to mammals.

Next, each sequence was given two rate shift scores normal-

ized to sequence length. For both types of rate shifts, the score was

calculated as follows:

score = RS3 100=Lð Þ;

where RS is the sum of rate shifts in the sequence (rate shifts to

conservation or variability), and L is the sequence length. Hence,

the final scorewas calculated as the average rate shift abundance in

exons (normalized per length) and was repeated for the entire al-

ternative or constitutive exon data (exons with no rate shifts re-

ceived a value of 0).

To test the distribution of rate shifting sites along the exons,

we focused only on exons that contain rate shifts. The abundance

of rate shifting sites was calculated per exon position in three re-

gions along constitutive and alternative exons: the first 30 nt of the

exon downstream from the 39ss, the middle of the exon, and the

last 30 nt of the exon upstream of the 59ss. The rate shift score rep-

resents the density of shifting sites in each of these regions (nor-

malized per length).

Prediction of splicing cis-regulatory elements

The prediction of regulatory sequences was done for all possible

4096 hexamers, for alternative and constitutive exons. The num-

ber of sites that were shifted to conservation was counted for each

hexamer, for both kinds of exons. We then compared this number

to the expected number assuming rate shifting sites are randomly

distributed. P-values were calculated using Fisher’s exact test and

corrected for multiple testing (FDR, a < 0.01). Hexamers with

P-values < 0.01 were considered functionally important (separate

tests were performed for each type of exon, alternative and con-

stitutive). For alternative exons, when a hexamer is created by

significantly more conserved rate shifts than expected, this hex-

amer might have functionality as an exonic splicing silencer (ESS)

regulatory motif and supports the skipping of the exon. For con-

stitutive exons, hexamers overlappingmany conserved rate shifting

sites are predicted as ESEs—enhancing the selection of the exon by

the splicing mechanism.

Machine-learning algorithms for predicting exons

as constitutively or alternatively spliced.

Machine-learning classification algorithms were trained on a data

set of exons thatmaintain their splicing pattern in bothhuman and

mouse. The data set consists of 414 alternative exons and 414

constitutive exons randomly selected out of a total of 33,197 con-

stitutive exons. Ninety-three features were used for the classification

algorithm. Nine features capture exon structure properties: chro-

mosome, length, serial position in the transcript, human-mouse

conservation, 39ss and 59ss score (for two different scoring

methods), and division of exon length by 3 (yes/no). Two features

represent the evolutionary rate analysis of the exon: abundance of

‘‘rate shifts to conservation’’ and abundance of ‘‘rate shifts to vari-

ability.’’ Since the GC content of the sequence is a major structural

property, we added six features that represent the GC content and

DNA methylation level: GC content of the exon, GC content of 15

nt upstream of and downstream from the exon, difference of GC

content between exon and upstream and downstream introns, and

CpG DNAmethylation level of the exon as obtained from genome-

wide data generated by Lister et al. (2009). Eight features are com-

puted for the flanking introns of the exon: length, human-mouse

conservation, abundance of rate shifting sites to conservation, and

abundance of rate shifting sites to variability. The other 68 features

represent the hexamers with the highest rating that were obtained

by performing ‘‘rate shifts to conservation’’ abundance tests: 39

Splicing affected by exon–intron structure changes
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hexamers that were found to be significantly enriched (P-value <

0.005) in ‘‘rate shifts to conservation’’ in constitutive exons, and 29

hexamers that were found to be significantly enriched (P-value <

0.02) in ‘‘rate shifts to conservation’’ in alternative exons (one

hexamer existed in both lists and was therefore removed).

The machine-learning schemes were written in Java using

algorithms implemented in the WEKA library (Witten and Frank

2005). The classification algorithms tested were naı̈ve Bayes,

Bayesian networks, and SVM (SMO). For the Bayesian networks,

two different search algorithms were used to estimate the de-

pendencies between the features: K2 search algorithm (Cooper and

Herskovits 1991, 1992) and the tree augmented Bayes network

(TAN) search algorithm (Friedman et al. 1997). The SVM classifier

was used with two different kernels: polynomial and radial basis

function (RBF). For the Bayesian classifiers, a preprocess of dis-

cretization of the continuous data into 10 equal-frequency bins

was tested in addition to the default discretization of WEKA. Fea-

ture selection was performed by applying a ‘‘wrapper’’ ( John et al.

1994; Kohavi and John 1997) to find the best performing features

for each one of the algorithms, using BestFirst hill-climbing search

algorithms (Dechter and Pearl 1985). The classification perfor-

mances were measured twice: first for the model selection, i.e., to

select the best classifier, and second to assess the accuracy of the

classification scheme. The evaluation was done using 10-fold cross

validation, i.e., 90% of the training data were randomly chosen

and used to train a classifier, and the remaining 10% were used to

evaluate the classifier performance (Witten and Frank 2005). For

each fold, ROC curves were constructed to test the performance in

classifying exons to either alternative or constitutive. From the

ROC curves, the AUC of the classifier was computed, a score which

is equivalent to the probability that the classifier will rank a ran-

domly chosen positive instance higher than a randomly chosen

negative instance (Green and Swets 1966; Fawcett 2006). A yielded

AUC value of 0.5 represents a random classification and a yielded

AUC value of 1 is a perfect classifier. Since the performance de-

pends on the division of the training data, the procedure is re-

peated 10 times, so that each 10% is used once to evaluate per-

formance. The reported AUC of each classifier is the average AUC

of the 10 iterations of the cross-validation procedure. The chosen

classifier was the one with the highest average AUC. In order to

estimate the classification scheme accuracy while avoiding over-

estimation, the whole process underwent 10-fold cross-validation:

90% of the training set was used for the model selection (i.e., to

select the best performing classifier using an inner 10-fold cross-

validation) and the 10% were used as an untouched test set to as-

sess the performances of the best classifier selected. This was re-

peated 10 times, and the accuracy of the scheme is the mean AUC

of the best performing classifiers on the 10 different test sets. Ap-

plying the outer 10-fold cross validation on both data sets tested

(human-mouse conserved exons and all the human alternative

exons) gave virtually the same results. The human-mouse con-

served data yielded an AUC lower by 0.0004, and the data in-

cluding all the alternative exons in human yielded a mean AUC

higher by 0.0008 than the one achieved in the model selection

phase. The individual performances of each feature were com-

puted using the ‘‘One Rule’’ (Holte 1993) classifier with default

parameters.

Construction of the SXN13-derived minigenes

The hexamer-regulatory motifs and their mutants were cloned

into SalI and BamHI sites of the SXN13 reporter system using the

oligonucleotides depicted in Supplemental Table S3. The SXN13

minigene was a kind gift from Thomas A. Cooper (Coulter et al.

1997). The following primers were used to detect the splicing

pattern: 59-CATTCACCACATTGGTGTGC-39 and 59-AGAACCTCT

GGGTCCAAGGGTAG-39.

RNA isolation and RT-PCR amplification

RT-PCR analysis was performed on human RNA from skin, lung,

and pancreas tissues, as well as RNA extracted from Jurkat and

HeLa cell lines. RNA extractionwas done using TRI reagent (Sigma)

and then treated with RNase-free DNase (Ambion). cDNA was re-

verse-transcribed using RT-AMV (Roche) and oligo-dT primers

following the manufacturer supplied protocol. The cDNAwas am-

plified by PCR using Red Load Taq Master (Larova).

Amplification of splicing products

For each exon tested, oligonucleotide primers were designed to

flanking exons (Supplemental Table 1A) and exon junctions

(Supplemental Table 1B). Amplification with primers from flank-

ing exons was performed for 30 cycles, consisting of 94°C for 45

sec, annealing at a primer-specific temperature (4°C below the

primer’s melting temperature) for 45 sec, and extension at 72°C for

1 min. The program was ended by one stage of gap filling at 72°C

for 10min. The spliced cDNAproductswere separated in1%agarose

gel and confirmed by sequencing. Amplification with primers that

were located on exon junctions was performed for 35 cycles, con-

sisting of 94°C for 45 sec, annealing at a primer-specific tempera-

ture (4°C below the primer’s melting temperature) for 45 sec, and

extension at 72°C for 1 min. The program was ended by one stage

of gap filling at 72°C for 10min. The products were resolved on 2%

agarose gel and confirmed by sequencing. To confirm that exon-

junction primers aimed at the exclusion isoforms did not acciden-

tally amplify inclusion isoforms, the inclusion isoforms’ cDNAs

were cloned into TOPO TA cloning kit (Invitrogen) and verified by

sequencing. These clones were then amplified by PCR using exon-

junction primers aimed at the exclusion isoforms andwere verified

to have no PCR product.
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