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The use of commercial microwave radio networks which are a part of cellular communication infrastruc-
ture for mapping of the near-the-ground rainfall is challenging for many reasons: the network geometry
in space is irregular, the distribution of links by frequencies and polarizations is inhomogeneous, and
measurements of rain-induced attenuation are distorted by quantization. A non-linear tomographic
model over a variable density grid is formulated, and its applicability and performance limits are studied
by means of a simulated experiment using a model of a real microwave network. It is shown that the pro-
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1. Introduction

The use of commercial microwave communication links which
are a part of cellular telephony infrastructure for estimation of pre-
cipitation [1,2] is advantageous for many reasons: they are wide-
spread over the world, fixed, line-of-sight and operate at
frequencies of tens GHz, where precipitation is the major source
of interruptions, resulting in attenuation of the received signal.
Moreover, terrestrial microwave links (or backhaul links, connect-
ing cellular towers back to a core network) are typically located a
few tens of meters above the ground, providing therefore a useful
facility for measurements of near-surface precipitation. Such links
form dense networks and employ power control facilities for mon-
itoring of network performance and adjusting power to assure
undisturbed reception. These automatic power control systems re-
quire routine measurements of Received Signal Level (RSL) by
receivers. Records of transmitted and received power, reflecting
rainfall-induced attenuation A (dB km™') are collected at a control
center and naturally allow estimation of average rain rate R
(mm h~') per link based on the well-known power-law attenua-
tion equation [3]:

A=ar’ 1)
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where the coefficients a and b are, in general, functions of fre-
quency, polarization and drop size distribution (DSD) [4].

It has long been known that nearly linear relation of microwave
attenuation A to rainfall R at wavelengths of 1 cm could serve as a
basis for measurements of path-integrated and area-integrated
rainfall [4-6]. The recent advances in communication technology
enabled use of off-the-shelf commercial microwave equipment to
measure near-the-ground rainfall. Thus, the advantage of micro-
wave links for high temporal resolution measurements over con-
ventional rain gauges was demonstrated in [7]. The use of dual-
frequency links, operating at different, specially selected frequen-
cies, allows estimation of rainfall rate as a linear function of ratio
of two attenuations, lowering the effects of unknown DSD and pro-
ducing reliable estimates of path-integrated rainfall [8,9] and rain-
fall spatio-temporal distribution, in conjunction with rain gauges
and radar [10]. Following these findings, a number of applications
of microwave measurements were explored. Thus, the advantages
of use of single-frequency links for urban rainfall measurements
were shown in [11]; others include calibration of weather radar
[12], a two-steps procedure for correction of X-band radar attenu-
ation and resulting rainfall estimates [13], identification of melting
snow [14] and even estimation of DSD parameters [15].

The use of microwave attenuation measurements for tomo-
graphic reconstruction of rainfall fields was pioneered by Giuli
et al. [16,17] who suggested a specially designed hypothesized sys-
tem of microwave links with a predefined geometry, operating at
specially selected frequencies where the A-R relationship is linear,
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combined with point rain gauges. This system allowed application
of linear tomography to reconstruct spatial distribution of rainfall.

The existing approaches, however, heavily rely on dedicated
equipment. The use of commercial hardware installations poses
new challenges because commercial microwave networks are opti-
mized for high communication performance and are designed in
the way that reduces the effect of weather-related impairments
on quality of service. Thus, the observation type, time and magni-
tude resolution, network geometry and frequencies are predefined
and, in most cases, cannot be changed.

While some systems allow direct attenuation measurements at
the temporal resolution of 1 min, others are designed to only mea-
sure minimum and maximum RSL for the 15-min time interval [1],
or one instantaneous value each 15 min [2]. Time resolution for old
equipment can even be worse, e.g. once per day measurements of
minimum RSL. Power resolution (quantization) depends on specific
equipment and may vary from 0.1 dB to several dB, which can re-
sult in large errors. The attenuation measurement error in estima-
tion of integrated rainfall over a link [18] in presence of 4 dB
quantization does not exceed 4/2. Therefore, the maximum error
can be estimated according to (1) as

1
(. AN
8R7(R +2aL) R

In Fig. 1, we show simulation of maximum error in estimation of
average rainfall due to 4 =1 dB quantization as a function of link
frequency and length, according to [19].

Other difficulties in estimation of average rainfall per link from
signal attenuation include uncertainties due to variability of DSD
along the link [20], wet antenna attenuation [2] and uncertainty
in determination of clear air attenuation due to water vapor-in-
duced attenuation and scintillation effects [8,9].

Next, the geometry of the system of links is arbitrary, and the
spatial resolution of the precipitation measurements is therefore
determined by a given link topology. The analysis of a real micro-
wave link network from an Israeli cellular provider (249 links, cov-
ering Israeli coastal plain which is discussed in the paper) shows
that link density is highly variable - from 3 links per km? in urban
areas up to 0.3 in rural ones.
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Finally, the power-law equation (1) is non-linear at the fre-
quency bands of 8, 18, 23 and 38 GHz - typical frequency bands
used for communications; it is impossible to use linear tomogra-
phy, since each link, in general, operates at its own frequency. It
was demonstrated [6] that at the frequencies of about 35 GHz,
the power-law relationship is approximately linear and is essen-
tially independent on DSD and temperature, showing empirical er-
rors of less than 10%. However, the uncertainties in determination
of path-averaged rainfall intensity due to variation in DSD increase
with lowering the frequency, reaching more than 20% at the fre-
quencies of about 9 GHz. On the other hand, it was found in [15]
that the instantaneous estimates based on the power-law equation
(1) tend to overestimate the actual rainfall rate, especially at in-
tense rain rates, where variations in DSD affect the power-law
measurements, even though the agreement between power-law
and dual-frequency estimates is very good during intervals of
stratiform rain.

The aim of this paper is to demonstrate the potential of the
commercial microwave communication links in large-scale rainfall
measurements using a model of a real microwave system. We pro-
pose a non-linear tomographic model over a variable cell size grid
and conduct a simulated experiment to obtain quantitative esti-
mates of the major effects which are specific for commercial
microwave networks - irregularity of the network topology, obser-
vation quantization and non-linearity of the power-law equation
for different links, constituting the network.

2. Tomographic model

We formulate a non-linear tomographic model, where each link
i is characterized by power-law coefficients a;, b;, corresponding to
the link’s frequency.

Suppose we have a set of observed rainfall-induced RSL attenu-
ations A;, i=1,...,m from m wireless links of length L; each one.
Using (1), we obtain m expressions, relating the observed A; with
path-averaged rainfall R; for the ith link [6]:
A= al-Rf”'L,- = ai/ r(x)b"dx, i=1,....m (3)

L

i

where r(x) is the true instantaneous rainfall in the point x.
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Fig. 1. Maximum rainfall estimation error due to 1 dB quantization as a function of link length and frequency, at the rain rate R=15mmh.
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Let us consider a 2D block model of the atmosphere where the
whole region is divided into n small cells (pixels) and r is an n-vec-
tor of rainfall intensities. We make the following assumptions
regarding the underlying rainfall field: (a) the rainfall intensity r;,
j=1,...,n is assumed to be constant within each pixel (see
Fig. 2) and (b) the rainfall field is smooth and its spatial correlation
function takes the form [21]:

p(d) = coexp {— (%) SO] (4)

Here, d is the separation distance between two points, ¢, is the cor-
relation value for near-zero distances, accounting for local random
errors in measurements, do is the correlation distance (“scale
parameter”) and s, is the correlogram “shape parameter”. The
parameter ¢, was taken equal to one and the parameters dy, So
are obtained by fitting [21] the model (4) with experimental spatial
correlation values, estimated from a set of 26 radar rainfall maps
(see Section 4 for the description of the event, considered in this
study) over the 0.775 x 0.775 km? radar grid.

To formulate the tomographic equation, let l; be the length of
the part of ith link passing through the jth pixel, so that
L= Z}‘leij. Following the assumption (a), the system of equations
(3) can be rewritten as

n
A,—:a,-Rf"L,—%a,-Zl,-jrf"’, l:‘l,m (5)
=1

and the system of m tomographic equations is, consequently, for-
mulated as

fi(r)zzlijrf‘*LiR?": , i=1,....m (6)
=

From this system of equations it can be seen that the tomographic
problem is inherently non-linear and the average rainfall intensity
R; depends on both rainfall intensities r and the power-law coeffi-
cient b;. The system of equations (6) can be solved for unknown r
by a variety of methods. Here we used the iterative Newton-Raph-
son method [22] for finding solution to the system of non-linear
equations (6), where the problem is linearized at every iteration t.
The algorithm consists of taking two first terms of Taylor series

expansion of f (a vector of function f;, i=1,...,m) and results in
a linear matrix equation:
]r : Brtﬂ = _f(rt) (7)

where for every t, J; = 9f;(r)/dr; is the Jacobian matrix and the up-
dated estimate of rainfall is r;,; = r; + 8r;,1. One necessary require-
ment of the method is that the functions f should be continuously
differentiable, that is in general not true for b; < 1 (for example,
for a horizontally-polarized link, operating at frequencies above
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Fig. 2. A 2D block model of atmosphere. A wireless link is established from the cell
9 to the cell 4.

24 GHz according to [19]). The matrix J involves derivatives of r}’?’
in the form of b,-r]’.’f’l. In this case, these derivatives do not exist
for r; = 0, which should be taken into account. Another limitation
of the linearization technique is that its convergence properties de-
pend on initial guess. We initialized the rainfall field as
ro=0.001 mmh~.

When dealing with an irregular microwave network and m < n,
this inverse problem is underdetermined and requires some regu-
larization. Here, we seek for a smooth solution answering the
observations. To perform the linear inversion, we use SIRT - simul-
taneous iterative reconstruction technique [23], embedded into the
inversion procedure:
orlty" = orlt, + N ID, " (—f(r) —J, - orlt) ) ®)
where k is the SIRT iteration index, N is a diagonal matrix whose
components Nj; are numbers of links passing through the pixel j,
and D is the diagonal matrix whose components are (D;); = (JJ7);-

Note that the matrices D and N are invertible only if there is at
least a part of a link passing through each pixel j=1,...,n. All
“empty” pixels should be therefore excluded from the reconstruc-
tion procedure. After reconstruction, the rainfall in the “empty”
pixels can be estimated from their neighbors, using interpolation
by cubic splines, see Section 3. It can be shown [24] that the se-
quence rik) converges to one of the infinite number of solutions
of JiJ, - 8tey1 = —Ji£(re), which depends on the initial r{?,. We mod-
ify this procedure by adding a smoothing operator S, introducing
correlation between neighboring pixels: rik) —S. rﬁ’”. The idea be-
hind this smoothing-constrained inversion [25] is that, rather than
fitting experimental data as well as possible which maximizes the
roughness of the model, a smooth model which fits the data to
within expected tolerance is sought. The nxn matrix
S= [sl,sz,...7s,,]T is constructed from the n x n distance matrix
D =[dy,d,,...,d,]", which members (D);; = dji are distances from
pixel i to pixel j:

§j = [p(dj)]"/Z[p(dﬁ)]’ )
i=1

where p is the spatial correlation function of rainfall given by (4)
and y > 0 is the “decorrelation power”. When setting y < 1, the
smoothing is maximal since the operator S just averages all ob-
served rainfall r; when setting y > 1, S approaches the identity
operator, and no smoothing takes place. The optimal y is deter-
mined experimentally, see Section 4.

The entire inversion algorithm can be formulated as follows:

(1) Initialization: Set t =1, r,_; = 0.001 mm h-'.

(2) Linearization: Calculate J,.

(3) Inversion: Perform linear inversion of (7) by iterating (8)
through k and, at each iteration, constraining the solution
to be positive and applying the smoothing operator S. Pixels
below zero are replaced by white noise with mean and stan-
dard deviation 0.05mmh™!, to push the estimates away
from an incorrect negative solution. The resulting values
are clipped to minimum 0.001 mm h~". Iterations continue
unless the condition |5 — 5r¥|| < ¢ is met.

(4) Stop condition: The reconstruction procedure finishes when
the stopping criterion |r.,; — I¢|| < ¢ iS met; otherwise, the
linearization process continues (set t =t + 1, move to step
2).

In practice, this linearization procedure is very accurate and
converges fast (typically in 3-4 iterations). However, when quanti-
zation noise is added to simulation, the linearization is less accu-
rate, as illustrated by simulation results, presented in Section 4.
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3. Variable cell size grid

A conventional rectangular grid, used in the most tomographic
applications, does not fit the networks whose link density varies in
space; with the uniform grid, spatial resolution is determined by
sparse areas (every pixel of any grid should be crossed by at least
a part of one link), loosing the advantage of dense parts of a link
network.

The density of such variable density grid should follow the spa-
tial distribution of microwave links (the denser network, the smal-
ler reconstruction cells), and the cells themselves should be as
much isometric as possible. To formulate the data-driven grid
building procedure, we firstly need to represent the microwave
network in a convenient form. Assuming that each part of every
link of the length 4l — O carries a portion of information about
the rainfall field, we consider each link as a union of n,, intervals
and represent each interval as a point in space, according to the
coordinates of the interval center. The whole network of m links
is therefore represented as a set of data points Q= {w},
k=1,...,m x n,, where each wy is a 2-vector of coordinates of
the kth point. The assumption behind such representation of an
interval by a point is that the rainfall intensity is constant in the
circle of radius 41/2 around the point, which is plausible for
Al < 0.775 km (the spatial resolution of the model, used for simu-
lation, see Section 4; in real applications, the maximum 4! should
be chosen according to the spatial correlation properties of local
rainfall patterns). Since link lengths L;, i = 1,...,m in our experi-
mental setup do not exceed 27 km, we have chosen n,, = 35.

We propose here a variable density reconstruction grid, which
is optimized for a specific microwave link installation to fit the cel-
lular backhaul network. The data-driven algorithm for building of
reconstruction grid is formulated as an iterative top-down tree
growing procedure, where at each iteration a subset of the most
populated (by links) cells is selected for binary split. To supply

the desired properties to the data-driven grid, we adopt the K-
means clustering algorithm [26], described below.

The algorithm finds a locally optimal partition {Cy, ..., Cx} of the
database Q to minimize the sum of Euclidian distance between each
element of Q and its nearest cluster center (centroid) C;,i = 1,...,K:

K K

Cq,...,Ck} = argmin
{Gr,.o G} gm >

A
n 3> jwy - w| (10)

=1

.

where K is the number of clusters, Px(Q) is a set of all the partitions
of the database Q into K non-empty clusters, K; is the number of ob-
jects of the cluster i, w; is the jth data point of the ith cluster and w;
is the centroid of the ith cluster, that is defined as

I QL .
wi:fi;w,j, i=1,...,K (11)
The K-means algorithm is summarized as follows:

(1) Assignment: Find for each data point its closest cluster cen-
troid. Then, if a cluster has no data points assigned (which
means that there is no link crosses the cell, represented by
this centroid), the cluster is removed from the current parti-
tion. This way it is assured that each cluster is crossed by at
least a part of a link.

(2) Calculation: For each cluster i =1,... K, estimate w; as a
center of masses of its data points according to Eq. (11).

(3) Stop condition: Stop if there was no move of data points
between clusters since last iteration. Otherwise, move to
step 1.

Since the number of points n,, is the same for all links, the data
points, corresponding to short links are closer to each other in
space relatively to longer links, and therefore shorter links receive
higher weight in the clustering procedure (for example, two short

32.8

32.7

322

3211
Tel-Ayi

32

Fig. 3. Voronoi charts showing (a, b) different stages of building of the variable density grid (squares are cell centers) and (c) the resulting grid used for simulations, consisting
of 193 clusters for 249 links of a real microwave network along the Israeli coastal plain.
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links of length L; and L, carry more information about the spatial (1) Initialization: Set t = 1 and create an initial partition, consist-
distribution of rainfall than one longer link of the length L; + L). ing of a single centroid C;, with coordinates w; (K = 1),
The complete iterative (through t) tree growing procedure is de- which is calculated as a center of masses of all data points,
scribed below: representing the network.
Original: 26/12/06, 12:53 Reconstructed: 26/12/06, 12:53

e

320°N

d

32.0°N

Fig. 4. Rainfall fields at two time slots (a, b) and (c, d). Figures (a, c) show original (model) rainfall, (b, d) - tomographic reconstruction with 0.1 dB quantization. Tel-Aviv area
is indicated by the rectangle in (a).
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(2) Splitting: At each tree growing iteration t, all clusters which
have data points from two and more crossing links are
selected for binary split. Then, each selected centroid i is
split into two along the dimension with the highest variance
of data points distribution:

G — {Ci,C}, W; — {W;+6;, W; — §;}, i=1,...,K(12)
1,0", on > ai .

PR ’O]T’ i oR 9K (13)
[0,1]", otherwise

K, 1/2

6; = [oi1, 00" = [% jzl(wg_wi)z} , i=1,..,K (14

(3) Re-clustering: K-means algorithm is executed for the new
partition with splitted cluster centroids, producing a new
grid with K clusters.

(4) Stop condition: If the desired grid size K® is reached
(K1Y > K%, stop iterations. Otherwise, continue tree grow-
ing (set t =t + 1, move to step 2).

The algorithm of tree growing is therefore a sequence of splits,
followed by K-means clustering after each one.

The optimal grid size K¢ = 193 (Fig. 3c) is determined experi-
mentally (see Section 4). Examples of intermediate iterations of
the tree growing procedure are shown at Fig. 3a and b. Since we
are interested in the estimation of the rainfall intensity for every
point in space, the reconstruction over the variable density grid
should be followed by interpolation of obtained results into the
rectangular grid with a predetermined pixel size. Here, we choose
to use 2D cubic interpolation, which is based on triangulation of an
irregularly spaced set of points, and consists of finding curved tri-
angular shapes, whose slopes on both sides of each boundary can
be made equal. This method provides a surface with continuous
first and second derivatives which can be considered as an ade-
quate representation of a smoothed rainfall field if interpolated lo-
cally, i.e. the triangles are as close as possible to equilateral (for
details, see [27]). This, however, is not always possible; thus, the
triangles may be poorly shaped (thin and elongated), for example,
if the outermost data points form a concave set near a boundary of
the monitored area (see Section 5). To eliminate the resulting arti-
facts, we bounded the reconstruction area by a set of 400 equally
spaced zero rainfall data points, providing this way the zero rainfall
boundary condition for the interpolation procedure.

4. Simulated experiment

In order to evaluate the performance limits of the system, we
have conducted a simulated experiment, using a model of a real
commercial microwave network, including 249 microwave links
of lengths 0.5-27 km operating at 8-38 GHz, both vertically and
horizontally polarized. This network is located along the Israeli
coastal plain, covering the area of about 3200 km?. Presently, the
controlling software of this microwave network is capable to sam-
ple the minimum RSL only once per day, which limits its applica-
bility for practical rainfall measurements. However, the wide
coverage of the network and attractive hardware properties (the
magnitude resolution of the equipment is 0.1 dB) allows us to con-
sider it as a potentially powerful facility for rainfall measurements
in Israel and a convenient test bed, representing microwave link
spread over urban and suburban areas, to evaluate the proposed
tomographic reconstruction algorithm and to simulate the effects
of variable link density, real frequency distribution (in general,
the longer the links, the lower the frequency) and quantization
error.

We derived the simulated rainfall fields from radar measure-
ments of real rainfall events, collected by Shacham weather radar

installed near Ben Gurion Airport. The observed reflectivity data
was converted to the rain rates using the standard Z—R relation-
ship and was used as a model of “ground truth” for the simulated
experiment, taking advantage of radar ability to reflect well spatial
and temporal variability of rainfall (a similar approach was used,
for example, in [17]), at the spatial resolution (the size of radar pix-
el) of 0.775 x 0.775 km? and temporal resolution (the average an-
tenna rotation period) of 5.2 min, for a 2-h strong convective
rainfall event on 26 December 2006 11:49-14:00, 26 time slots
overall. The whole simulation experiment consists of:

(1) Extraction of rainfall maps from radar data.

(2) Calculation of attenuation of all microwave links according
to their frequencies, polarizations, lengths and the simulated
rainfall field, using the power-law attenuation equation (1).
The measurement errors were simulated as a zero-mean
Gaussian noise with variance equal to 5% of the measured
value, uncorrelated between different links [16]. Afterwards,
the estimated attenuation values were quantized at magni-
tude resolution of zero, 0.1 and 1 dB, to simulate the effects
of analog-to-digital discretization, introduced by a real
receiver hardware. The choice of the coefficients a and b of
the power-law equation should not necessarily be optimized
for local climatological conditions for the simulation pur-
poses, so we used the ones recommended in [19].

(3) Spatial reconstruction of rainfall fields from the simulated
observations, using our proposed non-linear tomographic
model over the variable cell size grid.

(4) Comparing the reconstructed fields with the original radar
data. The knowledge of the “ground truth” in the simulated
experiment allows to obtain quantitative estimates of the
reconstruction accuracy as well as to examine the specific
effect of the quantization distortion.

To get insight into the dependence of error on the density of
links, we calculated performance statistics over two regions: the
whole Israeli coastal plain including very sparse regions and the
Tel-Aviv city area where the density of microwave links is at its
highest (see Fig. 4a, Table 1).

Since the density of links (and, consequently, the reconstruction
cell size) is highly variable in space, we are interested in evaluating
the reconstruction algorithm at different spatial scales:

(1) Reconstruction scale: The spatial resolution of the measure-
ment system is predetermined by the network topology (at
every cell, the tomographic algorithm estimates the average
rainfall) and, therefore, the natural scale for the quantitative
performance estimation would be the one corresponding to
the grid pattern. For comparison with reconstructed rainfall
fields, we estimated the average model rainfall over the var-
iable density grid. Note that while such comparison is useful
in terms of analyses of the algorithm, it gives equal weights
to the pixels of different sizes, and hence performance anal-
yses in this scale is not relevant for practical applications
where measuring of integrated rainfall amounts over an area
is of interest.

Table 1
Characteristics of different areas where the performance of the tomographic
reconstruction was evaluated

Coastal plain Tel-Aviv area

Area (km?) 3200 184
Number of links 249 68
Average cell size (km?) 16.5 57
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(2) 0.775 x 0.775 km? scale: We interpolate the reconstructed
rainfall fields back into the radar rectangular grid, giving this
way proper weighting of observations proportional to the
area, occupied by every pixel, using 2D bicubic spline inter-
polation over the non-uniform grid.

In this study, we focus on two aspects which are relevant to the
performance evaluation [17].

(1) General performance of the monitoring system: The purpose of
these statistics is to evaluate the quality of estimation of
rainfall distribution in space. We denote the “ground truth”
model rainfall in the pixelj=1,...,natthetimet=1,...,T
as r, and the reconstructed rainfall as ry. For each one of
two evaluation areas, we calculate the correlation coeffi-
cient p,, normalized bias NBias; and normalized bias-cor-
rected root mean squared error NRMSEs [28,29] (the
subscript s stands for spatial), averaged over T = 26 time

frames:
1 T Zl] (rjt - ?t)(r{t - ?/t)
Ps:f; {Zn (rlf_f)2zn (jr/ _f/)z}uz (15)
j=1\"jt t j=1\"jt t
Bias;(t) :% Y (Tje = Tie), (16)
j=1
1< 18
NBias; == > [Biass(t) / ( Zr;tﬂ 17)
t=1 n j=1
1 1/2
RMSE;(t) = [n > (e =1 - Biass(t))z} (18)
j=1
13- [ RMmseqe 1|7
NRMSE;(t) = > W (19)
t=1 [n2uj=1\"jr — 't

where 7, and 7, are average precipitation intensities of the
model and of the reconstruction, respectively, at the time
frame t. The necessity to normalize the statistics rather than
present the absolute error values arises from our desire (a)
to compare performance in different areas (whole coastal
plain and Tel-Aviv area) where the average rainfall differs
(only two hours of data were used), and (b) to asses the algo-
rithm performance in the scale that gives a clear meaning to
the 100% error. Thus, for the correct reconstruction, NBiasg
should be close to zero; NBias; = 1 corresponds to the case
when all rainfall is missed, and becomes negative if the algo-
rithm overestimates the actual rainfall. The bias-corrected
NRMSE; statistics (equal to the normalized standard devia-
tion of error) indicates the ability of the algorithm to estimate
the variability of the estimated rainfall over either space or
time, which is not represented by NBias;. The practice of nor-
malizing RMSE by the average rainfall can be inappropriate in
cases when the rainfall intensity is estimated over large areas
which can include large spaces with no rain. In these cases,
the average rainfall can be rather low, and the meaning of
such normalized RMSE is unclear. Here we normalize RMSE
by the standard deviation of the time series that has a simple
interpretation: NRMSE; is close to one for any “constant” re-
sult, e.g. any estimate of rainfall that is the same for all pixels
and does not reflect the spatial variability of rainfall.

(2) Accuracy of estimation of the mean rainfall rate over an area: In
this case we asses the performance of the approach in time,
rather than space. We used here p,, NBias; and NRMSE; (the
subscript t stands for temporal) statistics. At the time frame t,
t=1,...,T the “ground truth” and the reconstructed aver-

age areal rainfalls are calculated as r; = %Z}Llrj’-t and
re =131 1., respectively. The statistics are then estimated
as

T 3 / !

L (re =1 =T
PR R . 20,
{Z]‘:] (re =71)" 22y (rp = 1) }

T
Bias, = % > (re—r;), NBias; = Bias; /1’ (21)
t=1
, . 1/2
NRMSE, — S L, (re — 1, — Bias;)? 22)
Y —1)?

where 7 and 7 are average precipitation intensities of the
model and of the reconstruction result, respectively, over
the whole period of length T.

We compare the performance of the reconstruction over the
variable density data-driven grid with the rectangular grid with
pixel size 4 x 4 km?, to demonstrate the advantage of the former.
The optimal pixel size was determined experimentally (see below).
The reconstruction over the rectangular grid is possible only for
pixels with at least one link crossing. For the rest of the area, the
rainfall fields were estimated using exactly the same procedure
of spatial interpolation as in the case of the data-driven variable
density grid. The only difference between these experiments is
the coordinates of the pixel centers, either according to the rectan-
gular grid or the data-driven one. To validate the assumptions be-
hind the linearization procedure and the Newton-Raphson
method, we compared the simulation results to a linear model.
In the linear model, both simulated observations and linear tomo-
graphic reconstruction (7) were calculated under the assumption
of the power-law coefficient b; =1, i=1,...,m. A number of
parameters of the procedure (the optimal number of reconstruc-
tion cells of the data-driven grid, the optimal pixel size of the rect-
angular grid and the smoothing parameter y) were determined
experimentally over one (at t = 0) of the 26 time frames according
to the minimum reconstruction error Biass(t)? + RMSE;(t)*.

5. Results and discussion

The examples of rainfall fields, reconstructed using the non-lin-
ear model and simulating 0.1 dB quantization of observations,
interpolated into the radar grid, are given at Fig. 4 for two different
time slots. One can see that while the suggested approach is in gen-
eral capable to reveal the major features of the rainfall spatial
structure, its main shortcomings express in loss of fine details in
the rural areas, where the density of links is low and the recon-
structed rainfall map is smooth. Another effect is smoothing of ex-
treme rain rates over the densest part of the network in Tel-Aviv,
see Fig. 4d - even though the rain rates are very high (up to
70 mm h~'), the heavy rainfall areas are very limited in space
and longer links inevitably smooth them.

The better understanding of capabilities and limitations of the
technique one can gain from the maps of statistics (Fig. 5) - py,
NBias; and NRMSE,, calculated for every pixel (by taking n=1)
over the whole 2-h event. One can see that the best results in all
statistics are obtained in dense Tel-Aviv area not including the ra-
dar clutter area, and the worst results are over near-boundary
areas. Thus, the reason for low performance in areas i, ii in
Fig. 5d is that the algorithm is unable to reconstruct correct rain
fields in the regions which are only partially surrounded by links.
In another words, this demonstrates a weakness of the zero rainfall
boundary condition which is necessarily applied to allow interpo-
lation over concave boundaries of the monitored area. The same ef-
fect for a single time slot can be observed in Fig. 4d. Area ii which
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Average rainafll

Fig. 5. The map of average rainfall intensity over the whole 2-h period (a) and maps of p, (b), [NBias;| (c) and NRMSE; (d), for every point of the reconstructed space. The dark
parts of the statistics maps correspond to the worst error statistics. The |[NBias;| and NRMSE; statistics are limited to within the interval (0,1). In (a), Tel-Aviv area is indicated
by the rectangle. In (d), some regions with severe NRMSE; are labeled as i-iv and are discussed in the text. Note that the scale in (d) was changed to improve the visual
appearance of the figure.
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appears on all three statistics maps is in the largest data-void area
where rainfall is consistently missed. The performance in the radar
clutter area iii is severely distorted for two reasons. Firstly, the
mean and the standard deviation of the model rainfall in this area
is zero, so that p, and normalized NBias; and NRMSE; cannot be
estimated. On the other hand, abrupt changes of the model rainfall
on the clutter boundary cannot be reconstructed by the relatively
sparse network since the assumption of the smooth rainfall field
is violated. This violation can clearly be seen in Fig. 4d. Local spo-
radic failures can be seen in Fig. 5b—d over the whole coastal plain,
mostly in the regions with no links passed, which means that the
microwave network is too sparse at these places (i.e. for large pix-
els, the assumption of the constant rainfall in a pixel is violated) to
represent the fine features of the rainfall field according to the sug-
gested method of building of the data-driven variable density grid
and the SIRT inversion.

The scatter plots of the reconstructed rainfall (Fig. 6) of the
0.1 dB quantized non-linear simulation using the variable density
grid provide another view on the performance of the technique.
Each data point in the scatter plot represents the reconstructed
rainfall intensity over a reconstruction cell vs. average model rain-
fall, calculated in the same grid cell from the model data. The linear
plots in both monitored areas show that the regression equations
are very close to 1:1 correspondence, which is in accordance with
the low bias of the reconstruction (Tables 2 and 3). The same re-
sults are obtained with 1 dB quantization simulation.

The highest overall correlation of the whole dataset (193 recon-
struction cells x 26 time slots) is achieved in Tel-Aviv region,
reaching 0.92 for 0- and 0.1 dB quantization and 0.91 for 1dB
quantization simulation (0.86, 0.85, 0.84 for 0-, 0.1-, 1 dB quantiza-
tion, respectively, for the whole coastal plain). The results of 0.1 dB
quantized simulations exhibit systematic underestimation of rain-
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fall rates below 1 mm h~!, which can be observed on the log-log
plot, Fig. 6. This is not surprising since the effect of low rain rates
on quality of service of a microwave link is weak and is out of inter-
est for equipment manufacturers. The 1 dB quantized simulation
leads to even worse underestimation of weak rain rates, which is
reflected in a detailed quantitative performance analysis, given
below:

(1) General performance. The results of simulation for the recon-
struction and radar grids are given in Tables 2 and 3. For the
radar grid and 0.1 dB quantization, p, is 0.77 and NRMSE; is
0.65, for the coastal plain area. The reason for these rela-
tively low results is that we compare results, obtained over
the grid with average cell size of 16.5 km? with model at
the 0.775 x 0.775 km? resolution. The reconstructed surface
is much smoother, and small-scale rainfall features are fre-
quently missed. As it can be seen from Tables 2 and 3, the
model with the data-driven grid outperforms the rectangu-
lar grid in almost all cases, except for Table 2, where p, in
Tel-Aviv area reaches 0.9 for the rectangular grid. That dem-
onstrates performance comparable to the data-driven grid;
however, the smoothing effect of the 4 x 4 km? relatively
to the data-driven grid in Tel-Aviv area expresses in higher
NBias; and NRMSE;. Conversely, the rectangular grid in the
most of the coastal plain area is too dense relatively to the
sparse network outside Tel-Aviv area, which results in many
grid cells, non-optimally distributed in space and poorly
covered by the network. This requires increase of the
smoothing parameter y in order to achieve the minimum
overall reconstruction error, which in turn results in overs-
moothing in the dense parts of the grid in Tel-Aviv area.
Such sub-optimality leads to overall worse performance, rel-

Log-log scale/Coastal Plain

10° 10° 10
Model Rain Rate (mm h™")

Fig. 6. Scatter plots and corresponding linear regression equations of the reconstructed rainfall fields for the non-linear model and 0.1 B quantization, in both linear and log-
log scales, over the whole coastal plain and Tel-Aviv areas, in the reconstructed scale. On the log-log plots it can be seen that 0.1 dB quantization of observations results in
systematic underestimation of model rain rates below 1 mm h™': most of reconstructed rain rates fall below 0.2 mm h™". The correlation coefficients are calculated over the
whole dataset (193 reconstruction cells x 26 time frames) and therefore differ from p,, p,, appearing in the tables.
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Table 2
The effects of model features (variable cell size grid, non-linear model, accounting for real link frequencies, and quantization error) on reconstruction performance, for the spatial
statistics
Grid Model Quant. Coastal plain Tel-Aviv area

Ps NBiass NRMSE; Ps NBiass NRMSE;

Rect. Linear No 0.79 0.07 0.83 0.90 0.10 0.62
Var. Linear No 0.83 0.06 0.70 0.90 0.04 0.54
Var. Non-linear 0.1dB 0.82 0.06 0.72 0.89 0.03 0.55
Var. Non-linear 1dB 0.79 —0.01 0.80 0.85 —0.09 0.65

Simulation results are in the reconstruction scale. Average cell size is 16.5 km? for the coastal plain area and 5.7 km? for Tel-Aviv urban area. Average rainfall intensities are
0.94mm h~! and 3.52 mm h™!, respectively.

Table 3

The effects of model features on reconstruction performance, for the spatial statistics

Grid Model Quant. Coastal plain Tel-Aviv area

Ps NBiass NRMSE; Ps NBias; NRMSE;
Rect. Linear No 0.59 —0.06 0.82 0.63 0.29 0.83
Var. Linear No 0.65 —0.04 0.76 0.75 0.10 0.67
Var. Non-linear 0.1dB 0.65 —0.04 0.77 0.74 0.10 0.68
Var. Non-linear 1dB 0.63 —-0.08 0.80 0.71 0.00 0.72

The results are calculated over the rainfall fields, interpolated into 0.775 x 0.775 km? reconstruction grid.

Table 4

atively to the data-driven variable density grid. The substan-
tial difference in NBias,, calculated over the whole coastal
plain area between the reconstruction-scale grid (Table 2)
and the radar grid (Table 3) reflects the underestimation of
rainfall in the latter due to zero rainfall interpolation bound-
ary conditions. Conversely, the positive NBiass in Tel-Aviv
area is mostly due to overestimation of zero model rainfall
in the radar clutter area. The contribution of the clutter area
into the statistics becomes proportional to its area after
interpolation (Table 3), hence the increase in positive
NBias, in Tel-Aviv area relatively to the reconstruction grid
(Table 2). In Tables 2 and 3, one can see that the performance
results of the non-linear model (comprising power-law coef-
ficients, corresponding to the real link frequencies) with
0.1 dB quantization are very close to the linear model (which
does not account for real frequency distribution, assuming
linear A-R relationship) with no quantization. Simulating
1 dB quantization gives, however, substantial performance
decrease: lower correlation p,, lower NBiass, caused by miss-
ing weak rain rates, and increased NRMSE;. Thus, in Table 3,
in Tel-Aviv area NBias, reduces from 0.1 to 0.00 when chang-
ing quantization interval from 0.1 dB to 1 dB, i.e. the addi-
tional negative bias due to missed weak rain rates in the
case of 1 dB quantization compensates the existing positive
bias of the reconstruction. Note that the results in Tel-Aviv
area are consistently better than in the whole coastal plain,
which is most likely due to the difference in link density,
rather than the difference in average rainfall intensity
(3.52mmh~! in Tel-Aviv area vs. 0.94mmh~! over the
whole coastal plain), since we use normalized statistics that

The effects of model features on reconstruction performance, for the temporal statistics

do not depend on absolute rainfall strength. The better Tel-
Aviv performance can be seen in all simulations regardless
quantization interval (the quantization error depends on
rain rate; low rain rates are affected more and can be com-
pletely missed). The average correlation in space p; between
model and reconstructed rainfall fields in the dense Tel-Aviv
area reaches 0.75 over the 0.775 x 0.775 km? grid and 0.89
over the reconstruction scale grid, which confirms the
potential applicability of the system for high-resolution
measurements of rainfall in urban areas.

(2) Mean rain rate estimation. The results of estimation of aver-

age rainfall rate over large areas (p,, NBias; and NRMSE;)
for rainfall, interpolated into the 0.775 x 0.775 km? grid
are given in Table 4. The effects of the non-linear vs. linear
model, data-driven vs. rectangular grid and observation
quantization are very similar to ones of Tables 2 and 3. Note
that the interpolation is necessary to give proper weighting
to the reconstruction cells of different sizes when speaking
about average areal rainfall (the non-interpolated results
would be meaningless). The temporal correlation p, of the
time series of average rainfall over the whole area is high
(relatively to p,), reaching 0.96 for the whole coastal plain
and 0.99 for Tel-Aviv area, for non-linear 0.1 dB simulation
over the data-driven grid. It should be taken into account
that p, is calculated over only 26 members (time slots).
The absolute NBias; in any case does not exceed 0.08 and
the values of NRMSE, are considerably lower than NRMSE,
that suggests the applicability of the method to measure-
ments of integrated rainfall amounts over large areas. Simi-
larly to NBiass, increasing quantization to 1dB leads to

Grid Model Quant. Coastal plain Tel-Aviv area

e NBias; NRMSE; P NBias; NRMSE;
Rect. Linear No 0.96 —0.06 0.27 0.98 0.14 0.24
Var. Linear No 0.96 —0.05 0.27 0.98 0.05 0.14
Var. Non-linear 0.1dB 0.96 —0.05 0.27 0.98 0.06 0.14
Var. Non-linear 1dB 0.97 -0.08 0.27 0.98 0.00 0.13

The statistics are calculated over the rainfall fields, interpolated into 0.775 x 0.775 km? reconstruction grid.
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change in NBias; due to missed low rain rate parts of the real
rainfall field (NBias; lowers from —0.05 to —0.08 over the
whole coastal plain and from 0.06 to 0.00 in Tel-Aviv area,
relatively to the 0.1 dB quantization simulation). Another
counter-intuitive result is the decrease in NRMSE; in Tel-
Aviv area for 1dB quantization simulation, relatively to
0.1 dB quantization simulation. It can be seen that the
expression r; —r, in the numerator of Eq. (22) is equal to
the expression for Bias;(t) in Eq. (16). The reduction of posi-
tive NBias; in Tel-Aviv area (see Table 3) due to missed weak
rain rates in the case of 1dB quantization simulation
expresses in lower NRMSE; in Table 4. In other words, the
less biased reconstruction in terms of NBiass leads to better
areal averaged reconstruction in terms of NRMSE; (and, of
course, NBias;).

6. Summary and conclusions

We built a non-linear tomographic model over a variable den-
sity grid, aimed to overcome the challenges, imposed by adoption
of a commercial microwave communication system and equip-
ment for rainfall monitoring, and conducted a quantitative study
of its performance by means of a simulation experiment using
installation of a real microwave backhaul network and a SIRT-
based tomographic inversion technique. We concentrated on three
major issues, specific for typical commercial, rather than dedicated
equipment: inhomogeneous distribution of frequencies among the
links, density of the links that varies in space and quantization er-
ror. It was found that the major strength of our technique is its
ability to provide accurate estimates (bias of less than 10%) of inte-
grated amounts of near-the-ground rainfall over large territories
(area of 3200 km?) and high spatial resolution rainfall measure-
ment in an urban area (average correlation in space of up to 0.89
at a data-driven grid with average cell size of 5.7 km?). The weak
sides of the technique are its limited accuracy due to low density
of microwave links in sparse, rural regions and poor capability to
measure weak rainfall rates (below 1 mm h~') due to quantization
errors of the standard commercial equipment. The future steps will
be concentrated on (a) further development of the concept of the
data-driven variable density grid and formulating objective criteria
for the tree-growing procedure and stopping conditions and (b) a
study towards a reconstruction technique, most suitable for the
microwave rainfall tomography using commercial communication
networks, since the bicubic interpolation of the results, obtained
over the irregular grid is in fact an ad hoc post-processing proce-
dure which is not necessarily optimal.
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