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Abstract 

Diamond and Dybvig (1983) show that while demand-deposit contracts let banks provide 

liquidity, they expose them to panic-based bank runs.  However, their model does not 

provide tools to derive the probability of the bank-run equilibrium, and thus cannot deter-

mine whether banks increase welfare overall.  We study a modified model in which the 

fundamentals determine which equilibrium occurs.  This lets us compute the ex-ante 

probability of panic-based bank runs, and relate it to the contract.  We find conditions, 

under which banks increase welfare overall, and construct a demand-deposit contract that 

trades off the benefits from liquidity against the costs of runs.     
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One of the most important roles performed by banks is the creation of liquid claims on 

illiquid assets.  This is often done by offering demand-deposit contracts.  Such contracts 

give investors who might have early liquidity needs the option to withdraw their deposits, 

and thereby enable them to participate in profitable long-term investments.  Since each 

bank deals with many investors, it can respond to their idiosyncratic liquidity shocks and 

thereby provide liquidity insurance. 

The advantage of demand-deposit contracts is accompanied by a considerable draw-

back: The maturity mismatch between assets and liabilities makes banks inherently unsta-

ble by exposing them to the possibility of panic-based bank runs.  Such runs occur when 

investors rush to withdraw their deposits, believing that other depositors are going to do so 

and that the bank will fail.  As a result, the bank is forced to liquidate its long-term invest-

ments at a loss and indeed fails.  Bank runs have been and remain today an acute issue and 

a major factor in shaping banking regulation all over the world.1  

In a seminal paper, Diamond and Dybvig (1983, henceforth D&D) provide a coherent 

model of demand-deposit contracts (see also Bryant (1980)).  Their model has two equilib-

ria.  In the “good” equilibrium, only investors who face liquidity shocks (impatient inves-

tors) demand early withdrawal.  They receive more than the liquidation value of the long-

term asset, at the expense of the patient investors, who wait till maturity and receive less 

than the full long-term return.  This transfer of wealth constitutes welfare-improving risk 

sharing.  The “bad” equilibrium, however, involves a bank run in which all investors, 

including the patient ones, demand early withdrawal.  As a result, the bank fails, and 

welfare is lower than what could be obtained without banks, i.e., in the autarkic allocation. 

A difficulty with the D&D model is that it does not provide tools to predict which 

equilibrium occurs or how likely each equilibrium is.  Since in one equilibrium banks 

increase welfare and in the other equilibrium they decrease welfare, a central question is 

left open: Whether it is desirable, ex-ante, that banks will emerge as liquidity providers. 

                                                           
1 While Europe and the United States have experienced a large number of bank runs in the 19th century and 
the first half of the 20th century, many emerging markets have had severe banking problems in recent years.   
For extensive studies, see: Lindgren, Garcia and Saal (1996), Demirguc-Kunt, Detragiache and Gupta (2000), 
and Martinez-Peria and Schmukler (2001).  Moreover, as Gorton and Winton (2003) note in a recent survey 
on financial intermediation, even in countries that did not experience bank runs recently, the attempt to avoid 
them is at the root of government policies such as deposit insurance and capital requirements. 
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In this paper, we address this difficulty.  We study a modification of the D&D model, 

in which the fundamentals of the economy uniquely determine whether a bank run occurs.  

This lets us compute the probability of a bank run and relate it to the short-term payment 

offered by the demand-deposit contract.  We characterize the optimal short-term payment 

that takes into account the endogenous probability of a bank run, and find a condition, 

under which demand-deposit contracts increase welfare relative to the autarkic allocation.     

To obtain the unique equilibrium, we modify the D&D framework by assuming that 

the fundamentals of the economy are stochastic.  Moreover, investors do not have common 

knowledge of the realization of the fundamentals, but rather obtain slightly noisy private 

signals.  In many cases, the assumption that investors observe noisy signals is more realis-

tic than the assumption that they all share the very same information and opinions.  We 

show that the modified model has a unique Bayesian equilibrium, in which a bank run 

occurs if and only if the fundamentals are below some critical value.   

It is important to stress that even though the fundamentals uniquely determine 

whether a bank run occurs, runs in our model are still panic based, that is, driven by bad 

expectations.  In most scenarios, each investor wants to take the action she believes that 

others take, i.e., she demands early withdrawal just because she fears others would.  The 

key point, however, is that the beliefs of investors are uniquely determined by the realiza-

tion of the fundamentals.  In other words, the fundamentals do not determine agents’ 

actions directly, but rather serve as a device that coordinates agents’ beliefs on a particular 

outcome.  Thus, our model provides testable predictions that reconcile two seemingly 

contradictory views: That bank runs occur following negative real shocks,2 and that bank 

runs result from coordination failures,3 in the sense that they occur even when the eco-

nomic environment is sufficiently strong that depositors would not have run had they 

thought other depositors would not run.   

The method we use to obtain a unique equilibrium is related to Carlsson and van 

Damme (1993) and Morris and Shin (1998).  They show that the introduction of noisy 

signals to multiple-equilibria games may lead to a unique equilibrium.  The proof of 

uniqueness in these papers, however, builds crucially on the assumption of global strategic 
                                                           
2 See Gorton (1988), Demirguc-Kunt and Detragiache (1998), and Kaminsky and Reinhart (1999). 
3 See Kindleberger (1978) for the classical form of this view.  See also Radelet and Sachs (1998) and 
Krugman (2000) for descriptions of recent international financial crises. 
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complementarities between agents’ actions: That an agent’s incentive to take an action is 

monotonically increasing with the number of other agents who take the same action.  This 

property is not satisfied in standard bank-run models.  The reason is that in a bank-run 

model, an agent’s incentive to withdraw early is highest not when all agents do so, but 

rather when the number of agents demanding withdrawal reaches the level at which the 

bank just goes bankrupt (see Figure 2 in page 13).  Yet, we still have one-sided strategic 

complementarities: As long as the number of agents who withdraw is small enough that 

waiting is preferred to withdrawing, the relative incentive to withdrawing increases with 

the number of agents who do so.  We thus develop a new proof technique that extends the 

uniqueness result to situations with only one-sided strategic complementarities.4 

Having established the uniqueness of equilibrium, we can compute the ex-ante prob-

ability of a bank run.  We find that it increases continuously in the degree of risk sharing 

embodied in the banking contract: A bank that offers a higher short-term payment becomes 

more vulnerable to runs.  If the promised short-term payment is at the autarkic level (i.e., it 

equals the liquidation value of the long-term asset), only efficient bank runs occur.  That is, 

runs occur only if the expected long-term return of the asset is so low that agents are better 

off if the asset is liquidated early.  But if the short-term payment is set above the autarkic 

level, non-efficient runs will occur with positive probability, and the bank will sometimes 

be forced to liquidate the asset, even though the expected long-term return is high. 

The main question we ask is, then, whether demand-deposit contracts are still desir-

able when their destabilizing effect is considered.  That is, whether the short-term payment 

offered by banks should be set above its autarkic level.  On the one hand, increasing the 

short-term payment above its autarkic level generates risk sharing.  The benefit from risk 

sharing is of first-order significance, since there is a considerable difference between the 

expected payments to patient and impatient agents.  On the other hand, there are two costs 

associated with increasing the short-term payment: The first cost is an increase in the 

probability of liquidation of the long-term investment, due to the increased probability of 

                                                           
4 In parallel work, Rochet and Vives (2003), who study the issue of lender of last resort, apply the Carlsson 
and van Damme technique to a model of bank runs.  However, they avoid the technical problem that we face 
in this paper by assuming a payoff structure with global strategic complementarities.  This is achieved by 
assuming that investors cannot deposit money in banks directly, but rather only through intermediaries (fund 
managers).  Moreover, it is assumed that these intermediaries have objectives that are different than those of 
their investors and do satisfy global strategic complementarities.   
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bank runs.  This effect is of second order because when the promised short-term payment is 

close to the liquidation value of the asset, bank runs occur only when the fundamentals are 

very bad, and thus liquidation causes little harm.  The second cost pertains to the range 

where liquidation is efficient: Because of the sequential-service constraint faced by banks, 

an increase in the short-term payment causes some agents not to get any payment in case of 

a run.  This increased variance in agents’ payoffs makes runs costly even when liquidation 

is efficient.  However, this effect is small if the range of fundamentals where liquidation is 

efficient is not too large.  To sum up, banks in our model are viable, provided that main-

taining the underlying investment till maturity is usually efficient. 

Finally, we analyze the degree of risk sharing provided by the demand-deposit con-

tract under the optimal short-term payment.  We show that, since this contract must trade 

off the benefit from risk sharing against the cost of bank runs, it does not exploit all the 

potential gains from risk sharing. 

The literature on banks and bank runs that emerged from the D&D model is vast, and 

cannot be fully covered here.  We refer the interested reader to an excellent recent survey 

by Gorton and Winton (2003).  Below, we review a few papers that are more closely 

related to our paper.  The main novelty in our paper relative to these papers (and the 

broader literature) is that it derives the probability of panic-based bank runs and relates it 

to the parameters of the banking contract.  This lets us study whether banks increase 

welfare even when the endogenous probability of panic-based runs they generate is ac-

counted for.   

Cooper and Ross (1998) and Peck and Shell (2003) analyze models in which the 

probability of bank runs plays a role in determining the viability of banks.  However, unlike 

in our model, this probability is exogenous and unaffected by the form of the banking 

contract.  Postlewaite and Vives (1987), Goldfajn and Valdes (1997), and Allen and Gale 

(1998) study models with an endogenous probability of bank runs.  However, bank runs in 

these models are never panic based since, whenever agents run, they would do so even if 

others didn’t.  If panic-based runs are possible in these models, they are eliminated by the 

assumption that agents always coordinate on the Pareto-optimal equilibrium.  Temzelides 

(1997) employs an evolutionary model for equilibrium selection.  His model, however, 

does not deal with the relation between the probability of runs and the banking contract. 
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A number of papers study models in which only few agents receive information about 

the prospects of the bank.  Jacklin and Bhattacharya (1988) (see also Alonso (1996), Loewy 

(1998), and Bougheas (1999)) explain bank runs as an equilibrium phenomenon, but again 

do not deal with panic-based runs.  Chari and Jagannathan (1988) and Chen (1999) study 

panic-based bank runs, but of a different kind.  Here, runs occur when uninformed agents 

interpret the fact that others run as an indication that fundamentals are bad. 

While our paper focuses on demand-deposit contracts, two recent papers, Green and 

Lin (2003) and Peck and Shell (2003), inspired in part by Wallace (1988, 1990), study 

more flexible contracts that allow the bank to condition the payment to each depositor on 

the number of agents who claimed early withdrawal before her.  Their goal is to find 

whether bank runs can be eliminated when such contracts are allowed.  As the authors 

themselves note, however, such sophisticated contracts are not observed in practice.  This 

may be due to a moral hazard problem that such contracts might generate: A flexible 

contract might enable the bank to lie about the circumstances and pay less to investors 

(whereas under demand-deposit contracts, the bank has to either pay a fixed payment or go 

bankrupt).  In our paper, we focus on the simpler contracts that are observed in practice, 

and analyze the interdependence between the banking contract and the probability of bank 

runs, an issue that is not analyzed by Green and Lin or by Peck and Shell.  

The remainder of this paper is organized as follows.  Section I presents the basic 

framework without private signals.  In Section II we introduce private signals into the 

model and obtain a unique equilibrium.  Section III studies the relationship between the 

level of liquidity provided by the bank and the likelihood of runs, analyzes the optimal 

liquidity level, and inquires whether banks increase welfare relative to autarky.  Conclud-

ing remarks appear in Section IV.  Proofs are relegated to an appendix. 

I.  The Basic Framework 
A.  The economy 

There are three periods (0,1,2), one good, and a continuum [0,1] of agents.  Each 

agent is born in period 0 with an endowment of one unit.  Consumption occurs only in 

period 1 or 2 (c1 and c2 denote an agent’s consumption levels).  Each agent can be of two 

types: With probability λ the agent is impatient and with probability 1-λ she is patient.  
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Agents’ types are i.i.d.; we assume no aggregate uncertainty.5  Agents learn their types 

(which are their private information) at the beginning of period 1.  Impatient agents can 

consume only in period 1.  They obtain utility of )( 1cu .  Patient agents can consume at 

either period; their utility is )( 21 ccu + .  Function u is twice continuously differentiable, 

increasing, and for any 1≥c  has a relative risk-aversion coefficient, )('/)('' cuccu− , 

greater than 1.  Without loss of generality, we assume that u(0)=0.6  

Agents have access to a productive technology that yields a higher expected return in 

the long run.  For each unit of input in period 0, the technology generates one unit of output 

if liquidated in period 1.  If liquidated in period 2, the technology yields R units of output 

with probability p(θ), or 0 units with probability 1-p(θ).  Here, θ is the state of the econ-

omy.  It is drawn from a uniform distribution on [0,1], and is unknown to agents before 

period 2.  We assume that p(θ) is strictly increasing in θ.  It also satisfies 

)1()()]([ uRupE >θθ , so that for patient agents the expected long-run return is superior to 

the short-run return.   

B.  Risk sharing 

In autarky, impatient agents consume one unit in period 1, whereas patient agents 

consume R units in period 2 with probability p(θ).  Because of the high coefficient of risk 

aversion, a transfer of consumption from patient agents to impatient ones could be benefi-

cial, ex-ante, to all agents, although it would necessitate the early liquidation of long-term 

investments.  A social planner who can verify agents’ types, once realized, would set the 

period-1 consumption level c1 of the impatient agents so as to maximize an agent’s ex-ante 

expected welfare, )]([)()1()( 1
1

1
1 θλλ θλ

λ pERucu c
−

−−+ .  Here, 1cλ  units of investment are 

liquidated in period 1 to satisfy the consumption needs of impatient agents.  As a result, in 

period 2, each of the patient agents consumes Rc
λ

λ
−

−
1

1 1  with probability )(θp .  This yields 

the following first-order condition that determines c1 ( FBc1  denotes the first-best c1): 

)]([
1

1
')(' 1

1 θ
λ

λ
θ pER

c
Rucu

FB
FB









−

−
= .      (1) 

This condition equates the benefit and cost from the early liquidation of the marginal 
                                                           
5 Throughout this paper we make the common assumption that with a continuum of i.i.d.  random variables, 
the empirical mean equals the expectations with probability one (see Judd (1985)). 
6 Note that any vNM utility function, which is well defined at 0 (i.e., −∞≠)0(u ), can be transformed into an 
equivalent utility function that satisfies u(0)=0. 
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unit of investment.  The LHS is the marginal benefit to impatient agents, while the RHS is 

the marginal cost borne by the patient agents.  At c1=1, the marginal benefit is greater than 

the marginal cost: ( ) )]([')1('1 θθ pERuRu ⋅⋅>⋅ .  This is because )(' ccu  is a decreasing 

function of c (recall that the coefficient of relative risk aversion is more than 1), and 

because 1)]([ <θθ pE .  Since the marginal benefit is decreasing in c1 and the marginal cost 

is increasing, we must have 11 >FBc .  Thus, at the optimum, there is risk sharing: A transfer 

of wealth from patient agents to impatient ones. 

C.  Banks 

The above analysis presumed that agents’ types were observable.  When types are 

private information, the payments to agents cannot be made contingent on their types.  As 

D&D show, in such an environment, banks can enable risk sharing by offering a demand-

deposit contract.  Such a contract takes the following form: Each agent deposits her 

endowment in the bank in period 0.  If she demands withdrawal in period 1, she is prom-

ised a fixed payment of r1>1.  If she waits until period 2, she receives a stochastic payoff of 

2
~r  which is the proceeds of the non-liquidated investments divided by the number of 

remaining depositors.  In period 1, the bank must follow a sequential-service constraint: It 

pays r1 to agents until it runs out of resources.  The consequent payments to agents are 

depicted in Table I (n denotes the proportion of agents demanding early withdrawal). 7 

Table I: Ex post payments to agents 

                                                           
7 Our payment structure assumes that there is no sequential service constraint in period 2.  As a result, in case 
of a run (n≠λ), agents who did not run in period 1 become “residual claimants” in period 2.  This assumption 
slightly deviates from the typical deposit contract, and is the same as in D&D.   

Withdrawal 
In period n<1/r1 n≥1/r1 

1 r1 









−
1

1
1

110

1

nr
yprobabilitwith

nr
yprobabilitwithr

 

2 
( ) ( )

( )





−
−

−

θ

θ

pyprobabilitwith

pyprobabilitwithR
n

nr

10
1

1 1

 0 



 

 

 

9

Assume that the economy has a banking sector with free entry, and that all banks 

have access to the same investment technology.  Since banks make no profits, they offer 

the same contract as the one that would be offered by a single bank that maximizes the 

welfare of agents.8  Suppose the bank sets r1 at FBc1 .  If only impatient agents demand early 

withdrawal, the expected utility of patient agents is )()]([ 1
1 1 RupE r

λ
λ

θ θ −
−⋅ .  As long as this is 

more than )( 1ru , there is an equilibrium in which, indeed, only impatient agents demand 

early withdrawal.  In this equilibrium, the first-best allocation is obtained.  However, as 

D&D point out, the demand-deposit contract makes the bank vulnerable to runs.  There is a 

second equilibrium in which all agents demand early withdrawal.  When they do so, 

period-1 payment is r1 with probability 1/r1 and period-2 payment is 0, so that it is indeed 

optimal for agents to demand early withdrawal. This equilibrium is inferior to the autarkic 

regime.9   

In determining the optimal short-term payment, it is important to know how likely 

each equilibrium is.  D&D derive the optimal short-term payment under the implicit 

assumption that the ‘good’ equilibrium is always selected.  Consequently, their optimal r1 

is FBc1 .  This approach has two drawbacks.  First, the contract is not optimal if the probabil-

ity of bank runs is not negligible.  It is not even obvious that risk sharing is desirable in that 

case.  Second, the computation of the banking contract presumes away any possible 

relation between the amount of liquidity provided by the banking contract and the likeli-

hood of a bank run.  If such a relation exists, the optimal r1 may not be FBc1 .  These draw-

backs are resolved in the next section, where we modify the model so as to obtain firmer 

predictions. 

II.  Agents with Private Signals: Unique Equilibrium 

We now modify the model by assuming that, at the beginning of period 1, each agent 

receives a private signal regarding the fundamentals of the economy.  (A second modifica-

                                                           
8 This equivalence follows from the fact that there are no externalities among different banks, and thus the 
contract that one bank offers to its investors does not affect the payoffs to agents who invest in another bank.  
(We assume an agent cannot invest in more than one bank.) 
9 If the incentive compatibility condition )()()]([ 11

1 1 ruRupE r ≥−
−

λ
λ

θ θ  does not hold for FBcr 11 = , the bank can 
set r1 at the highest level that satisfies the condition, and again we will have two equilibria.  In our model, the 
incentive compatibility condition holds for FBcr 11 =  as long as )]([ θθ pE  is large enough.  The original D&D 
model is a special case of our model, where )]([ θθ pE =1, and thus the condition always holds.   
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tion that concerns the technology is introduced later).  As we show below, these signals 

force agents to coordinate their actions:  They run on the bank when the fundamentals are 

in one range, and select the ‘good’ equilibrium in another range.  (Abusing both English 

and decision theory, we will sometimes refer to demanding early withdrawal as ‘running on 

the bank’.)  This enables us to determine the probability of a bank run for any given short-

term payment.  Knowing how this probability is affected by the amount of risk sharing 

provided by the contract, we then revert to period 0 and find the optimal short-term pay-

ment.   

Specifically, we assume that state θ is realized at the beginning of period 1.  At this 

point, θ is not publicly revealed.  Rather, each agent i obtains a signal θi =θ+εi, where εi are 

small error terms that are independently and uniformly distributed over [-ε,ε].  An agent’s 

signal can be thought of as her private information, or as her private opinion regarding the 

prospects of the long-term return on the investment project.  Note that while each agent has 

different information, none has an advantage in terms of the quality of the signal.   

The introduction of private signals changes the results considerably.  A patient 

agent’s decision whether to run on the bank depends now on her signal.  The effect of the 

signal is twofold.  The signal provides information regarding the expected period-2 pay-

ment: The higher the signal, the higher is the posterior probability attributed by the agent to 

the event that the long-term return is going to be R (rather than 0), and the lower the 

incentive to run on the bank.  In addition, an agent’s signal provides information about 

other agents’ signals, which allows an inference regarding their actions.  Observing a high 

signal makes the agent believe that other agents obtained high signals as well.  Conse-

quently, she attributes a low likelihood to the possibility of a bank run.  This makes her 

incentive to run even smaller. 

We start by analyzing the events in period 1, assuming that the banking contract that 

was chosen in period 0 offers r1 to agents demanding withdrawal in period 1, and that all 

agents have chosen to deposit their endowments in the bank.  (Clearly, r1 must be at least 1 

but less than min{1/λ,R}.)  While all impatient agents demand early withdrawal, patient 

agents need to compare the expected payoffs from going to the bank in period 1 or 2.  The 

ex-post payoff of a patient agent from these two options depends on both θ and the propor-

tion n of agents demanding early withdrawal (see Table I).  Since the agent’s signal gives 
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her (partial) information regarding both θ and n, it affects the calculation of her expected 

payoffs.  Thus, her action depends on her signal. 

We assume that there are ranges of extremely good or extremely bad fundamentals, in 

which a patient agent’s best action is independent of her belief concerning other patient 

agents’ behavior.  As we show in the sequel, the mere existence of these extreme regions, 

no matter how small they are, ignites a contagion effect that leads to a unique outcome for 

any realization of the fundamentals.  Moreover, the probability of a bank run does not 

depend on the exact specification of the two regions. 

We start with the lower range.  When the fundamentals are very bad (θ very low), the 

probability of default is very high, and thus the expected utility from waiting until period 2 

is lower than that of withdrawing in period 1 – even if all patient agents were to wait (n=λ).  

If, given her signal, a patient agent is sure that this is the case, her best action is to run 

regardless of her belief about the behavior of the other agents.  More precisely, we denote 

by )( 1rθ  the value of θ for which )()()( 1
1

1
1 Rupru r

λ
λθ −

−= , and refer to the interval ))(,0[ 1rθ  

as the lower dominance region.  Since the difference between an agent’s signal and the true 

θ is no more than ε, we know that she demands early withdrawal if she observes a signal 

εθθ −< )( 1ri .  We assume that for any 11 ≥r  there are feasible values of θ for which all 

agents receive signals that assure them that θ is in the lower dominance region.  Since θ  is 

increasing in r1, the condition that guarantees this for any 11 ≥r  is εθ 2)1( > , or equiva-

lently ε2)( )(
)1(1 >−

Ru
up .10  In most of our analysis ε  is taken to be arbitrarily close to 0.  

Thus, it will be sufficient to assume 0)( )(
)1(1 >−

Ru
up . 

Similarly, we assume an upper dominance region of parameters: A range ]1,(θ  in 

which no patient agent demands early withdrawal.  To this end, we need to modify the 

investment technology available to the bank.  Instead of assuming that the short-term return 

is fixed at 1, we assume that it equals 1 in the range [0,θ ], and equals R in the range ]1,(θ .  

We also assume that p(θ)=1 in this range.  (Except for the upper dominance region, p(θ) is 

strictly increasing.)  The interpretation of these assumptions is that when the fundamentals 

are extremely high, such that the long-term return is obtained with certainty, the short-term 

                                                           
10 This sufficient condition ensures that when θ=0, all patient agents observe signals below ε.  These signals 
assure them that the fundamentals are below )(2 1rθε < , and thus they must decide to run. 
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return improves as well.11  When a patient agent knows that the fundamentals are in the 

region ]1,(θ , she does not run, whatever her belief regarding the behavior of other agents 

is.  Why? Since the short-term return from a single investment unit exceeds the maximal 

possible value of r1 (which is min{1/λ,R}), there is no need to liquidate more than one unit 

of investment in order to pay one agent in period 1.  As a result, the payment to agents who 

withdraw in period 2 is guaranteed.12  As in the case of the lower dominance region, we 

assume that εθ 21−<  (in most of our analysis ε is taken to be arbitrarily close to 0 and θ  

arbitrarily close to 1). 

An alternative assumption that generates an upper dominance region is that there ex-

ists an external large agent, who would be willing to buy the bank and pay its liabilities if 

she knew for sure that the long-run return was very high.  This agent need not be a gov-

ernmental institute; it can be a private agent, since she can be sure of making a large profit.  

Note however, that while such an assumption is very plausible if we think of a single bank 

(or country) being subject to a panic run, it is less plausible if we think of our bank as 

representing the world economy, whereas all sources of liquidity are already exhausted.  

(Our assumption on technology is not subject to this critique.) 

Note that our model can be analyzed even if we do not assume the existence of an 

upper dominance region.  In spite of the fact that in this case there are multiple equilibria, 

several equilibrium selection criteria (refinements) show that the more reasonable equilib-

rium is the same as the unique equilibrium that we obtain when we assume the upper 

dominance region.  We discuss these refinements in Appendix B.   

The two dominance regions are just extreme ranges of the fundamentals at which 

agents’ behavior is known.  This is illustrated in Figure 1.  The dotted line represents a 

lower bound on n, implied by the lower dominance region.  This line is constructed as 

follows.  The agents who definitely demand early withdrawal are all the impatient agents, 

plus the patient agents who get signals below the threshold level εθ −)( 1r .  Thus, when 

εθθ 2)( 1 −< r , all patient agents get signals below εθ −)( 1r  and n must be 1.  When 

                                                           
11 This specification of the short-term return is the simplest that guarantees the existence of an upper 
dominance region.  A maybe more natural assumption, that the short-term return increases gradually over 
[0,1] would lead to the same results but complicate the computations. 
12  More formally, when θθ > , an agent who demands early withdrawal receives r1, whereas an agent who 
waits receives )1/()( 1 nnrR −−  (which must be higher than r1 because r1 is less than R). 
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)( 1rθθ > , no patient agent gets a signal below εθ −)( 1r  and no patient agent must run.  

As a result, the lower bound on n in this range is only λ.  Since the distribution of signal 

errors is uniform, as θ grows from εθ 2)( 1 −r  to )( 1rθ , the proportion of patient agents 

observing signals below εθ −)( 1r  decreases linearly at the rate ε
λ

2
1− .  The solid line is the 

upper bound, implied by the upper dominance region.  It is constructed in a similar way, 

using the fact that patient agents do not run if they observe a signal above εθ + . 
 

 

θ 0 1 

Lower Dominance 
Region 

Intermediate 
Region 

Upper Dominance 
Region 

n=1 

n=λ 

εθ 2−  εθ 2+  

Upper bound on nLower bound on n

θθ  
 

Figure 1: Direct implications of the dominance regions on agents' behavior 
 

Because the two dominance regions represent very unlikely scenarios, where funda-

mentals are so extreme that they determine uniquely what agents do, their existence gives 

little direct information regarding agents’ behavior.  The two bounds can be far apart, 

generating a large intermediate region in which an agent’s optimal strategy depends on her 

beliefs regarding other agents’ actions.  However, the beliefs of agents in the intermediate 

region are not arbitrary.  Since agents observe only noisy signals of the fundamentals, they 

do not exactly know the signals that other agents observed.  Thus, in the choice of the 

equilibrium action at a given signal, an agent must take into account the equilibrium actions 

at nearby signals.  Again, these actions depend on the equilibrium actions taken at further 

signals, and so on.  Eventually, the equilibrium must be consistent with the (known) 

behavior at the dominance regions.  Thus, our information structure places stringent 

restrictions on the structure of the equilibrium strategies and beliefs. 

Theorem 1 says that the model with noisy signals has a unique equilibrium.  A patient 

agent’s action is uniquely determined by her signal: She demands early withdrawal if and 

only if her signal is below a certain threshold.   
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THEOREM 1: The model has a unique equilibrium in which patient agents run if they 

observe a signal below threshold )( 1
* rθ  and do not run above.13   

We can apply Theorem 1 to compute the proportion of agents who run at every reali-

zation of the fundamentals.  Since there is a continuum of agents, we can define a determi-

nistic function, )',( θθn , that specifies the proportion of agents who run when the funda-

mentals are θ  and all agents run at signals below 'θ  and do not run at signals above 'θ .  

Then, in equilibrium, the proportion of agents who run at each level of the fundamentals is 

given by ][)1(),( ** θθελλθθ −<⋅−+= iprobn .  It is 1 below εθ −* , since there all 

patient agents observe signals below *θ , and it is λ above εθ +* , since there all patient 

agents observe signals above *θ .  Because both the fundamentals and the noise are uni-

formly distributed, ),( *θθn  decreases linearly between εθ −*  and εθ +* .  We thus have: 

COROLLARY: Given r1, the proportion of agents demanding early withdrawal depends 

only on the fundamentals.  It is given by: 













+≥

+≤≤−
−

+−+
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=

εθθλ

εθθεθ
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1
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1
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rif

rrif
r

rif

rn  . (2) 

Importantly, although the realization of θ uniquely determines how many patient 

agents run on the bank, most run episodes – those that occur in the intermediate region – 

are still driven by bad expectations.  Since running on the bank is not a dominant action in 

this region, the reason patient agents do run is that they believe others will do so.  Because 

they are driven by bad expectations, we refer to bank runs in the intermediate region as 

panic-based runs.  Thus, the fundamentals serve as a coordination device for the expecta-

tions of agents, and thereby indirectly determine how many agents run on the bank.  The 

crucial point is that this coordination device is not just a sunspot, but rather a payoff-

relevant variable.  This fact, and the existence of dominance regions, forces a unique 

outcome; in contrast to sunspots, there can be no equilibrium in which agents ignore their 

signals.   

                                                           
13 We thank the referee for pointing out a difficulty with the generality of the original version of the proof.   
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In the remainder of the section we discuss the novelty of our uniqueness result and 

the intuition behind it.   

The usual argument that shows that with noisy signals there is a unique equilibrium 

(see Carlsson and van-Damme (1993) and Morris and Shin (1998)), builds on the property 

of global strategic complementarities: An agent’s incentive to take an action is higher 

when more other agents take that action.  This property does not hold in our model since a 

patient agent’s incentive to run is highest when n=1/r1, rather than when n=1.  This is a 

general feature of standard bank-run models: Once the bank is already bankrupt, if more 

agents run, the probability of being served in the first period decreases while the second-

period payment remains null; thus, the incentive to run decreases.  Specifically, a patient 

agent’s utility differential, between withdrawing in period 2 vs. period 1, is given by (see 

Table I): 






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Figure 2: The net incentive to withdraw in period 2 vs. period 1 

Figure 2 illustrates this function for a given state θ.  Global strategic complementari-

ties require that v be always decreasing in n.  While this does not hold in our setting, we do 

have one-sided strategic complementarities: v is monotonically decreasing whenever it is 

positive.  We thus employ a new technical approach that uses this property to show the 

uniqueness of equilibrium.  Our proof has two parts.  In the first part we restrict attention to 

threshold equilibria: Equilibria in which all patient agents run if their signal is below some 

common threshold and do not run above.  We show that there exists exactly one such 

n
λ 1

)( 1
1
1

rur−  

),( nv θ

)( 1ru−
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equilibrium.  The second part shows that any equilibrium must be a threshold equilibrium.  

We now explain the intuition for the first part of the proof.  (This part requires even less 

than one-sided strategic complementarities.  Single crossing, i.e., v crossing 0 only once, 

suffices.)  The intuition for the second part (which requires the stronger property) is more 

complicated – the interested reader is referred to the proof itself.   

Assume that all patient agents run below the common threshold θ ′ ,  and consider a 

patient agent who obtained signal θi.  Let )',(1 θθ i
r∆  denote her expected utility differen-

tial, between withdrawing in period 2 vs.  period 1.  The agent prefers to run (wait) if this 

difference is negative (positive).  To compute )',(1 θθ i
r∆ , note that since both state θ and 

error terms εi are uniformly distributed, the agent’s posterior distribution of θ is uniformly 

distributed over ],[ εθεθ +− ii .  Thus, )',(1 θθ i
r∆  is simply the average of ))',(,( θθθ nv  

over this range.  (Recall that ),( θθ ′n  is the proportion of agents who run at state θ.  It is 

computed as in Equation 2.)  More precisely,  

θθθθθθ
εθ

εθθε dnvi

i
i

r ∫
+

−=
=∆ ))',(,()',( 2

11 .     (4) 

In a threshold equilibrium, a patient agent prefers to run if her signal is below the 

threshold and prefers to wait if her signal is above it.  By continuity, she is indifferent at the 

threshold itself.  Thus, an equilibrium with threshold θ ′  exists only if 0)','(1 =∆ θθr .  This 

holds at exactly one point *θ .  To see why note that )','(1 θθr∆  is negative for εθθ −<′  

(because of the lower dominance region), positive for εθθ +>′  (because of the upper 

dominance region), continuous, and increasing in θ ′  (when both the private signal and the 

threshold strategy increase by the same amount, an agent’s belief about how many other 

agents withdraw is unchanged, but the return from waiting is higher).  Thus, *θ  is the only 

candidate for a threshold equilibrium. 

In order to show that it is indeed an equilibrium, we need to show that ),( *1 θθ i
r∆  is 

negative for  *θθ <i  and positive for *θθ >i  (recall that it is zero at *θθ =i ).  In a model 

with global strategic complementarities, these properties would be easy to show: A higher 

signal indicates that the fundamentals are better and that fewer agents withdraw early – 

both would increase the gains from waiting.  Since we have only partial strategic comple-

mentarities, however, the effect of more withdrawals becomes ambiguous, as sometimes 

the incentive to run decreases when more agents do so.  The intuition in our model is thus 

somewhat more subtle and relies on the single crossing property.  Since ))',(,( θθθ nv  
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crosses zero only once and since the posterior average of v , given signal *θθ =i , is 0 

(recall that an agent who observes *θ  is indifferent), observing a signal iθ  below *θ  shifts 

probability from positive values of v  to negative ones (recall that the distribution of noise 

is uniform).  Thus, 0),(),( *** 11 =∆<∆ θθθθ r
i

r .  This means that a patient agent with signal 
*θθ <i  prefers to run.  Likewise, for signals above *θ , 0),(),( *** 11 =∆>∆ θθθθ r

i
r , which 

means that the agent prefers to wait. 
 

 

 

 

 

 

 

 

 

Figure 3: Functions n(θ,θ∗) and v(θ,n(θ,θ∗)) 

To see this more clearly, consider Figure 3.  The top graph depicts the proportion 

),( *θθn  of agents who run at state θ, while the bottom graph depicts the corresponding v .  

To compute ),( *1 θθ i
r∆ , we need to integrate v  over the range ],[ εθεθ +− ii .  We know 

that ),( **1 θθr∆ , i.e., the integral of v  between the two solid vertical lines, equals 0.  

Consider now the integral of v  over the range ],[ εθεθ +− ii  for some *θθ <i  (i.e., be-

tween the two dotted lines).  Relative to the integral between the solid lines, we take away a 

positive part, and add a negative one.  Thus, ),( *1 θθ i
r∆  must be negative.  (Note that v 

crossing zero only once ensures that the part taken away is positive, even if the right dotted 

line is to the left of the point where v  crosses 0.)  This means that a patient agent who 

observes a signal *θθ <i  prefers to run.  A similar argument shows that an agent who 

observes a signal *θθ >i  prefers to stay.   

To sum up the discussion of the proof, we reflect on the importance of two assump-

tions.  The first is the uniform distribution of the fundamentals.  This assumption does not 

limit the generality of the model in any crucial way, since there are no restrictions on the 

function p(θ) which relates the state θ  to the probability of obtaining the return R in the 

n(θ,θ∗)=λ 
 

n(θ,θ∗)=1 

v(θ,n(θ,θ∗)
θ*+ε θ*-ε 

 v=0 
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long term.  Thus, any distribution of the probability of obtaining R is allowed.  Moreover, 

in analyzing the case of small noise (ε→0), this assumption can be dropped.  The second 

assumption is the uniform distribution of noise.  This assumption is important in deriving a 

unique equilibrium when the model does not have global strategic complementarities.  

However, Morris and Shin (2003a), who discuss our result, show that if one restricts 

attention to monotone strategies, a unique equilibrium exists for a broader class of distribu-

tions.   

III.  The Demand-Deposit Contract and the Viability of Banks 

Having established the existence of a unique equilibrium, we now study how the like-

lihood of runs depends on the promised short-term payment, r1.  We then analyze the 

optimal r1, taking this dependence into consideration.  We show that when )1(θ  is not too 

high, i.e., when the lower dominance region is not too large, banks are viable: Demand-

deposit contracts can increase welfare relative to the autarkic allocation.  Nevertheless, 

under the optimal r1, the demand deposit contract does not exploit all the potential gains 

from risk sharing.  To simplify the exposition, we focus in this section on the case where ε  

and 1-θ  are very close to 0.  As in Section II, εθ 21−<  must hold.  (All our results are 

proved for non-vanishing ε  and 1-θ , as long as they are below a certain bound.) 

We first compute the threshold signal )( 1
* rθ .  A patient agent with signal )( 1

* rθ  must 

be indifferent between withdrawing in period 1 or 2.  That agent’s posterior distribution of 

θ is uniform over the interval ])(,)([ 1
*

1
* εθεθ +− rr .  Moreover, she believes that the 

proportion of agents who run, as a function of θ, is ))(,( 1
* rn θθ  (see Equation 2).  Thus, her 

posterior distribution of n is uniform over [λ,1].  At the limit, the resulting indifference 

condition is ∫∫∫ = −
−

==
⋅=+ 1 1

1 1

1 /1

1
1*1
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θ .14  Solving for *θ , we obtain: 
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14 In this condition, the value of θ decreases from εθ +*  to εθ −* , as n increases from λ to 1.  However, 
since ε  approaches 0, θ is approximately *θ . Note also that this implicit definition is correct as long as the 
resulting θ* is below θ . This holds as long as r1 is not too large; otherwise, θ* would be close to θ .  
(Below, we show that when θ  is close to 1, the bank chooses r1 sufficiently small so that there is a nontrivial 
region where agents don’t run, i.e., such that θ* is below θ .) 
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Having characterized the unique equilibrium, we are now equipped with the tools to 

study the effect of the banking contract on the likelihood of runs.  Theorem 2 says that 

when r1 is larger, patient agents run in a larger set of signals.  This means that the banking 

system becomes more vulnerable to bank runs when it offers more risk sharing.  The 

intuition is simple: If the payment in period 1 is increased and the payment in period 2 is 

decreased, the incentive of patient agents to withdraw in period 1 is higher.15  Note that this 

incentive is further increased since, knowing that other agents are more likely to withdraw 

in period 1, the agent assigns a higher probability to the event of a bank run.   

THEOREM 2: )( 1
* rθ  is increasing in r1.   

Knowing how r1 affects the behavior of agents in period 1, we can revert to period 0 

and compute the optimal r1.  The bank chooses r1 to maximize the ex-ante expected utility 

of a representative agent, which is given by: 

( ) ( )∫∫ −
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The ex-ante expected utility depends on the payments under all possible values of θ.  

In the range below *θ , there is a run.  All investments are liquidated in period 1, and agents 

of both types receive r1 with probability 1/ r1.  In the range above *θ , there is no run.  

Impatient agents (λ) receive r1 (in period 1), and patient agents (1-λ) wait till period 2 and 

receive Rr
λ

λ
−

−
1

1 1  with probability p(θ).   

The computation of the optimal r1 is different than that of Section I.  The main differ-

ence is that now the bank needs to consider the effect that an increase in r1 has on the 

expected costs from bank runs.  This raises the question whether demand-deposit contracts, 

which pay impatient agents more than the liquidation value of their investments, are still 

desirable when the destabilizing effect of setting r1 above 1 is taken into account.  That is, 

whether provision of liquidity via demand-deposit contracts is desirable even when the cost 

of bank runs that result from this type of contract is considered.  Theorem 3 gives a positive 

                                                           
15 There is an additional effect of increasing r1, which operates in the opposite direction.  In the range in 
which the bank does not have enough resources to pay all agents who demand early withdrawal, an increase 
in r1 increases the probability that an agent who demands early withdrawal will not get any payment.  This 
increased uncertainty over the period-1 payment reduces the incentive to run on the bank.  As we show in the 
proof of Theorem 2, this effect must be weaker than the other effects if ε is not too large. 
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answer under the condition that )1(θ , the lower dominance region at r1=1, is not too large.  

The exact bound is given in the proof (Appendix A). 

THEOREM 3: If )1(θ  is not too large, the optimal r1 must be larger than 1.   

The intuition is as follows: Increasing r1 slightly above 1 enables risk sharing among 

agents.  The gain from risk sharing is of first-order significance, since the difference 

between the expected payment to patient agents and the payment to impatient agents is 

maximal at r1=1.  On the other hand, increasing r1 above 1 is costly because of two effects.   

First, it widens the range in which bank runs occur and the investment is liquidated slightly 

beyond )1(θ .  Second, in the range ))1(,0[ θ  (where runs always happen), it makes runs 

costly.  This is because setting r1 above 1 causes some agents not to get any payment 

(because of the sequential service constraint).  The first effect is of second order.  This is 

because at )1(θ  liquidation causes almost no harm since the utility from the liquidation 

value of the investment is close to the expected utility from the long-term value.  The 

second effect is small provided that the range ))1(,0[ θ  is not too large.  Thus, overall, 

when )1(θ  is not too large, increasing r1 above 1 is always optimal.  Note that in the range 

))1(,0[ θ , the return on the long-term technology is so low, such that early liquidation is 

efficient.  Thus, the interpretation of the result is that if the range of fundamentals where 

liquidation is efficient is not too large, banks are viable. 

Because the optimal level of r1 is above 1, panic-based bank runs occur at the opti-

mum.  This can be seen by comparing )( 1
* rθ  with )( 1rθ , and noting that the first is larger 

than the second when r1 is above 1.  Thus, under the optimal r1, the demand-deposit 

contract achieves higher welfare than that reached under autarky, but is still inferior to the 

first-best allocation, as it generates panic-based bank runs. 

Having shown that demand-deposit contracts improve welfare, we now analyze the 

forces that determine the optimal r1, i.e., the optimal level of liquidity that is provided by 

the banking contract.  First, we note that the optimal r1 must be lower than min{1/λ,R}: If 

r1 were larger, a bank run would always occur, and ex-ante welfare would be lower than in 

the case of 11 =r .  In fact, the optimal r1 must be such that θθ <)( 1
* r , for the exact same 

reason.  Thus, we must have an interior solution for r1.  The first-order condition that 

determines the optimal r1 is (recall that ε and 1-θ  approach 0): 
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The LHS is the marginal gain from better risk sharing, due to increasing r1.  The RHS 

is the marginal cost that results from the destabilizing effect of increasing r1.  The first term 

captures the increased probability of bank runs.  The second term captures the increased 

cost of bank runs: When r1 is higher, the bank’s resources (one unit) are divided among 

fewer agents, implying a higher level of risk ex-ante.  Theorem 4 says that the optimal r1 in 

our model is smaller than FBc1 .  The intuition is simple: FBc1  is calculated to maximize the 

gain from risk sharing while ignoring the possibility of bank runs.  In our model, the cost of 

bank runs is taken into consideration:  Since a higher r1 increases both the probability of 

bank runs and the welfare loss that results from bank runs, the optimal r1 is lower. 

THEOREM 4: The optimal r1 is lower than FBc1 .   

Theorem 4 implies that the optimal short-term payment does not exploit all the poten-

tial gains from risk sharing.  The bank can increase the gains from risk sharing by increas-

ing r1 above its optimal level.  However, because of the increased costs of bank runs the 

bank chooses not to do this.  Thus, in the model with noisy signals, the optimal contract 

must trade off risk sharing vs.  the costs of bank runs.  This point cannot be addressed in 

the original D&D model.   

IV.  Concluding Remarks 

We study a model of bank runs based on D&D’s framework.  While their model has 

multiple equilibria, ours has a unique equilibrium in which a run occurs if and only if the 

fundamentals of the economy are below some threshold level.  Nonetheless, there are 

panic-based runs: Runs that occur when the fundamentals are good enough that agents 

would not run had they believed that others would not. 

Knowing when runs occur, we compute their probability.  We find that this probabil-

ity depends on the contract offered by the bank: Banks become more vulnerable to runs 

when they offer more risk sharing.  However, even when this destabilizing effect is taken 

into account, banks still increase welfare by offering demand deposit contracts (provided 
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that the range of fundamentals where liquidation is efficient is not too large).  We charac-

terize the optimal short-term payment in the banking contract, and show that this payment 

does not exploit all possible gains from risk sharing since doing so would result in too 

many bank runs. 

In the remainder of this section we discuss two possible directions in which our re-

sults can be applied. 

The first direction is related to policy analysis.  One of the main features of our model 

is the endogenous determination of the probability of bank runs.  This probability is a key 

element in assessing policies that are intended to prevent runs, or in comparing demand 

deposits to alternative types of contracts.  For example, two policy measures that are often 

mentioned in the context of bank runs are suspension of convertibility and deposit insur-

ance.  Clearly, if such policy measures come without a cost, they are desirable.  However, 

these measures do have costs.  Suspension of convertibility might prevent consumption 

from agents who face early liquidity needs.  Deposit insurance generates a moral hazard 

problem: Since a single bank does not bear the full cost of an eventual run, each bank sets a 

too high short-term payment and, consequently, the probability of runs is above the social 

optimum.  Being able to derive an endogenous probability of bank runs, our model can be 

easily applied to asses the desirability of such policy measures or specify under which 

circumstances they are welfare improving.  This analysis cannot be conducted in a model 

with multiple equilibria, since in such a model the probability of a bank run is unknown 

and thus the expected welfare cannot be calculated.  We leave this analysis to future 

research. 

Another direction is related to the proof of unique equilibrium.  The novelty of our 

proof technique is that it can be applied also to settings in which the strategic complemen-

tarities are not global.  Such settings are not uncommon in finance.  One immediate exam-

ple is a debt rollover problem, in which a firm faces many creditors that need to decide 

whether to roll over the debt or not.  The corresponding payoff structure is very similar to 

that of our bank-run model, and thus exhibits only one sided strategic complementarities.  

Another example is an investment in an IPO.  Here, a critical mass of investors might be 

needed to make the firm viable.  Thus, initially agents face strategic complementarities: 

Their incentive to invest increases with the number of agents who invest.  However, 
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beyond the critical mass, the price increases with the number of investors, and this makes 

the investment less profitable for an individual investor.  This type of logic is not specific 

to IPO’s, and can apply also to any investment in a young firm or an emerging market.  

Finally, consider the case of a run on a financial market (see, for example, Bernardo and 

Welch (2004) and Morris and Shin (2003b)).  Here, investors rush to sell an asset and cause 

a collapse in its price.  Strategic complementarities may exist if there is an opportunity to 

sell before the price fully collapses.  However, they might not be global, as in some range 

the opposite effect may prevail: When more investors sell, the price of the asset decreases, 

and the incentive of an individual investor to sell decreases. 
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Appendix A: Proofs 
Proof of Theorem 1 

The proof is divided into three parts.  We start with defining the notation used in the 

proof, including some preliminary results.  We then restrict attention to threshold equilib-

ria, and show that there exists exactly one such equilibrium.  Finally, we show that any 

equilibrium must be a threshold equilibrium.  Proofs of intermediate lemmas appear at the 

end. 

A.  Notation and preliminary results 

A (mixed) strategy for agent i is a measurable function ]1,0[]1,0[: →+− εεis  that 

indicates the probability that the agent, if patient, withdraws early (runs) given her signal 

iθ .  A strategy profile is denoted by ]1,0[}{ ∈iis .  A given strategy profile generates a random 

variable )(~ θn  that represents the proportion of agents demanding early withdrawal at state 

θ.  We define )(~ θn  by its cumulative distribution function: 
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In some cases it is convenient to use the inverse CDF: 

})(:inf{)( xnFnn x ≥= θθ .       (A2) 

Let ))(~,(1 ⋅∆ ni
r θ  denote a patient agent’s expected difference in utility from withdraw-

ing in period 2 rather than in period 1, when she observes signal θi and holds belief )(~ ⋅n  

regarding the proportion of agents who run at each state θ.  (Note that since we have a 

continuum of agents, )(~ θn  does not depend on the action of the agent herself.)  When the 

agent observes signal iθ , her posterior distribution of θ is uniform over the interval 

],[ εθεθ +− ii .  For each θ in this range, the agent’s expected payoff differential is the 

expectations, over the one-dimensional random variable )(~ θn , of ))(~,( θθ nv  (see definition 

of v  in Equation 3) 16.  We thus have: 

θθθθθθ
εθ

εθθ λ θε

εθ

εθθε dndFnvdnvn i

i

i

i nni
r ∫ ∫∫

+

−= =

+

−=





≡Ε=⋅∆

1

2
1

2
1 )(),())](~,([))(~,(1 .17   (A3) 

In case all patient agents have the same strategy (i.e., the same function from signals 

                                                           
16 While this definition applies only for θ < θ , for brevity we use it also if θ > θ .  It is easy to check that all 
our arguments hold if the correct definition of v for that range is used.   
17 Note that the function 1r∆  defined here is slightly different than the one defined in the intuition sketched in 
Section II (see Equation 4).  This is because here we do not restrict attention only to threshold strategies. 
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to actions), the proportion of agents who run at each state θ is deterministic.  To ease the 

exposition, we then treat )(~ θn  as a number between λ  and 1, rather than as a degenerate 

random variable, and write )(θn  instead of )(~ θn .    In this case, ))(~,(1 ⋅∆ ni
r θ  reduces to:  

θθθθ
εθ

εθθε dnvn i

i
i

r ∫
+

−=
=⋅∆ ))(,())(,( 2

11 .      (A4) 

Also, recall that if all patient agents have the same threshold strategy, we denote )(θn  as 

),( θθ ′n , where θ ′  is the common threshold – see explicit expression in Equation 2. 

Lemma A1 states a few properties of ))(~,(1 ⋅∆ ni
r θ .  It says that ))(~,(1 ⋅∆ ni

r θ  is con-

tinuous in θi, and increases continuously in positive shifts of both the signal θi and the 

belief )(~ ⋅n .  For the purpose of the lemma, denote )(~))(~( anan +=+ θθ  for all θ: 

LEMMA A1: (i) ))(~,(1 ⋅∆ ni
r θ  is continuous in iθ .  (ii) )))(~(,(1 ⋅++∆ anai

r θ  is continuous 

and non-decreasing in a.  (iii) )))(~(,(1 ⋅++∆ anai
r θ  is strictly increasing in a if 

εθθ +<+ ai  and if 1/1)(~ rn <θ  with positive probability over ],[ εθεθθ ++−+∈ aa ii . 

A Bayesian equilibrium is a measurable strategy profile ]1,0[}{ ∈iis , such that each pa-

tient agent chooses the best action at each signal, given the strategies of the other agents.  

Specifically, in equilibrium, a patient agent i chooses 1)( =iis θ  (withdraws early) if 

0))(~,(1 <⋅∆ ni
r θ , chooses 0)( =iis θ  (waits) if 0))(~,(1 >⋅∆ ni

r θ , and may choose any 

0)(1 ≥≥ iis θ  (is indifferent) if 0))(~,(1 =⋅∆ ni
r θ .  Note that, consequently, patient agents’ 

strategies must be the same, except for signals iθ  at which 0))(~,(1 =⋅∆ ni
r θ .   

B.  There exists a unique threshold equilibrium 

A threshold equilibrium with threshold signal *θ  exists if and only if, given that all 

other patient agents use threshold strategy *θ , each patient agent finds it optimal to run 

when she observes a signal below *θ , and to wait when she observes a signal above *θ : 

0)),(,( *1 <⋅∆ θθ ni
r    *θθ <∀ i ;      (A5) 

0)),(,( *1 >⋅∆ θθ ni
r    *θθ >∀ i ;      (A6) 

By continuity (Lemma A1 part i), a patient agent is indifferent when she observes *θ : 

0)),(,( **1 =⋅∆ θθ nr .         (A7) 

We first show that there is exactly one value of *θ  that satisfies A7.  By Lemma A1 

part (ii), )),(,( **1 θθ ⋅∆ nr  is continuous in *θ .  By the existence of dominance regions, it is 

negative below εθ −)( 1r  and positive above εθ + .  Thus, there exists some *θ  at which it 
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equals 0.  Moreover, this *θ  is unique.  This is because, by part (iii) of Lemma A1, 

)),(,( **1 θθ ⋅∆ nr  is strictly increasing in *θ  as long as it is below εθ +  (by the definition 

of ),( *θθn  in Equation 2, note that 1
* /1),( rn <θθ  with positive probability over the range  

],[ ** εθεθθ +−∈  ).   

Thus, there is exactly one value of *θ , which is a candidate for a threshold equilib-

rium.  To establish that it is indeed an equilibrium, we need to show that given that A7 

holds, A5 and A6 must hold.  To prove A5, we decompose the intervals ],[ εθεθ +− ii  and 

],[ ** εθεθ +− , over which the integrals )),(,( *1 θθ ⋅∆ ni
r  and )),(,( **1 θθ ⋅∆ nr  are com-

puted, respectively, into a (maybe empty) common part ],[],[ ** εθεθεθεθ +−∩+−= iic , 

and two disjoint parts cd ii
i \],[ εθεθ +−=  and cd \],[ *** εθεθ +−= .  Then, using A4, 

we write:  

)),(,()),(,()),(,(
*

1 *
2
1*

2
1** ∫∫ ∈∈

⋅+⋅=⋅∆
dc

r nvnvn
θεθε θθθθθθ ,   (A8) 

)),(,()),(,()),(,( *
2
1*

2
1*1 ∫∫ ∈∈

⋅+⋅=⋅∆
idci

r nvnvn
θεθε θθθθθθ .   (A9) 

Analyzing A8, we see that )),(,( *∫ ∈
⋅

c
nv

θ
θθ  is negative.  This is because 

0)),(,( **1 =⋅∆ θθ nr  (since A7 holds); because the fundamentals in the range *d  are higher 

than in the range c (since *θθ <i ); and because in the interval ],[ ** εθεθ +− , 

)),(,( *θθ ⋅nv  is positive for high values of θ , negative for low values of θ , and crosses 

zero only once (see Figure 3).  Moreover, by the definition of ),( *θθn  (see Equation 2), 

),( *θθn  is always one over the interval id  (which is below εθ −* ).  Thus, 

)),(,( *∫ ∈
⋅

id
nv

θ
θθ  is also negative.  Then, by A9, )),(,( *1 θθ ⋅∆ ni

r  is negative.  This proves 

that A5 holds.  The proof for A6 is analogous. 

C.  Any equilibrium must be a threshold equilibrium 

Suppose that ]1,0[}{ ∈iis  is an equilibrium and that )(~ ⋅n  is the corresponding distribu-

tion of the proportion of agents who withdraw as a function of the state θ.  Let Bθ  be the 

highest signal at which patient agents do not strictly prefer to wait: 

}0))(~,(:sup{ 1 ≤⋅∆= ni
r

iB θθθ .      (A10) 

By continuity (part i of Lemma A1), patient agents are indifferent at Bθ , i.e., 

0))(~,(1 =⋅∆ nB
r θ .  By the existence of an upper dominance region, εθ −< 1B .   

If we are not in a threshold equilibrium, there are signals below Bθ  at which 

0))(~,(1 ≥⋅∆ ni
r θ .  Let Aθ  be their supremum: 
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}0))(~,(:sup{ 1 ≥⋅∆<= ni
r

BiA θθθθ .      (A11) 

Again, by continuity, patient agents are indifferent at Aθ .  Thus, we must have: 

0))(~,())(~,( 11 =⋅∆=⋅∆ nn A
r

B
r θθ .      (A12) 

Figure A1 illustrates the (counterfactual) non-threshold equilibrium.  Essentially, pa-

tient agents do not run at signals above Bθ , run between Aθ  and Bθ , and may or may not 

run below Aθ .  Our proof goes on to show that this equilibrium cannot exist by showing 

that A12 cannot hold.  Since this is the most subtle part of the proof, we start by discussing 

a special case that illustrates the main intuition behind the general proof, and then continue 

with the complete proof that takes care of all the technical details. 
 
 

 

Figure A1: Function ∆  in a (counterfactual) non-threshold equilibrium 

Intuition: Suppose that the distance between Bθ  and Aθ  is greater than ε2  and that the 

proportion of agents who run at each state θ is deterministic and denoted as )(θn  (rather 

than )(~ θn ).  From A4, we know that ))(,(1 ⋅∆ nB
r θ  is an integral of the function ))(,( θθ nv  

over the range ),( εθεθ +− BB .  We denote this range as d
B.  Similarly, ))(,(1 ⋅∆ nA

r θ  is an 

integral of ))(,( θθ nv  over the range dA.   

To show that A12 cannot hold, let us compare the integral of ))(,( θθ nv  over dB with 

the one over dA.  We can pair each point θ in dB with a “mirror image” point θ
s

 in dA, such 

that as θ moves from the lower end of Bd  to its upper end, θ
s

 moves from the upper end of 

dA to its lower end.  From the behavior of agents illustrated in Figure A1, we easily see 

that:  (1) All agents withdraw at the left-hand border of dB and at the right-hand border of 

dA.  (2) As θ  increases in the range d
B, we replace patient agents who always run with 

patient agents who never run, implying that )(θn  decreases (from 1 to λ ) at the fastest 

feasible rate over d
B.  These two properties imply that n (the number of agents who with-

draw) is higher in θ
s

 than in θ.  In a model with global strategic complementarities (where 

v is always decreasing in n), this result, together with the fact that θ
s

 is always below θ, 

would be enough to establish that the integral of v over dB yields a higher value than the 

one over dA, and thus that A12 cannot hold.  However, since, in our model, we do not have 

Aθ
iθ  

Bθ

?  0<∆ 0>∆0 0
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global strategic complementarities (as v reverses direction when n>1/r1), we need to use a 

more complicated argument that builds only on the property of one-sided strategic com-

plementarities (v is monotonically decreasing whenever it is positive – see Figure 2). 

Let us compare the distribution of n over dB and its distribution over d
A.  While over 

dB n decreases at the fastest feasible rate from 1 to λ , over Ad  n decreases more slowly. 

Thus, over dA n ranges from 1 to some λ>*n , and each value of n in that range has more 

weight than its counterpart in dB. In other words, the distribution over dA results from 

moving all the weight that the distribution over dB puts on values of n below *n  to values 

of n above *n . 

To conclude the argument, consider two cases.  First, suppose that v is non-negative 

at *n .  Then, since v is monotone in n when it is non-negative, when we move from dB to 

dA, we shift probability mass from high values of v to low values of v, implying that the 

integral of v over dB is greater than the one over dA, and thus A12 does not hold.  Second, 

consider the case where v is negative at *n .  Then, since one-sided strategic complemen-

tarities implies single crossing (i.e., v crosses zero only once), v must always be negative 

over dA, and thus the integral of v over dA is negative.  But then this must be less than the 

integral over dB which equals zero (by A10) – so again A12 does not hold.   

Having seen the basic intuition as to why A12 cannot hold, we now provide the for-

mal proof that allows AB θθ −  to be below ε2  and the proportion of agents who run at each 

state θ to be non-deterministic (denoted as )(~ θn ). The proof proceeds in three steps. 

Step 1:  First note that Aθ  is strictly below Bθ , i.e., there is a non-trivial interval of signals 

below Bθ , where 0))(~,(1 <⋅∆ ni
r θ .  This is because the derivative of 1r∆  with respect to iθ  

at the point Bθ  is negative.  (The derivative is given by −++Ε ))(~,( εθεθ BBn
nv  

))(~,( εθεθ −−Ε BBn
nv .  When state θ  equals εθ +B , all patient agents obtain signals 

above Bθ  and thus none of them runs.  Thus, )(~ εθ +Bn  is degenerate at λ=n .  Now, for 

any λ≥n , ),( λεθ +Bv  is higher than ),( nv B εθ − , since ),( nv θ  is increasing in θ, and 

given θ, is maximized when λ=n .)   

We now decompose the intervals over which the integrals ))(~,(1 ⋅∆ nA
r θ  and 

))(~,(1 ⋅∆ nB
r θ  are computed into a (maybe empty) common part 

),(),( εθεθεθεθ +−∩+−= BBAAc , and two disjoint parts: cd AA
A \],[ εθεθ +−=  and 

cd BB
B \],[ εθεθ +−= .  Denote the range dB as ],[ 21 θθ  and consider the “mirror image” 
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transformation θ
s

 (recall that as θ moves from the lower end of dB to its upper end, θ
s

 

moves from the upper end of dA to its lower end): 

θθθθ −+= BA

s
        (A13) 

Using A3, we can now rewrite A12 as: 

∫∫ ==
Ε=Ε 2

1

2

1

))(~,())(~,(
θ

θθ

θ

θθ
θθθθ
ss

nvnv
nn

.      (A14) 

To interpret the LHS of A14, we note that the proportion of agents who run at states 

],[ 21 θθθ =∈ Bd  is deterministic.  We denote it as )(θn , which is given by:  

],[2/))(1()( 212 θθθεθθλλθ =∈−−+= Bdallforn .   (A15) 

To see why, note that when 2θθ = )( εθ += B , no patient agent runs and thus λθ =)( 2n .  

As we move from state 2θ  to lower states (while remaining in the interval d
B), we replace 

patient agents who get signals above Bθ  and do not run, with patient agents who get signals 

between Aθ  and Bθ  and run.  Thus, )(θn  increases at the rate of ελ 2/)1( − . 

As for the RHS of A14, we can write:  

∫ ∫∫ ∫∫ ==
==Ε

1

0

1

0

2

1

2

1

2

1

))(,())(,())(~,(
x

x

x

x

n
dxdnvddxnvdnv θθθθθθθθθ

θ

θ

θ

θ

θ

θ

ssssss
, (A16) 

where )(θxn  denotes the inverse-CDF of )(~ θn  (see A2).  Thus, to show that A14 cannot 

hold, we go on to show in Step 3 that for each x,  

θθθθθθ
θ

θ

θ

θ
dnvdnv x∫∫ > 2

1

2

1

))(,())(,(
ss

.      (A17) 

But first, in Step 2, we derive a few intermediate results that are important for Step 3. 

Step 2:  We first show that )(θn  in the LHS of A17 changes faster than )(θ
s

xn  in the RHS:  

LEMMA A2: ε
λ

θ
θ

θ
θ

2
1)()( −

∂
∂

∂
∂ =≤ nnx s

. 

This is based, as before, on the idea that )(θn  changes in the fastest feasible rate, ε
λ

2
1− , 

in ],[ 21 θθ=Bd .  The proof of the lemma takes care of the complexity that arises because 

)(θxn  is not a standard deterministic behavior function, but rather the inverse-CDF of 

)(~ θn .  We can now collect a few more intermediate results: 

Claim 1: For any ],[ 21 θθθ ∈ , 1θθ <
s

. 

This follows from the definition of θ
s

 in A13. 

Claim 2: If c is non-empty, then for any  ],[ 11 θθθ
s

=∈c , )()( 1θθ nn x ≥ .   
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This follows from the fact that as we move down from 1θ  to 1θ
s

, we replace patient 

agents who get signals above Bθ  and do not run, with patient agents who get signals below 

Aθ  and may or may not run, implying that the whole support of )(~ θn  is above )( 1θn . 

Claim 3: The LHS of A17, ∫ =

2

1

))(,(
θ

θθ
θθ nv , must be non-negative.   

When c is empty, this holds because ∫ =

2

1

))(,(
θ

θθ
θθ nv  is equal to ))(,(1 θθ nB

r∆ , which 

equals zero.  When c is non-empty, if ∫ =

2

1

))(,(
θ

θθ
θθ nv  were negative, then for some 

],[ 21 θθθ ∈  we would have 0))(,( <θθ nv .  Since )(θn  is decreasing in the range ],[ 21 θθ , 

and since ),( nv θ  increases in θ  and satisfies single-crossing with respect to n (i.e., if 

0),( <nv θ  and nn >' , then 0)',( <nv θ ), we get that 0))(,( 11 <θθ nv .  Applying Claim 2 

and using again the fact that ),( nv θ  increases in θ  and satisfies single-crossing with 

respect to n, we get that ∫ ∈c n
nvE

θ
θθ ))(~,(  is also negative.  This contradicts the fact that the 

sum of ∫ =

2

1

))(,(
θ

θθ
θθ nv  and ∫ ∈c n

nvE
θ

θθ ))(~,( , which is simply ))(,(1 θθ nB
r∆ , equals 0. 

Step 3:  We now turn to show that A17 holds.  For any ],[ 21 θθθ ∈ , let )(θ
sxn  be a monotone 

(i.e., weakly decreasing in θ ) version of )(θ
s

xn , and let )(nxθ  be its “inverse” function: 

{ })))(:],[min(()(

):)(min()(

221

1

θθθθθθ

θθθ

∪≤∈=

≤≤=

nnn

ttnn
xx

xx

s

ss

.     (A18) 

(Note that if nn x >)(θ
s

 for all ],[ 21 θθθ ∈ , then )(nxθ  is defined as 2θ .)  Let )(θA  indicate 
whether )(θ

sxn  is strictly decreasing at θ  (if it is not, then there is a jump in ))(( θθ
sxx n ): 



 ∂∂

=
otherwise

negativestrictlyisandexistsnifA
x ,/)(

0
1

)( θθθ
s

  

Since )()( 11 θθ nn x ≥
s

 (Claim 2), we can rewrite the RHS of A17 as:  

θθθθθθθθθθθ
θ

θθ

θ

θθ

θθ

θ
dAnvdAnvdnv

n

x

n

xn x

xx

x

∫∫∫ +−+
2

1

2

1

1

1
))(())((

))((
)())(,())(1))((,())(,(

ssssss
. (A19) 

The third summand in A19 equals ∫
)(

)(

2

1

)())((),)((
θ

θ
θθθ

xn

n

xxx ndnAnnv , and can be written as: 

)())((),)(())()(())((),)((
)(

)(

)(

)(

2

1

2

1

ndnAnnvnndnAnnv
xx n

n

xxxx
n

n

x θθθθθθθ
θ

θ

θ

θ
∫∫ +−⋅ , (A20) 

where )(nθ  is the inverse function of )(θn .  Note that the second summand simply equals 

)(),)((
)(

)(

2

1

ndnnv
xn

n

x θθ
θ

θ∫ .  This is because ))(( nA xθ  is 0 no more than countably many times 

(corresponding to the jumps in )(nxθ ), and because )(nθ   is differentiable. 
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We now re-write the LHS of A17:  

θθθθθθθθ
θ

θθ

θ

θ

θ

θ
dnvndnnvdnv

x

x

n

n

n
∫∫∫ +=

2

2

2

1

2

1
))((

)(

)(

))(,()()),(())(,( .    (A21) 

By Claim 1, we know that:  

)(),)(()()),((
)(

)(

)(

)(

2

1

2

1

ndnnvndnnv
xx n

n

x
n

n

θθθθ
θ

θ

θ

θ
∫∫ > .      (A22) 

Thus, to conclude the proof, we need to show that: 

))()(())((),)((

))(1))((,())(,())(,(

)(

)(

))((

))((

))((

2

1

2

1

1

1

2

2

nndnAnnv

dAnvdnvdnv

xx
n

n

x

n

xn x

n

x

x

x

x

θθθθ

θθθθθθθθθθ

θ

θ

θ

θθ

θθ

θ

θ

θθ

−

+−+>

∫

∫∫∫
ssss

.                  (A23) 

First, note that, taken together, the integrals in the RHS of A23 have the same length 

(measured with respect to θ ) as the integral in the LHS of A23.  (That is, if we replace 

),( ⋅⋅v  with 1 in all the four integrals, A23 holds with equality.)  This is because the length 

of the LHS of A23 is the length of the LHS of A17 ( 12 θθ − ) minus )(1
)(

)(

2

1

nd
xn

n
θ

θ

θ∫  (by A21); 

similarly, the length of the RHS of A23 is the length of the RHS of A17 ( 12 θθ − ) minus 

)(1)()((1
)(

)(

)(

)(

2

1

2

1

ndndnA
xx n

n

xn

n
θθθ

θ

θ

θ

θ ∫∫ =  (by A19 and A20).  Second, note that the weights on 

values of ),( nv θ  in the RHS of A23 are always positive since, by Lemma A2, 

)()( nnx θθ −  is a weakly decreasing function (note that whenever 1))(( =nA xθ , )(nxθ  is 

simply the inverse function of )(θ
s

xn ).  

By Claim 1, and since ),( nv θ  is increasing in θ , the differences in θ  push the RHS 

of A23 to be lower than the LHS.  As for the differences in n, the RHS of A23 sums values 

of ),( nv θ  with θ  in Ad  and n above )( 2θ
sxn , while the LHS of A23 sums values of ),( nv θ  

with θ  in dB and n below )( 2θ
sxn .  Consider two cases.  (1) If 0))()),((( 22 <θθθ

ss xx nnv , 

then, since v satisfies single crossing, all the values of v in the RHS of A17 are negative.  

But then, since the LHS of A17 is non-negative (Claim 3), A17 must hold.  (2) If 

0))()),((( 22 ≥θθθ
ss xx nnv , then, since v decreases in n whenever it is non-negative (see 

Figure 2), all values of v in the LHS of A23 are greater than those in the RHS.  Then, since 

the integrals in both sides have the same length, A23 must hold, and thus A17 holds. QED. 
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Proof of Lemma A1: 

(i) Continuity in θi holds because a change in θi only changes the limits of integration 

],[ εθεθ +− ii  in the computation of 1r∆ , and because the integrand is bounded. 

(ii) The continuity with respect to a holds because v is bounded, and 1r∆  is an integral over 

a segment of θ’s.  )))(~(,(1 ⋅++∆ anai
r θ  is non-decreasing in a because as a increases, the 

agent sees the same distribution of n, but expects θ  to be higher.  More precisely, the only 

difference between the integrals that are used to compute )))(~(,(1 ⋅++∆ anai
r θ  and 

)))('~(,'(1 ⋅++∆ anai
r θ  is that in the first we use v(θ+a,n) while in the second we use 

v(θ+a’,n)  Since v(θ, n) is non-decreasing in θ, )))(~(,(1 ⋅++∆ anai
r θ  is non-decreasing in a.   

(iii) If over the limits of integration there is positive probability that 1/1 rn <  and θθ < , so 

that ),( nv θ  strictly increases in θ , )))(~(,(1 ⋅++∆ anai
r θ  strictly increases in a.    QED. 

Proof of Lemma A2: 

Consider some 0>µ , and consider the transformation: 





−>−+
−≤+

=
µεεεµε
µεεµε

ε
ii

ii
i if

if
2

ˆ .      (A24) 

In defining iε̂ , we basically add µ  to iε  modulo the segment ],[ εε− .  To write the CDF of 

)(~ ⋅n  at any level of the fundamentals (see A1), we can use either the variable iε  or the 

variable iε̂ .  In particular, we can write the CDF at θ  as follows:  





 ≤+⋅−+= ∫ =

1

0
)ˆ()1()(

i ii ndisprobnF εθλλθ ,    (A25) 

and the CDF at µθ +  as: 





 ≤++⋅−+= ∫ =+

1

0
)()1()(

i ii ndisprobnF εµθλλµθ .  (A26) 

Now, following A24, we know that with probability εµ 2/1− , ii εεµ ˆ=+ .  Thus, 

since we have a continuum of patient players, we know that for exactly εµ 2/1−  of them, 

)ˆ()( iiii ss εθεµθ +=++ .  For the other εµ 2/  patient players, )( iis εµθ ++  can be 

anything.  Thus, with probability 1: 

∫∫ ==
++≤⋅++⋅−

1

0

1

0
)(0

2
)ˆ()

2
1(

i iii ii disdis εµθ
ε

µεθ
ε

µ .   (A27) 

This implies that: 

[ ]ndisprobndisprob i iii ii ≤++⋅−+≥



 ≤+⋅−⋅−+ ∫∫ ==

1
0

1
0 )()1()ˆ()

2
1()1( εµθλλεθ

ε
µλλ ,    (A28) 
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which means that: 

[ ]ndisprobndisprob i iii ii ≤++⋅−+≥



 ⋅−+≤+⋅−+ ∫∫ ==

1
0

1
0 )()1(

2
)1()ˆ()1( εµθλλ

ε
µλεθλλ .  (A29) 

Using (A25) and (A26), we get: 

)()
2

)1(( nFnF µθθ ε
µλ +≥−+ .       (A30) 

Let ]1,0[∈x .  Then A30 must hold for )( µθ += xnn : 

xnFnF xx ≥+≥−++ + ))(()
2

)1()(( µθ
ε

µλµθ µθθ .    (A31) 

This implies: 

)(
2

)1()( θ
ε

µλµθ xx nn ≥−++ .      (A32) 

This yields: 

ε
λ

µ
θµθ

2
1)()( −
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Repeating the same exercise after defining a variable iε̂  by subtracting µ  from iε  

modulo the segment ],[ εε− , we obtain: 
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Since 1−=∂
∂

θ
θ
s

, A33 and A34 imply that ε
λ

θ
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∂
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sxn .  QED. 

Proof of Theorem 2 

The equation that determines )( 1
* rθ  (away from the limit) is: 
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where )21(*)*,( 1 λ
λεθθθ −

−−+= nn  is the inverse of ),( *θθn .  We can rewrite A35 as:  
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We can see immediately that 0*
1
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θ rf .  Thus, by the implicit function theorem, in 

order to prove that 0
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The last two terms are negative.  Thus, it suffices to show that the sum of the first two is 

negative.  One can verify that )/)((/)( 1
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1
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11
1 1
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Using integration by parts, this equals: 
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We now derive an upper bound for the sum of the first two terms in A41.  Since 
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Thus, A41 is smaller than: 
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The first term is negative.  The second can be positive, but if it is, it is small when ε is small.  

Thus, there exists 0>ε , such that for each εε < , the claim of the theorem holds.  QED. 

Proof of Theorem 3 

The expected utility of a representative agent, )( 1rEU , (away from the limit) is :  
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−−+≡  is the level of fundamentals, at which 
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* /1),( rn =θθ , i.e., below which the bank cannot pay all agents who run.  Thus:  
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When 11 =r , A48 becomes: 
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Here, the second term and the fourth term are positive because )(')1(' RRuu >  for all R>1, 

and because 1)( <θp .  The fifth term is positive because 11 >−
−
λ
λR , and because u’’(c) is 

negative.  The third term is zero by the definition of )1(*θ .  The first term is negative.  This 

term, however, is small for a sufficiently small )1(*θ .  As ε  goes to 0, )1(*θ  converges to 

)1(θ .  Thus, for a sufficiently small )1(θ , the claim of the theorem holds.   

As ε  goes to 0, the condition becomes:  
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This is equivalent to an upper bound on )1(θ .  QED. 

Proof of Theorem 4 

At the limit, as ε  goes to 0 and θ  goes to 1 11 /)( rrEU ∂∂  becomes (see Equation 6): 
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Thus, the first-order condition that determines the optimal 1r  converges to:18 
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18 We can employ the limit f.o.c. since 11 /)( rrEU ∂∂  is continuous in ε  at 0 and in θ  at 1, and since the 
limit of solutions of f.o.c.’s near the limit must be a solution of the f.o.c. at the limit.   
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Since the RHS of the equation is positive, and since )]([)](|)([ 1
* θθθθ θ pErpE >> , the 

optimal 1r  is lower than FBc1 , which is determined by Equation 1.  QED. 

 

Appendix B: Discussion on the assumption of an upper dominance region 

A crucial condition that leads to a unique equilibrium in our model is the existence of 

an upper dominance region (implied by the assumption on the technology or by the alterna-

tive of an external lender).  Indeed, the range of fundamentals in which waiting is a domi-

nant action can be taken to be arbitrarily small, thereby representing extreme situations 

where fundamentals are extraordinarily good.  Thus, this assumption is rather weak.  

Nevertheless, we now explore the model’s predictions when this assumption is not made.   

First, we note that without an upper dominance region, our model has multiple equi-

libria.  Two are easy to point out: One is the trivial, bad equilibrium, in which agents run 

for any signal.  The other is the threshold equilibrium that is the unique equilibrium of our 

model.  In addition, we cannot preclude the existence of other equilibria in which agents 

run at all signals below θ*, and above they sometimes run and sometimes wait.   

Importantly, the unique equilibrium characterized in Theorem 1 is the only one that 

survives three different equilibrium selection criteria (refinements).  Thus, if we adopt any 

of these selection criteria, we can still analyze the model without the assumption of an 

upper dominance region, and obtain the same results.  We now list these refinements: 

Equilibrium selection criterion a: The patient agents coordinate on the best equilibrium. 

By “best” equilibrium we mean the equilibrium that Pareto-dominates all others.  In our 

model, this is also the one at which the set of signals at which agents run is the smallest.19  

                                                           
19 An equilibrium with this property exists (and “smallest” is well defined) if ε is small enough, and is the 
same as the equilibrium characterized in Theorem 1.  The reason is that we can show by iterative dominance 
that patient agents must run below θ*.  Thus, an equilibrium, which has the property that patient agents run 
below θ* and never run above, is the one with the smallest set of signals at which agents run.  (Note also that 
since patient agents are small and identical, they all behave in the same manner.) 
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Equilibrium selection criterion b: The patient agents coordinate on an equilibrium in which 

when they observe signals that are extremely high ( ]1,1[ εθ −∈i ), they do not run.   

The idea is that a panic based run does not happen when agents know that the fundamentals 

are excessively good.  As with the assumption of the upper dominance region, this is 

sufficient in order to rule out runs in a much larger range of parameters. 

Equilibrium selection criterion c: The equilibrium on which patient agents coordinate has 

monotonic strategies and is non-trivial (i.e., agents’ actions depend on their signals). 

Note that while some other papers in the literature use equilibrium selection criteria 

(the “best equilibrium” criterion), they always select equilibria with no panic-based runs.  

That is, in their best equilibrium, runs occur only when early withdrawal is the agents’ 

dominant action, i.e., when θ<θ(r1) (See for example Goldfajn and Valdes (1997), and 

Allen and Gale (1998)).  In our model, by contrast, the equilibrium does have panic-based 

bank runs (even if it is not a unique equilibrium): Agents run whenever θ<θ*(r1).  There-

fore, we can analyze the interdependence between the banking contract and the probability 

that agents will lose their confidence in the solvency of the bank.  This is the main novelty 

of our paper and it is thus maintained even if the model had multiple equilibria (which 

would be the case had the assumption of an upper dominance region been dropped).   
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