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ABSTRACT: The effects of edge chemistry on the relative
stability and electronic properties of zigzag boron nitride
nanoribbons (ZBNNRs) are investigated. Among all functional
groups considered, fully hydroxylated ZBNNRs are found to
be the most energetically stable. When an in-plane external
electric field is applied perpendicular to the axis of both
hydrogenated and hydroxylated ZBNNRs, a spin-polarized
half-metallic state is induced, whose character is different than
that predicted for zigzag graphene nanoribbons. The onset
field for achieving the half-metallic state is found to mainly
depend on the width of the ribbon. Our results indicate that edge functionalization of ZBNNRs may open the way for the design
of new nanoelectronic and nanospintronic devices.

The recent experimental realization of atomically thin, long,
and narrow strips of graphene, often referred to as

graphene nanoribbons (GNRs),1−5 has triggered extensive
experimental and theoretical investigations of their physical
properties. Due to their unique structural, mechanical,
electronic, and magnetic characteristics, GNRs have been
identified as promising candidates for numerous potential
applications including spintronic devices, gas sensors, and
nanocomposite materials.6−9 The quasi-one-dimensional nature
of GNRs results in the presence of reactive edges that may
dominate their electronic and magnetic behavior.10,11 Specifi-
cally, when grown along the zigzag axis the resulting zigzag
graphene nanoribbons (ZGNRs) present pronounced elec-
tronic edge states12−14 making them prone to covalent
attachment of chemical groups that can significantly alter
their electronic properties.5,15−21 Within the simplest edge
passivation scheme, hydrogen terminated ZGNRs were shown
to exhibit a spin polarized semiconducting ground state with
bandgaps that vary with the ribbon width.14 This ground state
is characterized by energetically degenerate α and β molecular
spin orbitals that are spatially related via inversion symmetry.
Here, opposite spin orientations localize at the two edges of the
ZGNR and couple through the graphene backbone via an
antiferromagnetic (AF) arrangement of spins on adjacent
atomic sites. The application of an in-plane electric field,
perpendicular to the ZGNR’s axis, was shown to lift this
bandgap degeneracy, thus creating a perfect spin filter where
electrons carrying one spin flavor present metallic behavior
whereas their opposite spin counterparts exhibit wide bandgap
semiconductor characteristics.14,22

Hexagonal boron nitride (h-BN) is the inorganic analogue of
graphite. The two materials are isoelectronic, and their
hexagonal lattices are isomorphic. In analogy to graphene, a

single layer of h-BN has an equal number of sp2 hybridized B
and N atoms, which are covalently bonded in an alternating
pattern. Nevertheless, due to the differences in electron
affinities of the boron and nitrogen atoms, the B−N bonds
have a considerable ionic character. This results in major
differences both in their optimal interlayer stacking (graphite
presents the Bernal ABA stacking whereas h-BN has the
antieclipsed AA′A stacking)23 and in their electronic properties
(graphene is a semimetal whereas h-BN is an insulator).24

Because of these characteristics, h-BN has also attracted
significant attention from the scientific community.24−32 With
this respect, the electronic and magnetic properties of boron−
nitride nanoribbons (BNNRs) with bare edges have been
thoroughly investigated providing theoretical evidence that they
are magnetic semiconductors with bandgaps that decrease with
increasing ribbon width.33,34 Half-metallicity has also been
predicted to occur in zigzag BNNRs (ZBNNRs) with fluorine
edge-decoration,35,36 hydrogenation,37 and Stone-Wales de-
fects.38 Furthermore, it was shown that terminating both the B
and the N zigzag edges with oxygen and sulfur atoms gives rise
to metallic behavior in these systems.39

Here, we present a first-principle computational study of the
effects of edge oxidation on the relative stability, electronic
properties, and half-metallic nature of ZBNNRs. To this end,
we consider six different oxidation schemes of a 1.37 nm wide
ZBNNR as shown in Figure 1. We notate these oxidation
schemes in accordance to their GNR counterparts, namely,5

partial hydroxylation (panel b, OH(I)), full hydroxylation
(panel c, OH(II)), etheration schemes (panel d, Et(I), and e,
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Et(II)), partial ketonation (panel f, Kt(I)), and full ketonation
(panel g, Kt(II)).
Our calculations have been carried out utilizing the

GAUSSIAN suite of programs.40 Spin-polarized calculations
have been performed within the local density approximation
(LDA), the generalized gradient approximation of Perdew et al.
(PBE),41,42 and the screened-exchange hybrid functional
developed by Heyd, Scuseria, and Ernzerhof (HSE)43−46 of
density functional theory (DFT). We note that the latter
functional approximation has been shown to reproduce
experimental optical bandgaps of bulk semiconductors and to
describe the physical properties of a wide variety of materials,
including carbon nanotubes and graphene and its derivatives,
with much success.5,47−51 Unless otherwise stated the double-ζ
polarized 6-31G** Gaussian basis set was used.52 Basis set
convergence tests have been performed (see Figure S1 in the
Supporting Information and ref 33) indicating that the relative
structural stability values and calculated bandgaps are
converged to within 5% and 2%, respectively.
We start by discussing the optimized structures of the various

systems considered. In Figure 1 we present the relaxed
geometries obtained at the HSE/6-31G** level of theory. For
the hydrogen terminated system (Figure 1a) we find that the
N−H bonds (1.01 Å) are somewhat shorter than the B−H
bonds (1.12 Å). Upon partial hydroxylation of both edges
(Figure 1b) the hydroxyl group attached to the boron edge
remains in the plane of the ribbon whereas the hydroxyl group
bonded to the nitrogen edge rotates to become perpendicular
to the basal plane of the system. For the fully hydroxylated
system (Figure 1c) the formation of a network of hydrogen
bonds between adjacent OH groups causes the substituents to
remain in the plane of the ribbon similar to the case of fully
hydroxylated GNRs.5,53 When both edges are partially
decorated with ether groups (Figure 1d), the optimization
procedure results in a structure where the boron edge exhibits
an ether-like configuration whereas the nitrogen edge obtains a
partial ketone-like structure. In Figure 1e both edges are fully
functionalized with ether-like groups where oxygen atoms
replace the edge boron and nitrogen atoms. Here, the geometry
optimization maintains the general structure while elongating
the N−O bonds (1.49 Å) as compared to the B−O (1.39 Å)
counterparts. A somewhat different picture arises upon partial
ketonation (Figure 1f) where the obtained N−O bonds (1.26
Å) are shorter than the B−O bonds (1.40 Å). Finally, when

covering both edges with ketone-like groups, the optimized
structure presents a ketonated nitrogen edge and a peroxide-
like structure on the boron edge (Figure 1g). For simplicity, we
name the different structures according to the original
functionalization scheme prior to geometry optimization.
Next, we study the relative stability of the different oxidized

ribbons. As these structures have different chemical composi-
tions, the cohesive energy per atom does not provide a suitable
measure for the comparison of their relative stabilities.
Therefore, we adopt the approach used in refs 5, 47, and 54
where one defines a Gibbs free energy of formation δG for a
BNNR as follows:

δ χ χ χ χ χ μ χ μ χ μ= − − −G E( , ) ( , )H O H O H H O O BN BN (1)

where E(χH,χO) is the cohesive energy per atom of a BNNR
with given composition and dimensions, χi is the molar fraction
of atom i (i = H, O, or BN couple) in the ribbon satisfying the
relation ∑iχi = 1, and μi is the chemical potential of the
constituent at a given state. We choose μH as the binding
energy per atom of the singlet ground state of the hydrogen
molecule, μO as the binding energy per atom of the triplet
ground state of the oxygen molecule, and μBN as the cohesive
energy per BN couple of a single two-dimensional BN sheet, all
calculated at the same level of theory as E(χH,χO). This
definition allows for an energy comparison between oxidized
nanoribbons with different compositions, where negative values
represent stable structures with respect to the constituents. For
all oxidation schemes considered, we compared the closed-shell
singlet spin state with the triplet spin state in order to identify
the lowest energy spin configuration of each system.
In Figure 2 we present the relative stabilities of the different

oxidized ZBNNRs studied using the HSE functional approx-
imation (LDA and PBE results are presented for comparison in
Figure S2 of the Supporting Information). As can be seen, the
fully hydrogenated ribbon as well most of the oxidized ribbons
considered are found to be less stable than their corresponding
constituents. Conversely, both hydroxylation schemes lead to
considerable energetic stabilization of the ribbon’s structure.
We find that the most stable structure corresponds to the full
edge-hydroxylation scheme (Figure 1c). As mentioned above,
this enhanced stability is attributed to the hydrogen bonds
formed between adjacent edge hydroxyl groups and is
consistent with previous calculations on edge oxidized
ZGNRs.5 Furthermore, we note that for the fully hydrogenated

Figure 1. Optimized unit-cell geometries of different edge oxidation schemes studied in this work. The presented structures were obtained at the
HSE/6-31G** level of theory. Color code: red, oxygen atoms; blue, nitrogen atoms; pink, boron atoms; gray, hydrogen atoms. Arrows represent the
periodic direction of the ZBNNRs.
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system, as well as for both hydroxylated structures, the closed-
shell singlet spin state is more energetically stable than the
corresponding triplet state.
Having identified the most stable edge oxidation scheme, we

now turn to study the electronic properties of the oxidized
ZBNNRs considered. In Figure 3 we present the bandgaps,

calculated as energy differences between the lowest unoccupied
(LUCO) and highest occupied (HOCO) crystalline Kohn−
Sham orbitals, using the HSE functional approximation (LDA
and PBE results are presented for comparison in Figure S3 of
the Supporting Information). Our calculations show that the
bandgap obtained for the fully hydrogenated system is 5.72 eV
using the HSE functional and 4.24 eV using the PBE
approximation, which is in good agreement with previous
studies of similar structures (5.56 eV33 and 4.26 eV,39

respectively). Interestingly, the two hydroxylation schemes
present relatively small (∼0.2 eV) modifications of the bandgap
preserving the system’s insulating character while maintaining
the indirect nature of the bandgap. Furthermore, the lower
hydroxyl density is found to slightly increase the bandgap
whereas the higher hydroxyl density slightly decreases the
bandgap with respect to the fully hydrogenated ZBNNR.
Markedly, the bandgap response toward the other edge

oxidation schemes is highly diverse. Here, the triplet ground
states of the Et(I) and Et(II) oxidation schemes lift the spin
degeneracy such that for Et(I) the bandgap of one spin flavor is
reduced by ∼11% (0.62 eV) while the bandgap of the opposite

spin electrons drops by 59% (3.36 eV). For the Et(II) oxidation
scheme both up and down spin bandgaps reduce by ∼62%,
thus turning the system into a wide bandgap semiconductor.
For the Kt(I) and Kt(II) structures the HSE bandgaps further
decrease turning the system metallic for the Kt(I) structure and
a narrow bandgap semiconductor for the Kt(II) system.
Notably, all these oxidation schemes, most of which are
comparable in stability to the edge hydrogenated system, result
in direct bandgap materials thus demonstrating that edge
chemistry can be used as an efficient control scheme for
tailoring the electronic properties of ZBNNRs.
In order to gain better understanding of the varied influence

of the different oxidation schemes on the electronic properties
of the ZBNNR, we performed band structure and density of
states (DOS) analysis.55 In Figure 4 we present the band
structures along with the full DOSs (FDOS) and the partial
DOSs (PDOS) of the B and N edges for the hydrogenated,
hydroxylated, and a representative ketonated ZBNNRs. The
edge PDOSs include only the contributions of the oxidation
functional groups covalently bonded to the relevant edge
atoms.
When examining the electronic properties of the hydrogen

terminated system (Figure 4a), it is found that the HOCO and
LUCO are associated with the central section of the ZBNNR.
The N-edge contribution appears ∼2 eV above the conduction
band minimum (CBM) whereas the B-edge DOS appears ∼2.5
eV below the valence band maximum (VBM). Partial
hydroxylation (Figure 4b) results in relatively minor changes
of the HOCO and LUCO dispersion relations. From the PDOS
analysis it is found that the N-edge now contributes some DOS
to the low lying valence bands while the B-edge develops DOS
at the high lying conduction bands. When the system is fully
hydroxylated (Figure 4c), qualitative changes in the HOCO
and LUCO dispersion relations, including the location of the
VBM and CBM, are evident. Here, the N-edge is found to
contribute DOS at the HOCO and near the LUCO and the B-
edge gains some DOS above the LUCO band. It should be
noted that a similar picture appears for the α spin state of the
less stable Et(I), Et(II), and Kt(II) oxidation schemes (see
Supporting Information Figure S4), whereas the β spin state of
both schemes presents relatively flat bands in the mid-gap area.
PDOS analyses reveal these bands are contributed from the N-
edge.
The partial ketonation scheme is found to p-dope the system

by shifting the Fermi energy into the valence band (Figure 4d).
The screened hybrid HSE functional approximation predicts a
small (∼0.01 eV) direct bandgap whereas both the PBE and the
LDA functionals predict metallic behavior. Here, both
ketonated B- and N-edges present pronounced DOS at the
Fermi energy with clearly evident qualitative changes of the low
energy band structure.
Similar to the case of GNRs, the effects of edge chemistry on

the electronic properties of ZBNNRs is expected to alter their
response toward the application of external fields. Previous
studies have shown that bare ZBNNRs may present a rich
spectrum of electronic characteristics ranging from metallic
through half-metallic to semiconducting under the influence of
external electric fields.33 Thus, it would be interesting to
investigate whether edge oxidation may be used to further
control the response of ZBNNRs to such external perturba-
tions. In what follows, we focus the discussion on the most
stable (hydroxylated) decoration scheme while using the
hydrogenated system as a reference.

Figure 2. Ground state relative stabilities of the different oxidized
systems studied (see Figure 1) obtained via eq 1 at the HSE/6-31G**
level of theory. Negative values indicate stable structures with respect
to the constituents. Results of the singlet and triplet spin state
calculations are presented in red and green bars, respectively.

Figure 3. Bandap response to different oxidation schemes studied at
the HSE/6-31G** level of theory. The singlet spin state is represented
by black bars whereas the triplet spin state is represented by red (α
spin electrons) and green (β spin electrons) bars. Full and striped bars
represent direct and indirect bandgaps, respectively.
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Figure 4. Band-structures, FDOS, and PDOS of the (a) hydrogen terminated; (b) partially hydroxylated (OH(I) scheme); (c) fully hydroxylated
(OH(II) scheme); and (d) partially ketonated (Kt(I) scheme) ZBNNR as calculated at the HSE/6-31G** level of theory. Fermi energies of all
diagrams are set to zero. Inset of panel (d): zoom-in on the band-structure in the range of −1.0−1.0 eV around the Fermi energy.

Figure 5. Ground state Mulliken atomic spin polarization calculated at the HSE/6-31G** level of theory for the hydrogenated (upper panels) and
fully hydroxylated (lower panels) ZBNNRs at various external electric field intensities. Color code: red, α spin excess; green, β spin excess. Mulliken
spin range is set to ±0.1 in all panels. Representative Mulliken spin values are given for completeness. Arrows represent the periodic direction of the
ZBNNRs.
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To this end, we present in Figure 5 the ground state
Mulliken atomic spin polarizations of the hydrogenated and the
fully hydroxylated ZBNNRs obtained at the HSE/6-31G**
level of theory at various in-plane electric field intensities
applied perpendicular to the main axis of the ribbons. Since
ZBNNRs lack mirror symmetry with respect to their central
axis, not only the intensity but also the direction of the field has
influence on the electronic properties of the system. Therefore,
we consider both positive (pointing from the B- to the N-edge)
and negative (pointing from the N- to the B-edge) electric
fields. Opposite to the case of ZGNRs, where the ground state
magnetization decreases with increasing external field inten-
sity,5 here, in the absence of an external field, the ZBNNRs are
found to be nonmagnetic and the application of the external
electric field induces spin polarization, regardless of its
direction, both in the hydrogenated and the fully hydroxilated
systems. As can be seen in Figure 6, a quadratic-like decrease in

the energetic stability of the closed-shell singlet spin state with
respect to its open-shell counterpart is obtained with increasing
field intensities. Remarkably, energy differences exceeding 1.1
eV/unit cell were obtained for the strongest external field
considered of −0.8 V/Å for the hydrogen terminated ZBNNR.
The partially and fully hydroxylated systems presented energy
differences of 1.0 and 0.7 eV/unit cell, respectively, at this field
intensity. For a positive field intensity of 0.4 V/Å we find that
the replacement of edge hydrogen atoms with hydroxyl groups
somewhat reduces the relative energetic stability of the open-
shell singlet spin state.
With the understanding that an external electric field can

drastically change the magnetic character of ZBNNRs we now
turn to discuss its influence on their electronic properties. In
Figure 7 the band gap of hydrogenated and hydroxylated
ZBNNRs as a function of the external field intensity is
presented. As can be seen, at relatively low intensities the
bandgap associated with both α and β spin electrons are

insensitive to the application of the external electric field. At a
certain critical field strength, that varies with the edge
passivation scheme, the α bandgap rapidly drops to zero
while the β bandgap remains intact resulting in a half-metallic
state. Interestingly, unlike the case of ZGNRs, the half-
metallicity onset field in ZBNNRs is weakly dependent on
the edge hydroxylation scheme. Nevertheless, a careful
examination reveals that the half-metallicity onset field is
different for the positive and negative field directions. This may
be rationalized by the fact that the B- and N-edges of the
ZBNNR are oppositely charged and therefore an inherent
positive electric field is induced in the system. Hence, at the
positive direction a lower external field intensity is required to
induce half-metallicity.
In order to better understand the origin of the field induced

half-metallic state observed in the ZBNNRs studied we plot in
Figure 8 the α electrons band structure along with the full α
DOS and the B- and N-edges PDOSs of the hydrogen
terminated ZBNNR at various electric field intensities. We note
that the band structure associated with the β electrons is
virtually insensitive to the external electric field in the intensity
regime studied. As discussed above, in the absence of an
external electric field the ground state of the system is of closed-
shell insulating character with a wide HSE bandgap of 5.72 eV.
At a field intensity of −0.8 V/Å two energy bands originating
from the field-less conduction band penetrate the bandgap
region with a parabolic-like dispersion relation thus consid-
erably reducing the value of the bandgap. The partial DOS
analysis reveals that these bands are associated with the central
section of the ribbons and not with its edges, consistent with
the Mulliken spin polarization plots presented in Figure 5. As
the field intensity is further increased to −0.9 V/Å one of the
two parabolic energy bands crosses the Fermi energy and the
system becomes half-metallic. The main influence of the
external field on the edge DOS is an upshift with respect to the
Fermi energy. A similar qualitative picture with some
quantitative differences is obtained when reversing the direction
of the externally applied electric field. We note that similar
results are obtained for the fully hydroxylated systems (see
Supporting Information Figure S5). This behavior is completely
different from that observed in ZGNRs where a field induced
half-metallic state is achieved due to opposite local gating of the
edge α and β spin DOSs.14

Finally, to verify the general nature of our results we have
performed similar calculations on hydrogenated and hydroxy-
lated ZBNNRs of different widths. Previous studies of different
spin states of bare BNNRs suggested that the energy difference
between different spin states should vanish above a certain
ribbon widths.33 Furthermore, the onset field for achieving a
half-metallic state was shown to somewhat decrease with
increasing bare ribbon width.
Here, we perform calculations on three edge decorated unit-

cells of consecutive widths. We annotate these unit-cells by (N
× M) where N stands for the number of zigzag chains along the
width of the ribbon and M for the number of boron−nitride
pair chains along its zigzag edge. Using this notation we study
the (4 × 4) and (8 × 4) unit-cells and compare the result to
those presented above for the (6 × 4) unit cell (see Figure 9),
thus creating ribbons of the following widths: 0.94 nm, 1.37
nm, and 1.81 nm.
To study the influence of the width of the ribbons on their

relative energetic stability we repeat the analysis performed
above according to eq 1 for the edge-hydrogenated and partially

Figure 6. Energy differences between closed-shell and open-shell
singlet spin state as function of external electric field intensity for the
H, OH(I), and OH(II) edge decoration schemes obtained at the HSE/
6-31G** level of theory.

Figure 7. Spin polarized band gap as a function of the external electric
field intensity of the hydrogenated (left panel) and partially (middle
panel) and fully (right panel) edge-hydroxylated ZBNNRs obtained at
the HSE/6-31G** level of theory.
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and fully hydroxylated ribbons of various widths. The results for
the different unit-cell dimensions are summarized in Figure 10.

We find that increasing the width of the ribbon results in an
increase in its stability while generally maintaining the relative
stability ordering of the three edge-decoration schemes.
The width of the ribbon was also found to influence its

response toward the application of an external electric field. In
Figure 11 we compare the bandgap dependence on the field
intensity for the three ribbon widths considered with hydrogen
and hydroxyl edge decoration. As can be seen, all systems
considered present a similar zero-field bandgap of 5.5−6 eV.
Nevertheless, upon the application of a positive external field
the onset of half-metallicity shifts toward higher field intensities
as the width of the ribbon is increased. An opposite picture
arises for the negative field direction where the onset of half-
metallicity shifts toward lower field intensities with increasing
ribbons width. A similar behavior was also found in both
hydrogen terminated ZGNRs and bare ZBNNRs.14,33 This
width dependence may be explained using the simple model
discussed above according to which the charge polarization

Figure 8. Band-structures, FDOS, and PDOS of the α spin state of the H-terminated ZBNNR at the following fields: (a) 0 V/Å, (b) −0.8 V/Å, (c)
−0.9 V/Å, (d) +0.4 V/Å, and (e) +0.44 V/Å as calculated at the HSE/6-31G** level of theory. Fermi energies of all diagrams are set to zero.

Figure 9. Schematic diagrams of the hydrogenated (a) (4 × 4), (b) (6
× 4), and (c) (8 × 4) ZBNNRs unit-cells. Arrows represent the
periodic direction of the ZBNNRs.

Figure 10. Relative stabilities of the H, OH(I), and OH(II) oxidation
schemes (see Figure 1) as a function of ZBNNR width obtained via eq
1 at the HSE/6-31G** level of theory and the closed-shell singlet spin
state. Negative values indicate stable structures with respect to the
constituents.
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between the B- and N-edges forms an intrinsic field that
enhances or reduces the effect of the external field depending
on its direction. As the width of the ribbon increases, the onset
field intensity to obtain a half-metallic state in the negative
(positive) direction is decreased (increased). This indicates that
the intrinsic effective field decreases with increasing ribbon
width. Nonetheless, we find that the qualitative nature of the
response is similar for all systems studied, thus further
supporting the general nature of our predictions.
In summary, we have studied the relative stability, electronic

properties, and response to external electric field perturbations
of ZBNNRs with various edge-oxidation schemes. It was found
that chemical functionalization of the edges may considerably
influence the relative stability of the system. Among all
functional groups considered the fully hydroxylated ZBNNR
was found to be the most energetically stable. This stability was
found to enhance with increasing ribbon width. The influence
of edge-functionalization on the ground state electronic
structure was found to strongly depend on the chemical nature
of the decorating group, where electronic character ranging
from insulating to metallic was obtained for different oxidation
schemes. The application of an external in-plane electric field
perpendicular to the axis of edge-hydrogenated and hydroxy-
lated ZBNNRs was found to induce a spin-polarized half-
metallic state, whose nature is completely different than that
observed in ZGNRs. The onset field for achieving the half-
metallic state was found to mainly depend on the width of the
ribbon with moderate sensitivity toward edge hydroxylation.
Our results indicate that edge functionalized ZBNNRs should
present novel electronic and magnetic properties that may open
the way for the design of new nanospintronic devices.
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