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1. Introduction

Tribology, the science of friction, wear, and lubrication, is of
fundamental importance in many branches of pure and ap-
plied science. Understanding the physical processes that take
place when two surfaces are brought into contact, separated,
or displaced with respect to each other, has crucial implica-
tions on a wide range of research fields, including mechanics,
electro-mechanics, and chemical catalysis, as well as on several
subfields of biology. Over the past two decades, the science of
tribology has faced new challenges, with the successful design
and fabrication of microscopic and nanoscopic mechanical,
electromechanical, and electronic components with unprece-
dented accuracy. Such components are expected to revolution-
ize many technological areas, thus leading not only to higher-
capacity devices but also to the emergence of new functionali-
ties, which rely on unique physical phenomena that appear at
decreased dimensions and length scales. A major obstacle that
limits the widespread use of miniature (electro)mechanical de-
vices is their high surface-to-volume ratio, which leads to
severe friction and wear, thus considerably decreasing their du-
rability. The introduction of traditional liquid-phase lubricants
often fails to decrease friction because they become too vis-
cous when placed under such nanoscale constrictions.[1] This
problem has led to the emergence of nanotribology,[1a, 2] a new
developing field that studies tribological effects that occur on
the nanometer scale, where atomic forces play a crucial role in
determining the final behavior of a system. In this respect, one
of the primary goals of nanotribology is the design of new ma-
terials that present low friction on the atomic level. Not only
are such materials expected to enhance the applicability of
miniaturized devices, but they will also improve lubrication
schemes at macroscopic interfaces.[3]

Two major challenges need to be addressed towards achiev-
ing this goal : First, a clear and deep understanding of tribolog-

ical processes that occur on the atomic scale has to be gained.
Once such understanding has been achieved, the next chal-
lenge is to relate the atomic-scale structure and dynamics of
an interface to its tribological behavior over the full hierarchy
of length scales, ranging from the nanoscale up to the macro-
scale. Overcoming these two challenges will enable the accu-
rate design of new materials with desired tribological proper-
ties and functionalities.

During recent years, many experimental efforts have been
directed towards gaining a clearer picture of friction on the
atomic scale. Revolutionary techniques, such as friction force
microscopy and spin-echo spectroscopy, have revealed impor-
tant factors that govern friction and wear at dry nanoscale
contacts.[4] Notably, surface incommensurability[4ak, au, bb, 5] and in-
duced vertical fluctuations[6] have been identified as key factors
in achieving ultralow friction at nanointerfaces. Unlike the
latter case, which requires external manipulation of the con-
tacting bodies, surface incommensurability is often a naturally
occurring interfacial property. Recent experiments on pristine
layered materials have shown a strong dependence of the in-
terlayer sliding friction on the misfit angle where friction was
found to almost vanish when sliding occurred out of registry.[4a-

k, au, 5a,e–h, 7] This unique phenomenon, termed superlubricity,[4a-

k, 5a–d, 7, 8] marks layered materials to serve as promising candi-
dates as active components in nano-electromechanical systems
(NEMS)[9] and as improved lubricants for macroscopic devices.[3]

Whilst such new experiments offer valuable information on
nanoscale friction processes, the decreased dimensions and
length scales that characterize nano-electromechanical systems
offer a unique opportunity for the use of highly accurate com-
putational tools to guide experimental efforts towards the
design of materials with new functionalities. Numerous compu-
tational studies have addressed the origins of atomic-scale
wear and friction in general and the occurrence of superlubrici-
ty in particular. Most of these studies use either phenomenolo-
gical[4c,g–i,s,5d,j,m,n, 6e,f, 8, 10] or atomistic[5d, 10g,ac,al, 11] representations of
a small fraction of the relevant interface and solve Newton’s
equations of motion either numerically or through analytical
analysis, which is based on effective Hamiltonians that are con-
structed to mimic the main inter-surface interactions that are
responsible for friction and wear. Phenomenological simula-
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rule in dictating the tribological properties of the interface.
This Review surveys recent theoretical work in this area, with
the aim of providing a quantitative measure of the crystal lat-
tice commensurability at interfaces between rigid materials
and relating it to the tribological properties of the junction. By
considering a variety of hexagonal layered materials, including
graphene, hexagonal boron nitride, and molybdenum disulfide,
we show how a simple geometrical parameter, termed the

“registry index” (RI), can capture the interlayer sliding energy
landscape as calculated using advanced electronic structure
methods. The predictive power of this method is further dem-
onstrated by showing how the RI is able to fully reproduce the
experimentally measured frictional behavior of a graphene
nanoflake sliding over a graphite surface. It is shown that gen-
eralizations towards heterogeneous junctions and non-planar
structures (e.g. , nanotubes) provide a route for designing
nanoscale systems with unique tribological properties, such as
robust superlubricity. Future extension of this method towards
nonparallel interfaces, bulk-material junctions, molecular sur-
face diffusion barriers, and dynamic simulations are discussed.
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tions often rely on the so-called Prandtl–Tomlinson[10a,j] or Fren-
kel–Kontorova[12] models and their extensions, in which the
friction that occurs during the relative motion of two bodies is
modeled by the dynamics of particles that move on generic
periodic potentials that represent the underlying surface whilst
being subject to harmonic interactions. On the other hand,
atomic simulations rely on empirical potentials that are con-
structed to fit structural and thermochemical molecular data
that are either obtained experimentally or by using high-accu-
racy quantum-chemistry methods.

Both of these methods have been highly successful in inter-
preting experimental observations and in providing valuable
insight into the atomic-scale processes that govern friction and
wear.[13] Nevertheless, because they rely on effective Hamiltoni-
ans and classical mechanics, several issues may arise: 1) For
atomistic simulations, the construction of reliable force fields is
a non-trivial task that has to be performed separately for each
system; 2) phenomenological models, in which the effective
Hamiltonians are more robust, are designed to describe univer-
sal effects rather than the behavior of specific interfaces; 3) the
O(n)–O(n2) scaling of molecular dynamics (MD) simulations
with the number of particles, n, limits their ability to modeling
relatively small NEMS devices; and 4) the degree of complexity
of the simulations often makes it hard to identify and isolate
the important physical parameters, which underlie the tribo-
logical processes that are being studied, on the atomic level.

Herein, we review recent work on the “registry index”, which
is a simple and intuitive tool for quantifying interfacial com-
mensurability and for studying (with marginal computational
effort) the tribological properties of rigid nanoscale material
junctions. We start by illustrating the concept of the RI by
using the case of a homogeneous graphene interface. In this
example, we show how the RI can reproduce—down to fine
details—experimental measurements of the friction of a gra-
phene flake as it slides over a graphite surface. Next, we
extend this model to the case of bilayer hexagonal boron ni-
tride (h-BN) and to the more-challenging layered material mo-

lybdenum disulfide (2H-MoS2), which serves as a representative
example of the family of metal dichalcogenides that have an
intricate sub-layer structure. We continue by considering the
heterogeneous interface between graphene and h-BN, show-
ing how it can sustain a robust superlubric state, owing to the
natural mismatch between the lattice constants of the two ma-
terials. Finally, we show how this concept can be generalized
to treat non-planar systems, such as double-walled boron-ni-
tride nanotubes (DWBNNTs).

2. The Registry Index of Graphene

The RI is a numerical parameter that was designed to quantify
the interfacial registry mismatch between two lattices. It is de-
fined as a material-specific function that requires input regard-
ing the surface lattice structures and the optimal and worst (in
terms of total energy) inter-surface stacking modes. The gener-
al concept is best illustrated by the case of the homogeneous
interface in bilayer graphene.[14] For this system, the worst
stacking mode is the AA configuration, in which the lattices of
the two layers are fully eclipsed (Figure 1 a), whilst the optimal

stacking mode is the AB configuration, in which half of the
carbon atoms in one layer reside atop the hexagonal centers
of the adjacent layer (Figure 1 b). To define the RI, each atomic
center is assigned a circle and the projected overlap between
circles that belong to one layer and their counterparts on the
adjacent layer is labeled by SCC (Figure 1 c). Similar to the total
energy, this overlap reaches a maximum value at the worst
(AA) stacking mode and a minimum value at the optimal (AB)
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Figure 1. a) Worst (AA) stacking mode of a graphene bilayer. b) Optimal (AB)
stacking mode of a graphene bilayer. c) Registry-index definition of the pro-
jected overlap area in bilayer graphene between circles that are assigned to
atomic positions in the upper (transparent circles, solid lines) and lower
layers (opaque circles, dashed lines). d) RI definition of the projected overlap
area in multilayer graphene between circles that are assigned to atomic po-
sitions in the upper (transparent circles, solid lines) and lower layers (opaque
circles, dashed lines). In panels (c) and (d), the circles that represent the
carbon atoms are omitted for clarity. Figure reproduced with permission
from ref. [14b].
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interlayer configuration. Because we were looking for a numeri-
cal parameter that quantifies the interlayer registry in accord-
ance with the relative total energies of different stacking
modes, we chose the RI to be proportional to the total overlap
area, that is, RI/SCC. Normalizing this expression to the overlap
values at the worst (SAA

CC ) and optimal (SAB
CC) stacking modes, ac-

cording to Equation (1), affords a parameter that is bound to
the range [0,1] , where RI = 1 at the worst stacking mode and
RI = 0 at the optimal configuration.

RIgraphene ¼
SCC � SAB

CC

SAA
CC � SAB

CC

ð1Þ

Just one fitting parameter remains to be set, which is the
radius of the circles that are associated with the carbon atoms.
The fitting procedure for this parameter is performed once per
material. This is done by plotting the RI for various relative lat-
eral interlayer shifts parallel to the basal planes of the bilayer
graphene system and finding the optimal circle radius that
produces the best-fit to the sliding-energy landscapes, ob-
tained from higher-level calculations for the smallest possible
unit cell. When comparing the obtained RI landscape (Figure 2)

to molecular dynamics[15] and dispersion-augmented tight-
binding[16] calculations of the sliding-energy landscape of gra-
phene, it is clear that, with a circle radius of rC = 0.5 LCC (where
LCC = 1.42 � is the covalent carbon�carbon bond length in gra-
phene), the RI model captures all of the important physical
characteristics of the sliding potential of this system.[14a]

One may wonder how such a simple geometrical parameter
is capable of accurately capturing the complex sliding-energy
landscape of the layered interface. To explain this fact, we
recall that the major contribution to the sliding corrugation
comes from variations in the repulsion between overlapping
electron clouds of atoms that belong to the two adjacent
layers as they cross each other during the sliding process.
These interactions, which are often associated with Pauli repul-
sions, are short range in nature and, thus, it is sufficient to con-
sider overlap between electron clouds that are associated with
neighboring atomic sites of the two layers. Hence, two impor-

tant factors are required to describe the sliding-energy land-
scape: 1) The extent of the atomic electron clouds and 2) the
degree of their local overlap. In the RI formulation, the former
factor is modeled by the atom-centered circle radii, whereas
the latter is depicted by the calculated circle overlaps.

3. Superlubricity of Graphite from the
Viewpoint of the Registry Index

Once the RI has been defined for a given material, it can be
used to analyze and guide experimental efforts towards con-
trolling the friction in NEMS devices that are constructed from
this material. This is especially true for the study of superlubric-
ity, for which a direct relationship between the registry mis-
match and the measured friction between two rigid layers has
been postulated.[5b–d] To demonstrate this relationship, we will
consider recent experimental results that have provided clear
evidence for the occurrence of superlubricity in graphite.[5a, 7]

Here, the friction between a graphene flake and a graphitic
surface was measured as a function of the misfit angle. When
the two lattices were commensurate, measurable friction oc-
curred, whereas, for incommensurate configurations, practically
frictionless motion was obtained (Figure 3 c).

To model this phenomenon by using the RI, we will consider
the system shown in Figure 4, in which a finite rigid hexagonal
flake slides atop an infinite rigid graphene surface.[14b] Two im-
portant parameters are used to characterize this sliding scenar-
io: 1) The misfit angle and 2) the sliding direction. The misfit
angle is the angle at which the flake is rotated about an axis
that crosses its center of mass (perpendicular to its basal
plane), such that 08 represents the orientation of the flake in
the AB staking mode, and the latter parameter is the direction
along which the flake is dragged with respect to the armchair
axis of the underlying hexagonal graphene layer. By calculating
the RI at various misfit angles along different sliding directions,
we can map the sliding-energy landscape of the hexagonal
flake. Figure 3 a shows RI profiles for several misfit angles that
were calculated at a sliding direction parallel to the armchair
axis of the underlying graphene layer. For the commensurate
case (misfit angles of 08 and 608), in which the sliding path
crosses both the optimal and the worst stacking modes of the
bilayer system, the RI profile shows large variations that span
the full range of allowed RI values. Interestingly, for the incom-
mensurate configuration, a qualitatively different behavior is
obtained, in which relatively small variations occur around an
average RI value of about 0.2 as the flake is dragged along the
linear path. Because the RI landscape mimics well the varia-
tions in total sliding energy, we may interpret these results
such that, for commensurate interlayer configurations, relative-
ly high sliding-energy barriers are obtained, whereas, for in-
commensurate geometries, the overall roughness of the slid-
ing-energy curve is small. Noting that, for a dry, rigid interface,
both static and dynamic friction are related to the corrugation
of the sliding-energy landscape, we plot the amplitude of the
RI variations along a given path as a function of the misfit
angle and compare the results to the measured friction. In Fig-
ure 3 c, the RI results are presented along with the experimen-

Figure 2. RI landscape for interlayer sliding in bilayer graphene. The location
of the AA and AB stacking modes are indicated by black arrows. Figure re-
produced with permission from ref. [14a] .
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tally measured friction, showing that the RI model provides an
excellent description of the tribological properties of this
system.

The RI model can be further fine-tuned to capture some del-
icate details of the frictional behavior at the graphitic interface.
To demonstrate this fact, we notice that, despite the expected
six-fold symmetry, the measured frictions at 08 and 608 are dif-
ferent. This result has been attributed to the fact that, experi-
mentally, both the surface and the flake have a multilayer
structure that is assumed to possess an ABA stacking mode.[8b]

Hence, each couple of neighboring carbon sites (marked as C
and C’) become inequivalent, with one site residing atop
a carbon atom and the other site atop the center of a hexagon
of the adjacent layer (Figure 1 b). This inequivalence results in
slightly different shapes and sizes of the p-electron clouds
near the C and C’ sites, thereby leading to somewhat altered
Pauli repulsions between them as different sites that belong to
the flake and the infinite surface pass over each other during
the sliding process. Therefore, the six-fold symmetry reduces
to a three-fold symmetry and the high friction peaks at 08 and
608 become asymmetric. In the RI approach, this can easily be
modeled by assigning different circle radii, which represent the
relative sizes of the electron clouds near the C and C’ atomic

centers (Figure 1 d). Figure 3 b is the equivalent of Figure 3 a,
with circle radii of rC = 0.5 LCC and rC’= 0.346 LCC. Upon breaking
the symmetry between the C and C’ sites, the RI variations at
F= 08 and F= 608 are no longer equivalent and the overall
corrugation in the latter case is smaller. For intermediate
angles, minor difference between the multilayer and bilayer
representations are obtained, with very similar average corru-
gation and deviations in both cases. By plotting the amplitude
of these variations as a function of the misfit angle, Figure 3 d
represents the equivalent of Figure 3 c for a multilayer case,
where the peak asymmetry is now fully captured. The remark-
able agreement between the experimentally measured friction
and the calculated RI results, both in the high- and low-friction
regimes, again demonstrates that the RI model can be used as
a simple, intuitive, and computationally efficient tool for pre-
dicting the tribological properties of nanoscale interfaces in
rigid layered materials.

Here, it should be emphasized that the RI concept is de-
signed to capture structural effects that, as discussed above,
can lead to variations of two orders of magnitude in the mea-
sured friction of the system. Energy-dissipation channels, such
as the phonons’ degrees of freedom and the formation of elec-
tron/hole pairs during the sliding process, are not taken into

Figure 3. Dependence of the RI on the misfit angle (F) of a 150-atom hexagonal graphene flake: a, b) Variation in the RI along linear sliding paths at different
misfit angles for a single graphene flake on a single graphene sheet (a) and for a multilayer graphene flake on the graphite surface (b). c, d) Plots of measured
friction (black circles, left axis) and corrugation of the RI landscape along linear paths (red line, right axis) as a function of the misfit angle for the bilayer (c)
and multilayer systems (d). The sliding direction was chosen to be along the armchair axis of the infinite graphene layer, as shown in Figure 1 a. Experimental
results are reproduced with the kind permission and help of Prof. Joost W. M. Frenken and Prof. Martin Dienwiebel from ref. [5] . Diagram reproduced with
permission from ref. [14b].
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account in the explicit formulation of the model. Nevertheless,
when considering the wear-less dynamics of rigid nanoscale
materials interfaces, structural effects often dominate their tri-
bological properties, thus making the RI concept applicable to
a wide range of scientifically intriguing and technologically rel-
evant systems.

4. The Registry Index of Hexagonal Boron
Nitride

The hexagonal phase of boron nitride can be viewed as the in-
organic counterpart of graphite. Both materials share the same
intra-layer structure, in which the two carbon atoms in the
hexagonal unit cell of graphene are replaced by a boron-ni-
tride pair in h-BN. Both materials are isoelectronic ; neverthe-
less, the electronegativity differences between the boron and
nitrogen atoms results in a polar covalent bond, which dictates
different optimal and worst interlayer stacking modes. Here,
the AA’ configuration, in which a partially positively charged
boron atom of one layer resides atop a partially negatively
charged nitrogen atom of its adjacent layer, is the optimal
stacking mode, whereas the AA configuration, in which both
layers are fully eclipsed, is the worst (Figure 5 b).

Because the interlayer-sliding physics is determined by the
repulsion between overlapping electron clouds, which have
different shapes and sizes in the two materials, one could
expect that the sliding-energy landscape of the two interfaces
would also differ, thus resulting in altered tribological proper-
ties. To check the validity of these assertions, the RI model
should be extended to treat the homogeneous interface of bi-

layer h-BN.[14b, 17] A similar proce-
dure to that used to define the
RI of graphene is employed, in
which each atomic center is as-
signed a circle. The projected
overlaps between circles that
belong to atomic sites of the
two layers are summed appro-
priately to produce the RI of h-
BN, which is normalized to
obtain a value of RIh-BN = 0 at the
optimal (AA’) stacking mode and
RIh-BN = 1 at the worst (AA) stack-
ing mode, according to Equa-
tion (2), where SNN (SBB) is the
projected overlap between cir-
cles that belong to nitrogen
(boron) atoms on two adjacent
layers at an arbitrary stacking
mode and SNB is the projected
overlap between a nitrogen
circle on one layer and a boron
circle on the other (Figure 5 c).
SAA0

NN , SAA0

BB , SAA0

NE , SAA
NN, SAA

BB , and SAA
NB

are the values of these overlaps
at the AA’ and AA stacking
modes, respectively.

RIh�BN ¼
SNN � SAA0

NN

� �
þ SBB � SAA0

BB

� �
� SNB � SAA0

NB

� �

SAA
NN � SAA0

NNð Þ þ SAA
BB � SAA0

BBð Þ � SAA
NB � SAA0

NBð Þ
ð2Þ

Because the electron cloud around the nitrogen atom in h-
BN is more delocalized than that around the boron atom,[18]

the radius of the circle that is assigned to nitrogen atomic sites
is taken to be larger than its boron counterpart (rN> rB). The
ratio between the two radii is adjusted to produce good
agreement between the calculated sliding RI surfaces for the
infinite bilayer h-BN system and the corresponding sliding-
energy landscapes, as obtained by using advanced density
functional theory (DFT) calculations. Figure 5 a, d shows a com-
parison between the sliding-energy landscape of bilayer h-BN,
as calculated by using the Tkatchenko–Scheffler–van der Waals
(TS–vdW) dispersion-augmented PBE[19] exchange-correlation
density functional approximation,[17, 20] and the corresponding
sliding RI surface, as obtained with rN = 0.5 LBN, rB = 0.15 LBN,
and LBN = 1.45 � (the boron�nitride covalent distance in h-BN).
Similar to the case of bilayer graphene, all of the important
physical features that appear in the sliding-energy landscape
of h-BN are appropriately captured by the RI model, with mar-
ginal computational effort.

With the definition of the RI of h-BN in hand, we can now
explore the occurrence of superlubricity at the homogeneous
h-BN interface. To this end, we follow the same procedure as
described above for a graphene flake sliding atop a graphene
surface. The setup is identical to that shown in Figure 4, with
both the graphene flake and the underlying graphene surface
replaced by their h-BN counterparts. The flake is then rotated

Figure 4. Commensurate (a, b) and incommensurate (c, d) configurations of a graphene flake atop a graphene sur-
face. The definitions of the sliding direction and the misfit angle are indicated in (a). The misfit angles for the pre-
sented commensurate and incommensurate modes are 08 and 208, respectively. Clear Moir� patterns for the in-
commensurate state appear in panel (d). Figure reproduced with permission from ref. [14b] .
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and shifted along the underlying surface in various sliding di-
rections and the RI corrugation (maximum amplitude of the RI
variations) along each linear path is plotted as a function of
the misfit angle and sliding direction. Figure 6 shows the de-
pendence of the RI corrugation on the size of the hexagonal
flake and the sliding direction. A very similar pattern to that
obtained for bilayer graphene (Figure 3 a, c) is obtained, that is,
high friction is expected to be measured at 08 and 608, whilst
superlubric behavior should occur at intermediate angles (Fig-
ure 6 a). Despite the fact that the nitrogen and boron circles
are different, when sliding along the armchair axis of the infin-
ite h-BN layer, the two peaks are almost identical. This result is
due to the different definition of the RI, which stems from the
different optimal and worst stacking modes of graphene and
h-BN. When considering other pulling directions, the peak sym-
metry breaks and a very similar picture to that obtained for
the multilayer graphene system is obtained (Figure 6 b).

5. The Registry Index of Molybdenum
Disulfide

Having established the suitability of the RI concept for describ-
ing the sliding-energy landscape of simple layered materials,
an intriguing question arises, that is, can this method be fur-
ther extended to treat more-complex layered compounds?

With this question in mind, a natural testing ground would be
the family of metal dichalcogenides, which, along with the in-
terlayer stacking, also possess a complex intra-layer structure.
Thus, next, we consider a prominent member of this family,
namely the hexagonal phase of molybdenum disulfide
(2H-MoS2), which is known to serve as an excellent solid
lubricant.[4ak, 11g,h] Similar to graphene and h-BN, the 2H-MoS2

crystal has a layered structure in which the individual layers
have hexagonal lattice symmetry. Nevertheless, in the latter
case, each layer consists of three sub-layers that are organized
such that a molybdenum sheet is sandwiched between two
sulfur sub-layers (Figure 7).

To define the RI of MoS2, a similar procedure to that em-
ployed for flat layered materials is used, in which circles are as-
signed to the various atomic positions within each layer.[21] We
recall that, in our simplistic treatment, when two atoms that
reside on adjacent layers are positioned directly atop each
other, their circular overlap represents the degree of overlap
between their associated electron clouds. Therefore, the as-
signed radii should reflect the relative distances between the
different atomic positions in the two layers. Hence, unlike the
case of flat layered materials, in this case, we need to ascribe
to each atomic position three circles, which represent the dif-
ferent interlayer interactions between the various sub-layers.
These radii are denoted as rb

a, where a is the atom around

Figure 5. Definition of the RI of h-BN: a) Sliding-energy landscape of bilayer h-BN, as calculated by using the TS–vdW dispersion-corrected PBE exchange–cor-
relation density functional approximation. b) Definition of some high-symmetry stacking modes of bilayer h-BN. c) Definition of the circle overlaps that are
used in the RI expression. d) Sliding RI surface of bilayer h-BN. Blue (yellow) circles represent nitrogen (boron) atomic sites. Figure reproduced with permission
from ref. [17] .
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which the circle is centered and b is the corresponding atom
on the other layer (Figure 8 a, b). In practice, it is sufficient to
only consider the interactions between the inner sub-layers
(namely, 1’-3, 1’-2, and 2’-3 in Figure 7) and, to obtain an opti-
mal fit with DFT calculations (Figure 9, bottom), the corre-
sponding radii are chosen as follows: rS

S ¼ 0:9 �, rMo
S ¼ 0:8 �,

and rS
Mo ¼ 0:3 �.

Next, the optimal and worst (in terms of total energy) inter-
layer stacking modes have to be identified. The optimal (most
energetically stable) interlayer configuration is known to be
the AA’ stacking mode, in which sulfur atoms of one layer
reside atop molybdenum atoms of the other layer (Fig-
ure 8 c).[5i] Starting from this configuration, the worst (highest
in energy) laterally shifted interlayer configuration is the AB2

stacking mode, in which the positions of sulfur atoms from
both layers are fully eclipsed and the molybdenum atoms
reside above the centers of the hexagons in the adjacent
layers (Figure 8 d). We note that the Mo/S overlap (SMoS, Fig-
ure 8 a) is a maximum in the optimal stacking mode, whereas
the S/S overlap (SSS, Figure 8 b) is maximum in the worst stack-
ing mode. By setting RI/ (SSS�SMoS), we obtain a parameter
that is minimal at the optimal stacking mode and maximal at
the worst stacking mode, as desired. Finally, normalizing this
expression to the range [0:1] yields Equation (3), where SAA0

SS

and SAA0

MoS are the S/S and Mo/S overlaps at the AA’ stacking
mode, respectively, and SAB2

SS and SAB2
MoS are the S/S and Mo/S

overlaps at the AB2 stacking mode, respectively.

RI2H�MoS2
¼

SSS � SAA0

SS

� �
� SMoS � SAA0

MoS

� �

SAB2
SS � SAA0

SS

� �
� SAB2

MoS � SAA0
MoS

� � ð3Þ

With the definition of the RI for 2H-MoS2 in hand, we can
now compare the sliding-energy landscape that is obtained
from DFT calculations to the predictions of the RI model. As
shown in Figure 9 a, the sliding RI surface, as obtained by
using the circle radii given above, is able to capture all of the
important physical features that appear in the calculated slid-
ing-energy landscape under an external pressure of 500 MPa
at the local density approximation level of theory.[5i] To empha-
size the agreement between the two calculations in Fig-
ure 9 c, d, we present slices of the full RI and the sliding-energy
landscape, respectively, along specific pathways that pass
through the different surface minima and maxima. Here as
well, remarkable agreement between the RI variations and the
DFT energy variations is also obtained.

The general nature of the RI model can be further exempli-
fied by considering the results of recent DFT calculations of the
sliding-energy landscape of 2H-MoS2 under a considerably
higher external pressure of 15 GPa.[22] Under these conditions,
the repulsions between electron clouds of atoms that belong
to two adjacent layers are considerably enhanced and the sym-

Figure 6. Dependence of the RI peak shape on the h-BN flake size and the
sliding direction: a) Plot of the RI corrugation as a function of the misfit
angle for several flake sizes in the bilayer system; N represents the number
of atoms in the flake. b) Plot of the RI corrugation as a function of the misfit
angle for various sliding directions in the bilayer h-BN system. Figure repro-
duced with permission from ref. [14b].

Figure 8. Projected circle overlaps (a, b) and high-symmetry stacking modes
(c, d) in a 2H-MoS2 bilayer. Figure reproduced with permission from ref. [21] .

Figure 7. Two MoS2 layers at the optimal (AA’) stacking mode, thus empha-
sizing their sub-layer structure. Figure reproduced with permission from
ref. [21] .
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metry in the sliding-energy landscape increases (Figure 10 b).
By making an appropriate choice of the circle radii, the RI land-
scape can be tuned to reproduce the results of the higher-
pressure DFT calculations (Figure 10 a).

Finally, a comparison of the radii of the different atomic cir-
cles that are used to reproduce the two DFT calculations may
provide insight into the origin of the effects of external pres-
sure on the overall sliding-energy landscape. Specifically, to
produce the landscape shown in Figure 10 b, rS

S was kept at
0.9 � and the other radii were shortened to rMo

S ¼ 0:15 � and
rS

Mo ¼ 0:1 �. This result indicates that, upon increasing the ex-
ternal load, the strong repulsions between the overlapping
electron clouds of neighboring frontier sulfur atoms on the ad-
jacent layers become the dominant factor in determining the
sliding-energy landscape, whereas the interactions between
the more-remote S-Mo sub-layers become relatively less impor-
tant. This result further explains the increased symmetry in the
sliding-energy landscape at higher external pressures.

6. Robust Superlubricity at the Heterogeneous
Graphene/h-BN Interface

Apart from being an intriguing physical phenomenon, the oc-
currence of superlubricity in homogeneous layered systems,
such as those discussed above, is expected to pave the road
towards the design of materials interfaces with unique tribo-
logical properties. An interesting suggestion for a macroscopic
ultralow-friction junction, in which finite graphene flakes that
were dispersed between two multi-domain graphene surfaces
with random orientations were shown to induce a global low-
friction sliding state, was recently put forward.[23] Whilst this
design shows great technological promise, achieving a stable
superlubric behavior in homogeneous layered interfaces, such
as those discussed above, is generally non-trivial. This is mainly
due to dynamic effects, often associated with lattice reorienta-
tions, which have been shown to result in a considerable in-
crease in the sliding friction.[4s, 10r] A possible solution to this

Figure 9. Interlayer-sliding-energy landscape of bilayer 2H-MoS2. Top: Variations in the RI (a) and total DFT energy [eVatom�1] (b), as a function of lateral inter-
layer displacement. Bottom: Variations in the RI (c) and total DFT energy (d) along specific sliding pathways as denoted in (a) and (b), respectively. The DFT re-
sults, under an external pressure of 500 MPa, were reproduced with the kind permission and help of Prof. Simon R. Phillpot and co-workers from ref. [5i] .
Figure reproduced with permission from ref. [21] .

Figure 10. 2H-MoS2 interlayer RI surface (a) that was tuned to match the
DFT sliding-energy landscape calculated at an external pressure of 15 GPa
(b). The overall corrugation of the DFT sliding-energy landscape was about
1 eV. The DFT results are reproduced with the kind permission and help of
Prof. S. Ciraci and co-workers from ref. [22] . Figure reproduced with permis-
sion from ref. [21] .
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problem was recently suggested that involved the introduction
of heterogeneous material junctions, in which a naturally oc-
curring lattice mismatch between the two crystals may result
in low corrugation of the sliding-energy landscape, regardless
of their relative orientation.[24]

One such layered structure, that has recently gained much
interest, owing to its promising electronic properties, is the
heterogeneous junction between graphene and h-BN.[25] In this
case, the two lattices, which share the same intra-layer hexago-
nal structure, have a small lattice mismatch of about
1.8 %.[25a,b,h–j] For sufficiently large graphene flakes that slide
over a h-BN surface, this mismatch can induce a robust super-
lubric state that is independent of the interlayer misfit angle.

To demonstrate this property, one can define the RI for the
heterogeneous interface. To this end, a strained unit cell of the
bilayer structure is considered, in which the lattice vectors of
the graphene and h-BN layers are taken to be identical. Under
these constraints, the optimal stacking mode is obtained when
one carbon atom in the graphene unit cell resides atop
a boron atom in the h-BN unit cell and the other carbon atom
resides atop the center of a h-BN hexagon.[25a,h] When the two
lattices are completely eclipsed, the interlayer repulsions be-
tween overlapping electron clouds reach a maximum and the
worst stacking mode is achieved.[25a,h]

When assigning circles to the various atomic position along
adjacent lattices, two types of overlap occur (Figure 11): 1) SCN,
which is the projected overlap between circles that are as-
signed to a nitrogen atom in the h-BN layer and circles that
are associated with the carbon atoms of the graphene layer ;
and 2) SCB, which is the projected overlap between circles that
are assigned to a boron atom in the h-BN layer and circles that
are associated with the carbon atoms of the graphene layer.
Because SCB is maximal and SCN is minimal at the optimal stack-
ing mode and both overlaps obtain a maximum value in the
worst stacking mode, the RI is taken to be proportional to the
sum of both overlaps, that is, RI/SCB+SCN. Based on this defini-
tion, RI obtains a minimum value in the optimal stacking mode
and a maximum value in the worst staking mode, as required.
Next, as before, the RI is normalized to the range [0:1], accord-
ing to Equation (4), where the value of 0 (1) is obtained in the
optimal (worst) stacking mode. Here, SA

CB, and SA
CN are the

carbon/boron and carbon/nitrogen projected overlap areas at
the worst stacking mode and SC

CB, and SC
CN are the correspond-

ing projected overlap areas at the optimal stacking mode.

RIgraphene=h�BN ¼
SCB � SC

CB

� �
þ SCN � SC

CN

� �

SA
CB � SC

CBð Þ þ SA
CN � SC

CNð Þ
ð4Þ

Finally, the circles’ radii are calibrated to obtain good agree-
ment between the sliding RI surface and the sliding-energy
landscape that was obtained from advanced DFT calculations.
Figure 12 b shows the calculated RI surface for different inter-
layer positions of the heterojunction, with rC = 0.5 LCC, rN =

0.4 LBN, rB = 0.2 LBN (Figure 11 d), where the CC (LCC) and BN (LBN)
bond lengths are taken to be equal (LCC = LBN = 1.431 �) for the
strained unit cell. The corresponding sliding-energy landscape,
which was obtained by using the screened-exchange hybrid

HSE density functional approximation[26] with the double-z po-
larized 6-31G* Gaussian basis set,[27] as implemented in the
Gaussian suite of programs,[28] is shown in Figure 12 b. The
agreement between the sliding-energy landscape, as calculat-
ed from first principles, and the sliding RI surface suggests
that, even for the heterojunction, the RI model successfully
captures the essential physical parameters that are required to
describe the sliding-energy landscape. Furthermore, a simple
scaling factor (of 28.2 meV/unit cell in this case) may be used
to relate the results of the RI calculations to the sliding ener-
gies obtained using advanced DFT methods for such systems.

Once a consistent definition of the RI is obtained for the
strained unit cell, it is possible to characterize the dependence
of the sliding-energy corrugation on the misfit angle between
the two mismatched lattices. For this purpose, we consider
several finite rectangular graphene flakes that slide atop a h-
BN layer with various interlayer orientations (Figure 13 a). In
equivalence with Figure 3 and Figure 6 for the homogeneous
graphene and h-BN interfaces, respectively, Figure 13 b shows
the amplitude of the RI variations along linear sliding paths as
a function of the misfit angle between the lattices of the gra-
phene flake and the h-BN layer. For the smallest flake that is
considered (5 � 5 graphene unit cells), a very similar picture to
that obtained for the graphitic junction (Figure 3) is obtained,
in which, at small misfit angles, the corrugation is high, de-
creasing as the misfit angle increases, and increasing again at
about F = 608, owing to the six-fold symmetry of the hexago-

Figure 11. Representation of the high-symmetry stacking modes of gra-
phene on h-BN: a) Worst (A) stacking mode, in which the graphene and h-
BN layers are fully eclipsed. b) B stacking mode, in which half of the carbon
atoms are atop nitrogen atoms and the rest are above hexagon centers of
the h-BN hexagonal lattice. c) Optimal (C) stacking mode, in which half of
the carbon atoms are atop boron atoms and the rest are above hexagon
centers of the h-BN hexagonal lattice. d) Definition of the projected overlap
areas that were used in the RI calculations. As schematically depicted, we
chose rC> rN> rB. Gray, yellow, and blue circles represent carbon, boron, and
nitrogen atoms, respectively. Figure reproduced with permission from
ref. [24] .
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nal lattice. As the size of the flake increases, the overall RI cor-
rugation decreases monotonously: For a graphene flake the
size of 56 � 56 unit cells, the maximum obtained RI corrugation
is less than 10 % of that calculated for a strained flake (with no
graphene/h-BN lattice mismatch) of same dimensions (Fig-
ure 13 b, inset). By using the scaling relationship obtained
above for the strained unit cell, one can estimate the maximal
sliding-energy corrugation for this flake to be about 0.62 meV/
atom. It should be emphasized that even this value is limited
to a very narrow region of misfit angles beyond which the slid-
ing RI corrugation becomes negligible for any practical pur-
pose. This result indicates that graphene flakes of appropriate
dimensions that slide atop a h-BN layer should exhibit a vanish-
ingly small sliding friction, regardless of the relative orientation
between the two lattices, thus resulting in a stable and robust
superlubric state.

7. Beyond Planar Structures: Boron-Nitride
Nanotubes

In the discussion thus far, the RI concept has been shown to
successfully describe the sliding-energy physics and related tri-
bological properties of planar layered materials. Such systems
often possess a compact unit cell, which can be readily treated
by using advanced computational methods. Nevertheless,
nano-electromechanical systems often involve more-complex
structures, such as single and multi-walled nanotubes, which,

apart from the simplest cases, are beyond the reach of state-
of-the-art electronic structure methods. Therefore, to be able
to provide an efficient and reliable treatment of the sliding
physics of such systems, it is desirable to generalize the RI
method to characterize systems that possess a finite curvature.

To demonstrate the generalization logic, we consider the
case of double-walled boron-nitride nanotubes (DWBNNTs), for
which an RI definition of the planar bilayer h-BN counterpart
has already been established.[14a, 17] The procedure to define the
RI for this system is presented in Figure 14: First, the two nano-
tube walls are unrolled to form planar ribbons of different
widths. Then, the narrower ribbon (the unrolled inner tube) is
stretched to match the width of the wider ribbon (the unrolled
outer tube), thus taking into account the effect of curvature
on the registry mismatch between the two layers. Finally, cir-
cles are assigned to each atomic position on the two layers
and the RI is calculated by using the procedure defined for the
relevant planar system (h-BN in this case) at different interlayer

Figure 12. Interlayer-sliding energy (a) and RI landscapes (b) for graphene
on h-BN, as calculated for the strained unit cell. Total energy differences in
(a), in meV/unit cell, were calculated by using DFT at the HSE/6-31G* level of
theory and a fixed interlayer distance of 3.3 �. Capital letters in (b) mark the
location of the high-symmetry stacking modes shown in Figure 11. Figure re-
produced with permission from ref. [24] . Figure 13. Effect of flake size and misfit angle on the corrugation of the slid-

ing RI surface of the heterogeneous graphene/h-BN interface: a) Schematic
representation of a rectangular 56 � 56 unit cells graphene flake sliding on
top of a h-BN layer with a misfit angle of 458. The sliding direction is indicat-
ed by a white arrow. b) Plot of maximum variations in the RI, as calculated
for linear paths along the sliding direction, as a function of interlayer misfit
angle. Inset : Plot of maximum RI corrugation as a function of flake size
(number of atoms in the flake). The diagrams in (b) are normalized to the
size of the relevant graphene flake, such that a maximum RI corrugation of
1 is obtained for a strained graphene flake that consists of the same
number of atoms and geometry with no lattice mismatch with the underly-
ing h-BN layer. Figure reproduced with permission from ref. [24].
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shifts parallel to the basal planes of the two layers. The result-
ing RI surface corresponds to relative telescoping and rotation
of the two tube walls.

The performance of the RI method for tubular bilayers can
be evaluated by comparing the RI sliding surface to results of
DFT calculations for DWBNNTs with small unit cells. Thus, a set
of DFT calculations was performed by using the local spin den-
sity (LSDA), PBE, and HSE exchange-correlation functional ap-
proximations with the 6-31G** basis set.[14a] Because the inter-
layer distance is fixed by the tube diameters in the case of
DWNTs, the effects of dispersion interactions on the interlayer
sliding energy, which have been shown to be of minor impor-

tance in h-BN[17] and in graphene,[29] were neglected through-
out these calculations.

The results for a double-walled boron-nitride nanotube with
a (5,5) inner shell and a (10,10) outer shell are presented in
Figure 15. The tube was formed by rolling two AA’-stacked
layers, whilst fixing the B�N distance to be about 1.44 �. No
geometry optimization was performed. The resulting inter-
tube distance is about 3.44 �, which is close to the equilibrium
interlayer distance in h-BN (3.33 �).[30] The rotation-telescoping
energy landscape as obtained at the PBE/6-31G** level of
theory is presented in Figure 15, top left. Similar results are ob-
tained by using the LSDA and HSE functionals (not shown).
The interlayer potential energy is much more sensitive towards
the relative rotations of the two armchair nanotubes than to
axial telescoping. The corrugation energy, which is defined as
the maximal amplitude of the energy changes between differ-
ent relative interlayer positions, is about 0.02 eV/unit cell. The
corresponding RI surface, as shown in the Figure 15, bottom
right, reproduces all of these effects whilst also capturing fine
details of the energy landscape that was calculated from first
principles.

Because the various layers of a multi-walled nanotube may
differ in chirality, these systems present a rich variety of possi-
ble structures that can exhibit considerably different tribologi-
cal properties. We emphasize that, similar to the results pre-
sented above for the armchair case, the RI is able to capture
the inter-wall sliding-energy landscape of other DWBNNTs with
various diameters and chiralities.[14a, 31] This result further con-
firms the generality of the RI concept, which is not limited to

Figure 14. Representation of the procedure for the calculation of the RI of
double-walled nanotubes: First, the two layers are unrolled. Next, the nar-
rower ribbon (inner layer) is stretched to match the width of the wider
ribbon (outer layer). Finally, circles are placed around the atomic positions
and the RI is calculated for different relative positions of the unrolled layers,
which are equivalent to the relative telescoping and rotation of the tubular
bilayer system. Figure reproduced with permission from ref. [14a] .

Figure 15. Rotation-telescoping-energy landscape of a (5,5)@(10,10) armchair DWBNNT. Top left : Relative total energies of different inter-tube configurations,
as calculated by using DFT at the PBE/6-31G** level of theory. Bottom right: RI surface, as calculated by using the procedure described in the text. Axial and
side views of the system are shown to emphasize the effects of curvature on the registry mismatch between the two tubes. Figure reproduced with permis-
sion from ref. [14a] .

� 2013 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim ChemPhysChem 2013, 14, 2376 – 2391 2387

CHEMPHYSCHEM
REVIEWS www.chemphyschem.org



planar layered structures and can also be applied to systems
that contain a finite curvature.

8. Summary and Outlook

As demonstrated throughout this review, the RI is a conceptual-
ly simple and computationally efficient tool for quantifying the
degree of lattice commensurability in rigid nanoscale interfaces
and for characterizing their sliding-energy landscape. This was
shown by defining the RI for a hierarchy of materials junctions,
including a mono-atomic graphene bilayer, a bi-atomic h-BN
bilayer, a molybdenum disulfide bilayer having a complex sub-
layer structure, a heterogeneous junction of graphene and h-
BN, and a double-walled boron-nitride nanotube that has
a finite curvature. Furthermore, the intimate relation between
the sliding-energy landscape and the tribological properties of
rigid nanoscale interfaces allowed the RI to capture—down to
fine details—the experimentally measured frictional behavior
of a graphene flake sliding atop a graphite surface.

The success of the RI concept stems from the short-range
nature of the interactions that determine the corrugation of
the sliding-energy landscape of rigid interfaces. During the
sliding process, the changes in the relative energetic stability
of different inter-surface configurations result from variations
in the repulsions between intercrossing electron densities of
the two surfaces. Because the latter values are often propor-
tional to the degree of overlap between localized electron
clouds, they can be readily captured by geometrical considera-
tions that incorporate the specific locations of the various
atomic sites.

Based on this understanding, several directions along which
the RI concept may be generalized can be envisioned. First, all
of the interfaces that have been discussed in this Review in-
volve parallel surfaces. The case of non-parallel interfaces, such
as the rolling of carbon nanotubes on flat surfaces,[34] is
common in nano-electromechanical systems. The short-range
nature of the relevant interactions suggests that, in this case,
one should only consider neighboring atomic sites of the dif-
ferent surfaces, thus considerably decreasing the dimensionali-
ty of the problem. Next, the effect of defects, such as vacancies
or Stone–Wales defects, in the pristine lattice structure can be
considered. Furthermore, the method is not limited to the de-
scription of layered materials. Studying the sliding-energy land-
scape of rigid bulk interfaces, such as nickel/nickel, palladium/
palladium, and MoO3/MoS2 junctions, may be an excellent test
case for evaluating the performance of the RI concept for such
systems.[4au, 5g,h] Another promising route to pursue is the char-
acterization of molecular motion on surfaces.[32] Surface diffu-
sion and driven motion of physisorbed molecules is of great
relevance to the fields of chemical catalysis, chemical sensing,
self-assembly, and nano-machining. The diffusive motion of an
adsorbed molecule is dominated by the potential-energy land-
scape that it experiences as it slides along the surface,[33] which
may be efficiently captured by defining an appropriate RI. Fi-
nally, the calculated RI surfaces may serve as an input for mo-
lecular dynamics simulations that, in turn, can be used to eval-

uate the dynamic aspects of the sliding process. Work along
these lines is currently being pursued.

With the demonstrated success of the RI concept in describ-
ing the tribological properties of nanoscale interfaces and the
wide range of possible extensions that may have impact on
a variety of fields, such as catalysis, sensing, and self-assembly,
it is hoped that the RI will become a standard part of the di-
verse simulation toolbox that is available to scientists in the
field of nanotribology.
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