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Abstract. In the classical secretary problem an employer would like to
choose the best candidate among n competing candidates that arrive in
a random order. This basic concept of n elements arriving in a random
order and irrevocable decisions made by an algorithm have been explored
extensively over the years, and used for modeling the behavior of many
processes. Our main contribution is a new linear programming technique
that we introduce as a tool for obtaining and analyzing mechanisms for
the secretary problem and its variants. The linear program is formulated
using judiciously chosen variables and constraints and we show a one-to-
one correspondence between mechanisms for the secretary problem and
feasible solutions to the linear program. Capturing the set of mechanisms
as a linear polytope holds the following immediate advantages.

— Computing the optimal mechanism reduces to solving a linear pro-
gram.

— Proving an upper bound on the performance of any mechanism re-
duces to finding a feasible solution to the dual program.

— Exploring variants of the problem is as simple as adding new con-
straints, or manipulating the objective function of the linear pro-
gram.

We demonstrate these ideas by exploring some natural variants of the
secretary problem. In particular, using our approach, we design optimal
secretary mechanisms in which the probability of selecting a candidate
at any position is equal. We refer to such mechanisms as incentive com-
patible and these mechanisms are motivated by the recent applications
of secretary problems to online auctions. We also show a family of linear
programs which characterize all mechanisms that are allowed to choose J
candidates and gain profit from the K best candidates. We believe that
linear programming based approach may be very helpful in the context
of other variants of the secretary problem.

1 Introduction

In the classical secretary problem an employer would like to choose the best
candidate among n competing candidates. The candidates are assumed to arrive
in a random order. After each interview, the position of the interviewee in the
total order is revealed vis-a-vis already interviewed candidates. The interviewer
has to decide, irrevocably, whether to accept the candidate for the position or



to reject the candidate. The objective in the basic problem is to accept the
best candidate with high probability. A mechanism used for choosing the best
candidate is to interview the first n/e candidates for the purpose of evaluation,
and then hire the first candidate that is better than all previous candidates.
Analysis of the mechanism shows that it hires the best candidate with probability
1/e and that it is optimal [8, 18].

This basic concept of n elements arriving in a random order and irrevocable
decisions made by an algorithm have been explored extensively over the years.
We refer the reader to the survey by Ferguson [9] on the historical and extensive
work on different variants of the secretary problem. Recently, there has been
a interest in the secretary problem with its application to the online auction
problem [13,3]. This has led to the study of variants of the secretary problem
which are motivated by this application. For example, [15] studied a setting in
which the mechanism is allowed to select multiple candidates and the goal is
to maximize the expected profit. Imposing other combinatorial structure on the
set of selected candidates, for example, selecting elements which form an inde-
pendent set of a matroid [4], selecting elements that satisfy a given knapsack
constraint [2], selecting elements that form a matching in a graph or hyper-
graph [16], have also been studied. Other variants include when the profit of
selecting a secretary is discounted with time [5]. Therefore, finding new ways
of abstracting, as well as analyzing and designing algorithms, for secretary type
problems is of major interest.

1.1 Owur Contributions

Our main contribution is a new linear programming technique that we introduce
as a tool for obtaining and analyzing mechanisms for various secretary problems.
We introduce a linear program with judiciously chosen variables and constraints
and show a one-to-one correspondence between mechanisms for the secretary
problem and feasible solutions to the linear program. Obtaining a mechanism
which maximizes a certain objective therefore reduces to finding an optimal
solution to the linear program. We use linear programming duality to give a
simple proof that the mechanism obtained is optimal. We illustrate our technique
by applying it to the classical secretary problem and obtaining a simple proof of
optimality of the * mechanism [8] in Section 2.

Our linear program for the classical secretary problem consists of a single
constraint for each position 7, bounding the probability that the mechanism
may select the ith candidate. Despite its simplicity, we show that such a set of
constraints suffices to correctly capture all possible mechanisms. Thus, optimiz-
ing over this polytope results in the optimal mechanism. The simplicity and the
tightness of the linear programming formulation makes it flexible and applicable
to many other variants. Capturing the set of mechanisms as a linear polytope
holds the following immediate advantages.

— Computing the optimal mechanism reduces to solving a linear program.



— Proving an upper bound on the performance of any mechanism reduces to
finding a feasible solution to the dual program.

— Exploring variants of the problem is as simple as adding new constraints, or
manipulating the objective function of the linear program.

We next demonstrate these ideas by exploring some natural variants of the
secretary problem.

Incentive Compatibility. As discussed earlier, the optimal mechanism for the
classical secretary problem is to interview the first n/e candidates for the purpose
of evaluation, and then hire the first candidate that is better than all previous
candidates. This mechanism suffers from a crucial drawback. The candidates
arriving early have an incentive to delay their interview and candidates arriving
after the position % + 1 have an incentive to advance their interview. Such a
behavior challenges the main assumption of the model that interviewees arrive
in a random order. This issue of incentives is of major importance especially since
secretary problems have been used recently in the context of online auctions [13,
3.

Using the linear programming technique, we study mechanisms that are in-
centive compatible. We call a mechanism for the secretary problem incentive
compatible if the probability of selecting a candidate at i*" position is equal for
each position 1 <4 < n. Since the probability of being selected in each position
is the same, there is no incentive for any interviewee to change his or her posi-
tion and therefore the interviewee arrives at the randomly assigned position. We
show that there exists an incentive compatible mechanism which selects the best
candidate with probability 1 — % =~ 0.29 and that this mechanism is optimal.
Incentive compatibility is captured in the linear program by introducing a set of
very simple constraints.

Surprisingly, we find that the optimal incentive compatible mechanism some-
time selects a candidate who is worse than a previous candidate. To deal with
this issue, we call a mechanism regret-free if the mechanism only selects can-
didates which are better than all previous candidates. We show that the best
incentive compatible mechanism which is regret free accepts the best candidate
with probability %. Another issue with the optimal incentive compatible mech-
anism is that it does not always select a candidate. In the classical secretary
problem, the mechanism can always pick the last candidate but this solution
is unacceptable when considering incentive compatibility. We call a mechanism
must-hire if it always hires a candidate. We show that there is a must-hire incen-
tive compatible mechanism which hires the best candidate with probability %.
All the above results are optimal and we use the linear programming technique
to derive the mechanisms as well as prove their optimality.

In subsequent work [6], we further explore the importance of incentive com-
patibility in the context of online auctions. In this context, bidders are bidding
for an item and may have an incentive to change their position if this may in-
crease their utility. We show how to obtain truthful mechanisms for such settings



using underlying mechanisms for secretary type problems. While there are in-
herent differences in the auction model and the secretary problem, a mechanism
for the secretary problem is used as a building block for obtaining an incentive
compatible mechanism for the online auction problem.

The J-choice, K-best Secretary Problem. Our LP formulation approach is able
to capture a much broader class of secretary problems. We define a most general
problem that we call the J-Choice, K-best secretary problem, referred to as the
(J, K)-secretary problem. Here, n candidates arrive randomly. The mechanism
is allowed to pick up to J different candidates and the objective is to pick as
many from the top K ranked candidates. The (1,1)-secretary problem is the
classical secretary problem. For any J, K, we provide a linear program which
characterizes all mechanisms for the problem by generalizing the linear program
for the classical secretary problem.

A sub-class that is especially interesting is the (K, K)-secretary problem,
since it is closely related to the problem of maximizing the expected profit in
a cardinal version of the problem. In the cardinal version of the problem, n el-
ements that have arbitrary non-negative values arrive in a random order. The
mechanism is allowed to pick at most k elements and its goal is to maximize its
expected profit. We define a monotone mechanism to be an mechanism that, at
any position, does not select an element that is ¢ best so far with probability
higher than an element that is ¢ < t best so far. We note that any reason-
able mechanism (and in particular the optimal mechanism) is monotone. The
following is a simple observation. We omit the proof due to lack of space.

Observation 1 Let Alg be a monotone mechanism for the (K, K)-secretary
problem that is c-competitive. Then the mechanism is also c-competitive for maz-
imizing the expected profit in the cardinal version of the problem.

Kleinberg [15] gave an asymptotically tight mechanism for the cardinal ver-
sion of the problem. However, this mechanism is randomized, and also not tight
for small values of k. Better mechanisms, even restricted to small values of k, are
helpful not only for solving the original problem, but also for improving mech-
anisms that are based upon them. For example, a mechanism for the secretary
knapsack [2] uses a mechanism that is 1/e competitive for maximizing the ex-
pected profit for small values of k (k < 27). Analyzing the LP asymptotically
for any value n is a challenge even for small value k. However, using our char-
acterization we solve the problem easily for small values k£ and n which gives an
idea on how competitive ratio behaves for small values of k. Our results appear
in Table 1. We also give complete asymptotic analysis for the cases of (1,2),
(2, 1)-secretary problems.

1.2 Related Work

The basic secretary problem was introduced in a puzzle by Martin Gardner [11].
Dynkin [8] and Lindley [18] gave the optimal solution and showed that no other



Number of elements allowed to be picked by the mechanism‘Competitive ratio

1/e = 0.368
0.474
0.565
0.613

=W N =

Table 1. Competitive ratio for Maximizing expected profit. Experimental results for
n = 100.

strategy can do better (see the historical survey by Ferguson [9] on the history of
the problem). Subsequently, various variants of the secretary problem have been
studied with different assumptions and requirements [20](see the survey [10]).

More recently, there has been significant work using generalizations of secre-
tary problems as a framework for online auctions [2—4, 13, 15]. Incentives issues
in online mechanisms have been studied in several models [1, 13, 17]. These works
designed mechanisms where incentive issues were considered for both value and
time strategies. For example, Hajiaghayi et. al. [13] studied a limited supply
online auction problem, in which an auctioneer has a limited supply of identical
goods and bidders arrive and depart dynamically. In their problem bidders also
have a time window which they can lie about.

Our linear programming technique is similar to the technique of factor re-
vealing linear programs that have been used successfully in many different set-
tings [7,12,14, 19]. Factor revealing linear program formulates the performance
of an algorithm for a problem as a linear program (or sometimes, a more general
convex program). The objective function is the approximation factor of the algo-
rithm on the problem. Thus solving the linear program gives an upper bound on
the worst case instance which an adversary could choose to maximize/minimize
the approximation factor. Our technique, in contrast, captures the information
structure of the problem itself by a linear program. We do not apriori assume
any algorithm but formulate a linear program which captures every possible
algorithm. Thus optimizing our linear program not only gives us an optimal
algorithm, but it also proves that the algorithm itself is the best possible.

2 Introducing the Technique: Classical secretary (and
variants)

In this section, we give a simple linear program which we show characterizes all
possible mechanisms for the secretary problem. We stress that the LP captures
not only thresholding mechanisms, but any mechanism including probabilistic
mechanisms. Hence, finding the best mechanism for the secretary problem is
equivalent to finding the optimal solution to the linear program. The linear
program and its dual appear in Figure 1. The following two lemmas show that
the linear program exactly characterizes all feasible mechanisms for the secretary
problem.
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Fig. 1. Linear program and its Dual for the secretary problem

Lemma 1. (Mechanism to LP solution) Let m be any mechanism for select-
ing the best candidate. Let pT denote the probability of selecting the candidate at
position i. Then p™ is a feasible solution to the linear program (P), i.e, it satisfies

the constraints p] < % (1 — Zj<ip;-r> for each 1 < i < n. Moreover the objective

value %Z?:l ipl s at least the probability of selecting the best candidate by .

Proof. Let pT be the probability in which mechanism 7 selects candidate ¢. Any
mechanism cannot increase its chances of hiring the best candidate by selecting
a candidate that is not the best so far, therefore we may consider only such
mechanisms. We now show that p™ satisfies the constraints of linear program.

pl = Pr(r selects candidate i| candidate ¢ is best so far]

-Prlcandidate 7 is best so far]

1
< Pr[r did not select candidates {1,...,i — 1}]| candidate i is best so far] - =
i

However, the probability of selecting candidates 1 to i—1 depends only on the
relative ranks of these candidates and is independent on whether candidate i is
best so far (which can be determined after the mechanism have done its choices
regarding candidates 1 to ¢ — 1). Therefore, we obtain pf < %(1 — Zj<ip§“),
which proves our claim.

Now we show that the objective function of the linear program is at least
the probability with which 7 accepts the best candidate. Since the mechanism
cannot distinguish whether the i*"* candidate is the best candidate so far or
best candidate over all, the probability that the mechanism hires candidate %
given that the best candidate is in the ith position equals the probability the
mechanism hires candidate i given that the best candidate among candidates 1
to ¢ is in the ith position. Since the ith candidate is best so far with probability
1/i, the latter probability is at least ipT. Summing over all n positions we get

that 7 hires the best candidate with probability at least % Z?:l 7.

Lemma 1 shows that the optimal solution to (P) is an upper-bound on the
performance of the mechanism. The following lemma shows that every LP solu-
tion actually corresponds to a mechanism which performs as well as the objective
value of the solution.

Lemma 2. (LP solution to Mechanism) Let p; for 1 <i <n be any feasi-

ble LP solution to (P). Then consider the mechanism 7 which selects the candi-

date i with probability (ki"ﬁ if candidate i is the best candidate so far and
j<iPi
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Fig. 2. Linear program and its Dual for the rehiring secretary problem

candidate 1,...,7 — 1 have not been selected, i.e., the mechanism reaches candi-
date i. Then 7 is a mechanism which selects the best candidate with probability

%Z?:l ip;-

Proof. First, notice that the mechanism is well defined since for any i,

O*Zﬁnﬁ < 1. We prove by induction that the probability that the mechanism
j<iPi

selects candidate at position ¢ is exactly p;. The base case is trivial. Assume this

is true until 4 — 1. At step ¢, the probability we choose 7 is the probability that

we didn’t choose candidates 1 to ¢ — 1 whichis 1—3 j<iDj times the probability

that the current candidate is best so far which is 1/4 times U—ZIPW which is
exactly p;.

The probability of hiring the ith candidate given that the ith candidate is
the best candidate is equal the probability of hiring the ith candidate given the
1th candidate is the best candidate among candidates 1 to i. Otherwise, it means
that the mechanism is able to distinguish between the event of seeing the relative
ranks and the absolute ranks which is a contradiction to the definition of the
secretary problem. Since the ith candidate is best so far with probability 1/4,
the latter probability equals ip; (the mechanism hires only the best candidate
so far). Summing over all possible position n we get that the mechanism 7 hires
the best candidate with probability 2 37 | ip;.

Using the above equivalence between LP solutions and the mechanisms, it
is easy to show that the optimal mechanism can hire the best candidate with
probability of no more than 1/e. The proof is simply by constructing a feasible
solution to the dual linear program.

Lemma 3 ([8]). No mechanism can hire the best candidate with probability
better than 1/e + o(1).

Proof. To prove an upper bound of 1/e+0(1) we only need to construct a feasible
dual solution to program (D) with value 1/e+o(1). Set z; = 0 foreach 1 <i < 2
and z; = =(1 — Z?:_il %) for 2 < i < n. A simple calculation shows that z is
feasible and has objective value at most 1 + o(1).

2.1 Allowed to Rehire

One natural extension of the secretary problem is the case when one is allowed
to rehire the best secretary at the end with certain probability. That is, suppose
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Fig. 3. (P1): Characterizes any incentive compatible mechanism. (P2) characterizes
mechanisms that are regret free. (P3) characterizes mechanisms that are must-hire
mechanisms.

that after the interviewer has seen all n candidates, he is allowed to hire the
best candidate with certain probability ¢ if no other candidate has been hired.
Observe that if ¢ = 0, the problem reduces to the classical secretary problem
while if ¢ = 1, then the optimal strategy is to wait till the end and then hire the
best candidate. We give a tight description of strategies as ¢ changes. This can
be achieved simply by modifying the linear program: simply add in the objective
function ¢(1 — Y_i, p;). That is, if the mechanism did not hire any candidate
you may hire the best candidate with probability q. Solving the primal and the
corresponding dual (see Figure 2) give the following tight result. The proof is
omitted.

Theorem 2. There is a mechanism for the rehire variant that selects the best
secretary with probability e~ (1=9 4 o(1) and it is optimal.

3 Incentive Compatibility

In this section we study incentive compatible mechanisms for the secretary prob-
lem. We design a set of mechanisms M, and show that with certain parameters
these mechanisms are the optimal mechanisms for certain secretary problems.
To this end, we derive linear formulations that characterize the set of possible
incentive compatible mechanisms and also analyze the dual linear programs.
The basic linear formulation that characterizes all incentive compatible mech-
anisms appears in Figure 3. We give a set of three linear formulations. The for-
mulation (P1) characterizes all mechanisms that are incentive compatible, (P2)
captures mechanisms that are also regret free and (P3) captures mechanisms
that are must-hire mechanisms. This is formalized in the following two lemmas.

Lemma 4. (Mechanism to LP solution) Let w be any mechanism for select-
ing the best candidate that is incentive compatible. Let p™ denote the probability
the mechanism selects a candidate at each position i, and let fI' be the probabil-
ity the mechanism selects the candidate at position i given that the candidate at
position i is the best candidate. Then:

— p™, fT is a feasible solution to the linear program (P1).



— If the mechanism s also regret free then p™, fT is a feasible solution to the
linear program (P2).

— If the mechanism is also must-hire then p™, fT is a feasible solution to the
linear program (P3).

— The objective value %Z?:l fT is at least the probability of selecting the best
candidate by .

Proof. The proof follows the same ideas as in the proof of Lemma 1. The con-
dition of incentive compatibility implies that p; = p; = p for any two positions
7 and j.

Also, in the original secretary problem, every mechanism could be modified
to be a regret free mechanism. This is not true for an incentive compatible mech-
anism. Indeed, we have the following constraint, f; < ip; since the probability of
hiring in the ith position is at least the probability of hiring in the ith position
given that the candidate is best so far times 1/i. If the mechanism is also sup-
posed to be regret free then equality must hold for each ¢. In the must-hire part
we demand that the sum of p; is 1. The resulting formulation given in Figure 3
is after simplification.

Lemma 4 shows that the optimal solution to the linear formulations is an
upper-bound on the performance of the mechanism. To show the converse we
define a family of mechanisms that are defined by their probability of selecting a
candidate at each position 0 < p < 1/n, we show that the set of feasible solutions
to (P1) corresponds to the set of mechanisms M,, defined here.

Incentive Compatible Mechanism M,:

— Let 0 < p < 1/n. For each 1 <i < n, while no candidate is selected, do
e If1<i< ﬁ7 select the i*" candidate with probability Up+m if
she is the best candidate so far.
o If % <i<n,letr= ﬁ Select the " candidate with proba-
bility 1 if her rank is in top |r| and with probability » — |r] if her
rank is |r| + 1.

The following lemma shows that every LP solution to (P1) corresponds to a
mechanism which performs as well as the objective value of the solution.

Lemma 5. (LP solution to Mechanism) Let p, f; for 1 <i < n be a feasible
LP solution to (P1). Then the mechanism M, selects the best candidate with
probability which is at least = > 7" | fi.

Proof. For any p, the optimal values of f; are given by the following. f; = ip for
1< < % and f; =1— (i —1)p for i > ﬁ. For ease of calculations, we ignore
the fact the fractions need not be integers. These are exactly the values achieved
by the mechanism M, for any value p.

Lemma 6. The mechanism M, is incentive compatible for each 0 < p < 1/n

and has efficiency of 1 — (41’%” + %)



Proof. We prove by induction that the mechanism M, selects each position ?
with probability p. It is easy to verify that for ¢ = 1 this is true. For ¢ > 1. The
probability the mechanism chooses position ¢ is by our induction hypothesis:
1 . 1 1 , 1—(G—1)p
- 1-¢G-1)p)=——-1-(0G-1)p)=—1-—"==
;A== =g s (=G = p) = 77—
The probability the mechanism selects the best candidate is related to f;.
fi=ipfor 1<i<1/2p,and f; =1— (i —1)p for 1/2p < i < n. Thus, we get:

1 — 2 1 pn
ﬁ;fl— le+ Z Z—l ) :1_<4p'fl+2>

i=1/2p+1

Optimizing the linear programs (P1), (P2) and (P3) exactly, we get the
following theorem. The optimality of the mechanisms can also be shown by
exhibiting an optimal dual solution.

Theorem 3. The family of mechanisms M, achieves the following.
1. Mechanism M1/\@n 1s incentive compatible with efficiency of 1 — % ~ 0.29.

2. Mechanism M /2, is incentive compatible and regret free with efficiency %.
3. Mechanism M s, is incentive compatible and must-hire with efficiency i.

Moreover, all these mechanism are optimal for efficiency along with the addi-
tional property.

4 The J-choice K-best secretary problem

In this section we study a general problem of selecting as many of the top
1,..., K ranked secretaries given J rounds to select. The mechanism is given J
possible rounds in which it may select a candidate, and it gains from selecting
any of the first K ranked candidates. The classical secretary problem is exactly
1-choice 1-best secretary problem. Other special cases include cases in which
the mechanism is given J rounds and get profit only for the best candidate, or
getting a single round, but receive profit for any of the best K candidates. Our
result is a simple linear formulation that characterize all strategies for selecting

th idates. .
e"f%%dil(ﬂ?ox%smg two lemmas show that the above linear program exactly char-
acterizes all feasible mechanisms for the (J, K')-secretary problem.

Lemma 7. (Mechanism to LP solution) Let m be any mechanism for se-
lecting the (J, K)-secretary problem. Let

— pf(w) The probability of accepting the candidate at ith position in the jth
round for each 1 <i<n and each 1 <j < J.
qf‘k( ): The probability of accepting the candidate ith position in the jth
round given that the candidate is the kth best candidate among the i first
candidates for each 1 <i<n,1<j<Jandl1 <k <K.
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Fig. 4. Linear program for the (J, K)-secretary problem

Then (p(r), q(m)) is a feasible solution and expected number of top K candidates
selected is at most F(p(r), q(w)).

Proof. Let us prove the first type of constraints of the form: p{ 1 me{7 A ] Ik

It is clear that there is no reason for any mechanism to Select a candldate
which is not at least the K best so far. Such a candidate cannot be even poten-
tially one of the K best globally and therefore is not profitable for the mechanism.
Thus, the probability any mechanism selects the ¢th candidate in the jth round
is the sum of the probability of selecting the ith candidate in the jth round
given that the candidate is the kth best candidate so far times 1/¢, which is the
probability that the candidate is the kth best so far. We sum until the minimum
between ¢ and K to get the desired equality which holds for every mechanism.Let
us now prove the third type of constraints (the second type follows by the same
arguments). Consider any mechanism and some position ¢ and some rounds j.

qf Ik Pr[r selects candidate ¢ in round j| candidate i is kth best so far]

< Pr[m selects exactly j — 1 candidates out of cand. {1,...,i —1}]
| candidate 4 is kth best so far]
= Pr|[m selects exactly j — 1 candidates out of cand. {1,...,¢ — 1}]

D ARG ED A

£<i £<i

The inequality follows since in order to select candidate i in round j the
mechanism must have selected exactly j — 1 candidates out of the previous ¢ — 1
candidates. The following equality then follows since the decisions made by the
policy with respect to the i — 1 candidates depend only on the relative ranks of
the i — 1 candidates, and is independent of the rank of the ith candidate with
respect to these candidates. The final equality follows since the event of selecting
j — 1 candidates contains the event of selecting j candidates, which concludes
our proof.

Finally, let us consider the objective function and prove that it upper bounds
the performance of the mechanism. For analysis purpose let us consider the prob-

abilities ff ¥ that are defined as probability of selecting the ith candidate in the



jth round given that the kth best candidate is in the ith position. Note that the
main difference between f7 ® and q ¥ is that while the former consider the kth
best candidate overall, the latter only looks from the mechanism’s perspective
and therefore looks at the event of the kth best candidate among the first ¢ can-
didates. It is easy to state the objective function using the first set of variables
as simply the sum over all values of i, j and k of f/ " divided by 1/n.

Jjlk

To finish we simply define each fij * in terms of g; which proves the lemma.

Claim. Foreach 1 <i<n,1<j<Jand 1<k < K, we must have

ko (i—1\ (n—i
Ik (-1) oo e
e
=1 (k:71>
The proof is omitted due to lack of space. The proof of Lemma 7 follows
directly from the claim.

Lemma 7 shows that the optimal solution to (P) is an upper-bound on the
performance of the mechanism. The following lemma shows that every LP solu-
tion actually corresponds to a mechanism which performs as well as the objective
value of the solution.

Lemma 8. (LP solution to Mechanism) Let (p,q) be any feasible LP solu-
tion to (P). Then consider the mechanism w defined inductively as follows. For
each position 1 < i < n,

— If the mechanism has not selected any candidate among position {1,...,i—1}
and the rank of candidate i among {1,...,i} is k for some 1 < k < K, then
1|k
select candidate © with probability 1571
“2e<iPi

— If the mechanism has selected j — 1 candidates in positions 1,...,i — 1 for
some 2 < j < J and the rank of candidate © among {1,...,i} is k for some
jle

i
J—T 7
i *Ze<i p;

1 <k < K, then select candidate © with probability s
£<i

— FElse do not select candidate 1.
Then expected number of top k candidates selected by w is exactly F(p,q).

Proof (Sketch). The proof is by induction on the steps of the mechanism. It
can be verified easily that the procedure above keeps by induction that p](7) =
vl.q Ik(w) =q ¥ That is, the probability the mechanism selects the ith candi-
date in the jth round is the same as the LP. As stated in Lemma 7 there is a
correspondence between the values of ¢ lk(7r) and f} ‘k(ﬂ') which is the probabil-
ities of hiring the ith candidate in the jth round given that the candidate is the
kth best. Thus, the objective function of 7 is exactly F(p,q).

We now give optimal mechanism for the (1,2) and (2, 1)-secretary problem.
Observe that (1, 1)-secretary problem is the traditional secretary problem.

Theorem 4. There exists mechanisms which achieve a performance of



1. L+ A5 ~0.591 for (2,1)-secretary problem.
2. ~0.572284 for the (1,2) secretary problem.

Moreover all these mechanisms are (nearly) optimal.

Proof. (Sketch) To give a mechanism, we will give a primal solution to LP(J, K).
The optimality is shown by exhibiting a dual solution of the same value. Due to
lack of space we only prove the (2,1) case.

(2,1)-secretary. Let t; = —7z and to = 7. Consider the following mechanism
that selects the i*" candidate if i candidate is best so far and ¢t; < i < t5 and
no other candidate has been selected or if t5 < i < n and i candidate is best
so far and at most one candidate has been selected. The performance of this

mechanism is % + L. The mechanism corresponds to the primal LP solution
2

e
Wherep%:0f0r1§i<t1 andp%: 1 —1 fortlgign,p?:0f0r1§i<t2

i(i—1)
and p? = =t 1 El_l b=l forty < i < m, qgll =i-p] foreach 1 <j <2

i(i—1) i(1—1) j=1 i-1
and 1 <7 <n.

Dual Solution. We first simplify the primal linear program by eliminating

the qg ¥ variables using the first set of constraints. Let y; denote the dual variables
corresponding to the second set of constraints and z; the variables corresponding
to the third set of constraints. Then the following dual solution is of value % +

ei%fo(l). Set z; =0 for 1 <i <t andzi:%(lfzyzﬂ_l%) for ty < i < n.

Sety; =0for 1 <i<ty,y =2(1- dimiv %) + >, L1- D h—it 1) for
t1 <i<tyandy; = %(1 — Z?:i-i—l %) + Z;L:i i(l — ZZ:;‘-H %) for t5 <i < n.

5 Further Discussion

Characterizing the set of mechanisms in secretary type problems as a linear poly-
tope possesses many advantages. In contrast to methods of factor revealing LPs
in which linear programs are used to analyze a single algorithm, here we char-
acterize all mechanisms by a linear program. One direction for future research
is trying to capture more complex settings of a more combinatorial nature. One
such example is the clean problem studied in [4] in which elements of a matroid
arrive one-by-one. This problem seems extremely appealing since matroid con-
straints are exactly captured by a linear program. Another promising direction
is obtaining upper bounds. While the linear program which characterizes the
performance may be too complex to obtain a simple mechanism, the dual linear
may still be used for obtaining upper bounds on the performance of any mech-
anism. We believe that linear programming and duality is a powerful approach
for studying secretary problems and will be applicable in more generality.
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