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Abstract

The advent of the Internet introduced many business opportunities and related
challenges, many of which can be framed as learning problems: browsing-users’ behavior
and preferences, bidding patterns, classification of user-generated content, and many
more. Learning algorithms are based on a model of reality (the environment in which
they operate and are tested), and their performance depends on the degree of agreement
of their assumed model with reality. The Robustness of an algorithm is its sensitivity
to discrepancies between the assumed model and reality. This research investigates key
aspects of robustness as related to the following specific learning settings.

One instance of such needed robustness is modeling and optimization in multi-agent
settings (in which a poor model of reality might lead to meager decisions). The first
aim of this thesis in that context is building learning agents, in particular for the Trad-
ing Agent Competition (TAC) - A synthetic environment for evaluating trading agent’s
strategies. We base our trading agents on Machine-Learning model-light methods that
tend to refrain from assuming a statistical model for the generation of observations,
and as such reduce the risk of model mismatch and are expected to better tolerate
adversarial environments. Such methods are usually also simpler to implement and are
therefore more robust in that sense. We compare some of the fundamental qualities of
our model-light agents to those of agents built using other techniques which may ex-
ploit the model-specific parameters and structure of the TAC simulated environment.
By taking part in the TAC/Ad-Auctions competition (adding more parametric com-
ponents to our agents throughout the years, eventually winning the 2013 competition)
we are able to quantify the value of using parametric methods. We establish the ro-
bustness of model-light methods by showing the diminishing importance of modeling
accuracy (showing that for our top performing agent, a perfect knowledge of the model
parameters results in insignificant optimization improvements).

This thesis also considers robustness as a mean to assess the applicability to real-
world settings of TAC-like competition insights regarding agent strategies and mech-

anisms. By changing the game environment (that is, the simulation parameters) of



the (unaware) competing agents, we demonstrate that top performing agents are (sur-
prisingly) robust to changes in game setting. Our positive findings suggest that the
(inherently simplistic) TAC-like games may be used to draw general conclusions about
real-life situations. Finally, the thesis considers the Ad-Exchange setting of the Internet
brand-advertising ecosystem. Taking the perspective of the Ad-Network (and the chal-
lenges it faces as it bids for display ads opportunities announced by an Ad-Exchange in
order to carry out targeted advertising campaigns) we designed and implemented a new
TAC game launched during the summer of 2014. The strategies employed by agents
implemented for TAC-AdX competitions provide insights regarding winning strategies

for this pivotal setting of the Internet’s economy.

Another instance of robustness investigated in this thesis is the Domain Adaptation
problem, in which the learning algorithm is expected to perform (generalize) well in
one (target) domain but may only be trained using data from a significantly differ-
ent (source) domain. Such situations abound in practice due to inherent limitations,
cost considerations, or convenience (e.g., speech recognition, machine vision, sentiment
analysis in natural language processing, and many other settings), hence the impor-
tance of quantifying the related performance penalty (through generalization bounds)
and providing algorithmic methods to adapt existing algorithms to address the domain
adaptation problem. For domain adaptation, we use the robust-optimization approach
and algorithmic-robustness properties to derive related generalization bounds and de-
sign new domain-adaptation variants of classical machine learning algorithms (SVM)
for classification and regression. Naturally, such algorithms and bounds depend on sta-
tistical properties of the discrepancies between the source and target domains (which
can also be regarded as quantifying domain-specific prior knowledge regarding source-
target similarity) and we introduce a related measure. Our approach is generic in the
sense that it may be similarly applied to other Machine Learning algorithms, optionally

using other statistical similarity measures.

Finally, the thesis considers Social Learning - methods to accomplish, through col-
laboration, a computation that depends on the aggregate of private information acces-
sible to self interested agents. Specifically, we investigate sequential processes based on
market scoring rules, where each agent updates the current state of the computation
based on his private signal. Such settings (e.g., Prediction Markets, where options

regarding the occurrence of a future event are traded, and the option’s outstanding



price is the state of the common computation) may be regarded as parameter estima-
tion platforms, where the resulting computation represents the wisdom of the crowd
aggregate of the agents’ private signals. Inspired by trusted recommendation chains,
where private observations (e.g., regarding the quality of a product) are used to make
one-on-one recommendations among trusted agents, we introduce a model of simple
history independent agents (that is, agents of limited strategy space, having no access
to past states) and provide an analysis of the performance of the resulting estimators
pertaining to different equilibrium and socially optimal strategy profiles. The perfor-
mance of those estimators is compared to that of the optimal (Bayes) estimator having
access to the update history and private signals, thereby quantifying the penalty of

history unavailability.
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Chapter 1

Machine Learning -

A Robustness Perspective

Learning, "the acquisition of knowledge or skills through experience, study, or by being
taught' ” is crucial for the survival and prosperity of humans, as individuals, as a society,
and as a species. A baby learns to signal regarding his immediate necessities, a toddler
learns to speak and understand a language, a boy learns to avoid danger, an adult learns
to drive. The vast number of situations and the inherently non-deterministic nature
suggests that learning is unavoidable. 2 We therefore learn, by example, by transfer.?
Our long term and short term memory is constantly aggregated and reorganized to sup-
port the different needs and criteria (e.g., time, risk) of the myriad situations requiring
decision making, be it intuitive or deeply thought upon. The constantly changing en-
vironment (due to our actions, statistical nature, or otherwise) must be considered as
learning takes place. To some degree, what worked well in the past (or in a somewhat

different setting) might not work as well when faced again. In that sense, to achieve
its ultimate goal, learning should be Robust - durable, long-lasting, resilient, solid.
Machine Learning, the application of computational methods underlying
experience-based decision making, has similar conceptual goals and requirements. Not
all settings require machine learning. Sorting problems in a static environment, for
example, have dedicated efficient algorithms, merely computer language translations

of recipes that could be otherwise interpreted and executed by humans (if time, for

! Oxford Dictionary.
2 Anyway, a codex mapping situations to the ‘right’ actions would be impractical.
3That is, associating and reflecting upon different, although conceptually similar situations.
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example, was not a concern). In many settings, however, such algorithms are hard to
devise. Vague relations between the representation of inputs (e.g., a picture’s bitmap)
to the concepts underlying the required output decisions (e.g., “Dog or Cat?”), inherent
uncertainty in data, in the actual model, and in the environment in general, makes it
extremely hard to design such recipe-like algorithms. This is where machine learning
methods save the day, aiming at mimicking the generalization consequences of human
learning (and sometimes the related underlying biological structures), considering and
being robust to different underlying uncertainties.

Machine learning was successfully applied during the last few decades to enable
autonomous decision making by robots, medical diagnosis, network optimization, and
many other modern tasks. The recent prevalence of the Internet and the related scale
and abundance of data from an exponentially growing number of sensors brings new
opportunities for applying machine learning. Some, such as those used for search
results, advertising, and content matching, already established as the cornerstone of
the Internet economy, and others, such as recommendation systems based on semantic
analysis, are promising to revolutionize our daily life experience through related services
that become more and more personalized.

This work is mainly concerned with robustness aspects of machine learning meth-
ods. In the rest of this introductory chapter, a short overview of the essence of machine
learning and some of the key characteristics of two of its disciplines, namely, supervised
and on-line learning,* are reviewed. This is followed by a thematic exposition of the
fundamental related methods and algorithms, as practices aimed at achieving robust-
ness to the different uncertainties faced in the various settings. The chapter concludes

with a short overview of the specific research reported in the three parts of this thesis.

1.1 Supervised Learning

This section briefly summarizes the key concepts and fundamental results in supervised
learning. The reader is referred to [90] for a thorough exposition of the topic.

We are interested in learning a relation between the values of some input variables
(from an input space X ) and an output value (from an output space Y'). Specifically, for

a deterministic input-output relation, we are interested in approximating an unknown

4Other methods, less relevant to this thesis, mainly Clustering and Ranking are not covered.
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function f: X — Y. A setting in which the output space Y is discrete is referred to as
Classification, alternatively, in a Regression setting, the output space is continuous.

Learning is based on a finite training set S of examples
S={(zy,y) vie X,yi = f(z)) €eY,i=1...m},

assumed to be drawn ii.d. from an (unknown) underlying distribution D over the
input space, and the result (the output of the learning algorithm) is a hypothesis h € H
from a predefined hypothesis class H. The resulting hypothesis may then be used to
associate an approzimation § = h(x) for y = f(z) to any =z € X.

A loss function [ : Y X Y — R, is usually associated to the setting and is used to

measure the performance of a learned hypothesis h, where

L(h, (z,y)) = 1(h(z),y) , (1.1)

is the loss of h on an input-output pair (z,y). The overall performance of a hypothesis

h is then defined as its expected loss, i.e.,
EDU") £ E(x,y)NDl(h(x>7y) :

This expected loss is also termed the Risk or the Generalization Error (since it measures
the loss over the general input-output space, rather than on the training set) of the
hypothesis h. For example, in the Linear Regression setting (over Euclidean input
and output spaces y € R and x € R", respectively) an underlying linear input-output
relation is used and therefore the output of a learning algorithm in this setting is some
w € R", characterizing a member of H = {h(z) = w2 : w € R"}.

A learning algorithm aims at finding a hypothesis h of small generalization error.
This of course depends on the hypothesis class H available to the algorithm. The target
and benchmark L7, ; for the performance of a supervised learning algorithm is the best

achievable expected loss, i.e., by a hypothesis h7, of the class H,
L5y = minLp(h) £ Lp(hy) . (1.2)
’ heH

When the true underlying relation f is a member of H, then h}, € H, and L}, ;; = 0.

In the more general case, where f belongs to some class F' different from H, and f ¢ H
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(this is the unrealizable setting), the optimal expected error might be non-zero.

In the Probably Approzimately Correct (PAC) learning framework, a learning algo-
rithm is required to output with high confidence® an approximately optimal hypothesis.
More precisely, the output h4(S) of a learning algorithm A based on a training sam-
ple S is required to be approzimately correct (being e-far from optimal loss) with high

probability (at least 1 — J, over the realization of S). Namely,
Prs.pm(|Lp(ha(S)) — Loyl <ef>1-0, (1.3)

for any underlying f € F and any distribution D. Such a learning algorithm A that

runs in time polynomial in % and % is said to efficiently learn F'.

A crucial step in the methodology of designing a supervised learning algorithm is
the choice of the underlying input-output relation to model (that is, the selection of
the features used to characterize the input and output space - thereby the class F' of
possible input-output relations) and the related hypothesis space H for the algorithm

to chose its output from.

In practice, the choice of hypothesis class H is a modeling decision. In the linear
regression setting for example, some w € R" characterizes each member of H, and
the learning algorithm aims to find an optimal value for the parameter w. Alterna-
tively, non-parametric (sometimes also designated model-free) learning algorithms do
not assume an explicit underlying parametrization of the input-output relation. Such
algorithms (e.g., SVM and Nearest Neighbor, presented later in this section) utilize
hypothesis classes whose elements are explicit (possibly weighted) combinations of the

training samples.

Now, the essence of a supervised learning algorithm is the method it uses, given
the training set S, to choose a member h out of the underlying hypothesis class H.
Empirical Risk Minimization (ERM) is a natural method, which outputs a hypothesis

hg that minimizes the empirical risk, i.e.,

SThat is, with high probability, viewing the learning algorithm’s output hypothesis as a random
variable, over the realization of the sample set S and its own coin tosses.
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['hat is,
h =h% 2 argmin Lg(h) . 14
ERM(S) s rg helH s(h) (1.4)

Considering again, for example, linear regression, where the loss function used is
the quadratic loss function I(y1,%2) = (y1 — y2)?, the empirical loss to be minimized by
ERM is

m

1 T
A : 2
= ) ) . 1-5
WERM = arg mit ZE 1(“’ Ti — Yi) (1.5)

The applicability of the ERM method for PAC-learning is theoretically justified by
the following fundamental result, a uniform learning bound (that is, applicable to all
members of the hypothesis class H) relating the empirical risk and generalization error

of hypotheses from a finite class H.

Theorem 1 (Th. 2.2 of [90]). Let H be a finite hypothesis class and let S be a finite
set of m examples drawn i.i.d. over D. Then, for any § > 0, with probability at least
1 — 6 (over the realization of S ~ D™) the following holds for all h € H

. log |H| + log 2
Lolh) < Ls(h) + | LR85 (1.6)

The bound (1.6) of Theorem 1 can be further improved when the realizable (i.e.,
f € H) setting is assumed. Also, similar bounds exist for the case of infinite (and
even uncountable) hypothesis classes H. In that case, the log|H| in the bound (1.6)
is replaced by the VC-Dimension (see Chapter 3 of [90]), a combinatorial measure for
the effective size of H.

Now, consider again the ERM algorithm. For any € > 0, by taking a sample set S

€

of size m such that the rightmost term of the bound (1.6) is smaller than § (that is,
2|H]

(m > E% log =5-) we have with probability at least 1 —0 (by applying Theorem 1 twice
and by the definition of ERM)

Lo(h) < Ls(hy) + 5 < Ls(hb) + 5 < Lo(hh) +c.

DO ™

This establishes that with probability at least 1 — § the ERM algorithm results in a
hypothesis with generalization error at most € far from optimal, as required by (1.3).
Furthermore, an efficient number (polynomial in % and %) of training samples is needed.

In many settings and for a variety of loss functions, however, solving the optimiza-
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tion problem (1.4) might be infeasible. For example, in classification settings, where
the 0-1 loss® is a natural choice, (1.4) is an intractable combinatorial problem in many
natural cases. A common practice in such situations (as employed, for example, by
the SVM algorithm detailed next) is to replace the optimization objective (that is, the
loss function) with an upper bounding convex surrogate, rendering the optimization

problem tractable.” The Hinge loss

lHinge(hw,b7 (xa y)) = max{l - y(wa + b)7 O} )

is one such popular surrogate loss for classification settings using the 0-1 loss and linear
separators as hypotheses (i.e., where each member h,,; of the hypothesis class H is a

linear separator hy, p() = 174 4p50))-

The ERM method relies on the training set S being representative of the (unknown)
underlying distribution D, over which the algorithm’s output is to be tested. A too
small sample set, compared to the complexity of H, might result in over-fitting, where a
returned hypothesis has low empirical risk £g(h) and high true risk £p(h). Indeed, by
(1.6), the larger the complexity® of the hypothesis class H, the larger the potential gap
between training set’ and actual risk. Intuitively, this is due to a richer set of hypotheses
from which the algorithm can choose one that fits unrepresentative samples in S. Many
supervised learning algorithms therefore add a regularization term (penalizing complex
hypotheses) to the empirical risk as the minimization objective, which now resembles

the actual generalization bound - the right-hand side of (1.6).

The Support Vector Machine (SVM) algorithm for linear classification optimizes the

Hinge loss and an additional complexity term as follows:

m
hsvm = arg we%}gen; letinge (hw b, (i, 1)) + Allw|[3 (1.7)
1=

where again A is a parameter controlling the trade-off between the surrogate objective

and the regularization term ||w|%. An equivalent formulation of (1.7) is the following

5The 0-1 loss lop1 (y1,y2) is 0 if y1 = y2 and 1 otherwise.

"Nevertheless, even when employing such a modified optimization objective, the performance bench-
mark (1.2) remains.

8 The complexity of H is log |H| for a finite H, and the VC-Dimension, for infinite H.
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quadratic program

m
. . A 2
g}gé;éz + Ajw|

subject to
yi(w z +b) > 1-¢ Vi=1.m
£& =0 Vi=1.m

This alternative formulation can also be derived by optimizing hgy s for maximal

geometrical margin, the distance of the linear separator from the closest sample in S.

Ridge and Lasso regression are two regularized variants of linear regression, that add

to the objective Y"1t | (hTz;—y;)? the regularization terms A||h||3 and A||h||; respectively:

m

hiidge = arg min (BT — yi)* + Allhll3 (1.8)
i=1
m
hLasso = arg hrg% (thz - yi)2 + )‘HhHl . (19)
i=1

Note that in both cases above the objective to be minimized is a convex function, and

therefore can be computed efficiently.

The K-Nearest Neighbor (KNN) is another popular algorithm in which the algo-
rithms output maps = (e.g., for the case of real output space X = R) to the average of

the K nearest samples in S that are closest to z in a given metric (usually Euclidean).

~ 1
Vi (z) = I7a doowi,
(z5,y:)ENK (2)
where N (z) is the subset of S containing the K samples neighborhood of x (i.e., K

closest).

Due to the unbounded complexity of the hypothesis class H used by KNN (e.g.,
the class of Voronoi diagrams, for K = 1), the bound of (1.6) is inapplicable in this
setting. Nevertheless, generalization bounds exist for KNN if a stochastic setting is
assumed. In a stochastic setting, the input-output relation is probabilistic rather than
deterministic, and is represented by a conditional probability distribution of the output

space value y being associated to the input space value x. In a stochastic binary
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classification setting, for example, the input-output relation is fully characterized by

p(x) = PrlY = 1|X = z|. The Bayes Classifier

hBayes(z) = arg max Pr(y|z) (1.10)
yey

is optimal for a stochastic input-output relation, and its inherent risk (the Bayes error,
denoted L7,) is the best one can hope for in stochastic settings.

Finally, for binary classification, and under a smoothness assumption’ regarding
w(x), the following is a generalization bound for the 1-NN algorithm (a similar bound

exist for the more general case of KNN):

Theorem 2 (Th. 19.3 of [111]). Let hinn be the rule yielded by the 1NN algorithm
using m i.i.d. samples in a stochastic binary classification setting characterized by a

c-Lipschitz p(x). Then,
;1
Espm|Lp(hinn)] < 2L3% + deVdmaT | (1.11)

where the c-Lipschitz condition requires that Va1, xe € X, |p(x1)—p(z2)| < cf|z1—x2||,

and the input space is X = R<.

Note that although the form of the bound (1.11) resembles that of the bound (1.6)
of Theorem 1, there are two significant differences. First, the bound (1.6) holds with
high probability while (1.11) only holds on average over the realization of the training
sample S. Furthermore, a polynomial number of samples is required in (1.6) to achieve
approximately optimal error with high confidence by an empirical error minimizer,
however an exponential number of samples (as a function of the dimension of the
input space X) is required!? for the 1NN algorithm to yield a rule with approximately

samples are required to have the

twice the optimal error (specifically, m > (457\&)"+1

rightmost term of (1.11) be smaller than ¢).

1.2 On-line Learning

In On-line Learning settings, the learning algorithm is required to make a decision

upon each observation (e.g., when playing a game). That is, instead of accumulating a

9Smoothness, in the sense that two close inputs have similar probability of being labeled 1.
0This is The curse of dimensionality.
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training set S and batch processing its elements to come up with an hypothesis h € H
as detailed above, the learning algorithm sequentially (i.e., at times t = 1,2, ..., T') takes
action a; € A from an action space A and gets as feedback a loss function I; : A — R.
Again, only a short overview of the main concepts and key results is given here. See
[40] for a comprehensive treatment of on-line learning in the context of prediction and
specifically [37] for a thorough review of Multi Armed Bandits settings.

Now, the goal of the learning algorithm is to maintain a small as possible cumulative

loss

T
L2 h(a) . (1.12)
t=1

This rather general formulation captures many on-line learning settings, mainly de-
pending on the domain of the feedback loss function (e.g., containing only the chosen
action a; - the Multi Armed Bandit setting, or all the actions in A - the full informa-
tion setting), the nature of the way the loss feedback is generated (e.g., by a stochastic
process, or by an adversary - aware of the algorithm’s choices history, or not), the
properties of the loss function (e.g., convex or not'!), and the size and structure of the
action space A (affecting the feasibility of algorithms that perform computations for
each possible member of A).

This on-line framework captures the sequential (that is, on-line) version'? of any
supervised learning setting as presented in the previous section by using the hypothesis
space H as the action space A, using the loss function I;(h) 2 L(h, (z¢,y:)), and for
every sample (x4, y;) challenge the on-line learning algorithm with x; (while keeping y;
undisclosed). Indeed, this on-line formulation coincides with on-line versions of popular
supervised learning algorithms (such as linear regression and logistic regression) that
use the Stochastic Gradient Descent (SGD) method to minimize the risk (1.4). The
usage of SGD is justified since the loss function used in those settings is convex, ensuring
convergence to the global optimum.

The on-line learning setting may also be viewed as an extension of supervised learn-
ing to situations where the distributional assumption regarding the sample generation
process (specifically, that they are i.i.d.) does not hold. Since in such situations the

sample distribution is no longer fixed (actually, training and testing phases are now

HThe search of optimal action in settings with non-convex loss functions are harder to address in
general.

12 An on-line framework may be preferable due to its relative simplicity and efficiency, especially when
dealing with massive amounts of data.
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mixed!), the notion of generalization is replaced with the cumulative loss (1.12) or the
more indicative regret, quantifying the performance of the online learning algorithm

compared to that of the best constant action in hindsight, i.e.,

T
Rr 2 Ly — ggEZzt(a) . (1.13)
t=1

Such accumulated loss and regret metrics depend by definition on the properties of
the loss function, which is usually chosen to be of bounded range in [0, 1]. Algorithms
that achieve an average regret per observation that vanishes (limT_mo% = 0) are
called no-regret algorithms. Actually, any no-regret on-line learning algorithm can
be transformed to a supervised batch learning algorithm using the On-line to Batch
(OTB) conversion as follows.'® As before, let {h;}™ | be the sequence of actions taken
by the online learning algorithm when given sequentially the z; values of the sample set
S = {(xt,yt) }72, (whose samples were generated i.i.d. according to some distribution
D) and incurring bounded loss l;(h) £ L(h, (z¢,3¢)) < M. Let the resulting hypothesis
of the OTB algorithm be horp(S) = # Zthl ht. Then it can be shown (e.g., Theorem
7.13 of [90]) that for every 6 > 0, with probability at least 1 — § (over the realization
of the sample set S), the following bound holds
Ry 2log %

ﬁ(hOTB(S)) < LF(h}}) + T +2M T

That is, the performance of horp(S) approaches the optimal achievable, requiring a
manageable number of samples to achieve high accuracy and confidence, as defined in

the PAC framework for batch supervised learning.

Another on-line learning abstraction captured by the above model is the Prediction
using Ezrperts model. In this setting, the on-line learning algorithm has access at every
time step t to the advice (predictions) {y;+}Y, of N experts, and in each time step
t acts by predicting ;. Thereafter, the actual outcome y; is revealed, and associated
losses li+ = U(Yit,yt),lt = U(Q,y) are incurred to each expert and to the learning
algorithm, respectively.

In the realizable binary classification setting (where there exists an underlying hy-

pothesis A* from a finite class H such that y, = h*(z;)) with 0-1 loss, for example, each

13 Assuming a convex hypothesis set H, and a loss function I(-,-) that is convex in its first argument.
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hypothesis h may be regarded as an expert, predicting y; s = h(x¢). A natural approach
for an on-line learning algorithm in this setting is to maintain a subset V; C H of all
experts consistent with all past observed examples. Indeed, the Halving algorithm (so
called since upon every mistake the size of V; is at least halved, resulting in the mistake
bound) that reacts to the challenge x; by predicting according to the majority vote
Yr = argmaxyeqo1y [{h € Vi : h(z) = y}| is guaranteed to make at most logy(|H|)
mistakes (thereby no-regret).

No-regret deterministic learning algorithms for the expert setting exist also for
the non-realizable setting. One such algorithm for the binary classification setting, a
generalization of the Halving algorithm, is the Weighted Majority (WM) algorithm.
The WM algorithm maintains a weight w; ; for each expert 7 that is initialized to 1 and
multiplicatively decreased by a constant 8 whenever the expert prediction is wrong.
At each time step t the WM algorithm predicts according to the weighted majority
vote (hence the name) §; = argmax,c(o 1} Zilyi,t:y w; . No-regret generalizations of
the WM algorithm exist for other non-realizable setting. The Fxponential Weighted
Awverage (see Section 7.2.4 in [90]) is one such algorithm for bounded loss functions
l(-,-) that are convex in their first argument.

In a non-realizable setting, for the 0-1 loss (being non-convex), such no-regret guar-
antee does not hold. Actually, since the values of 3 might be adversarially chosen, the
regret of any deterministic on-line algorithm in this setting can be made O(T'). There-
fore, randomization by the algorithm is crucially required to achieve no-regret.'* The
Randomized Weighted Majority (RWM) algorithm introduced by [80] is an example
of such a no-regret algorithm. The algorithm acts at every time step ¢ by randomly
choosing the prediction of one of the experts according to the probability distribution
induced by a set of weights {w;;} , maintained for each expert and updated every
time step t as in the WM algorithm. Specifically, the resulting probability distribution

pt = (P14t,-..,pNt) € AN over the experts at time step ¢ is the following

e—hlit—1

N —uLji-
ijle plojt—1

pi,t = (114)

where p > 0 is a tunable learning parameter and L;;; is the accumulated loss (that is,

the number of mistakes) of expert j along the first ¢ — 1 time steps. The regret of the

Since the regret now is a random variable, the no-regret condition is with high probability, ap-
proaching 1 as T" — oo.
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RWM algorithm can be shown to be bounded (for any loss sequence!) Ry < 24/T'log N,
therefore it is no regret. This O(v/T) regret performance is optimal in a sense, since
for N = 2 no learning algorithm can achieve average regret lower than \/E , even when
the adversary is stochastic (see Theorem 7.5 in [90]). A more general lower bound (for
N experts) of Q(y/T'log N) can be proven, matching the upper bound.

An even more demanding on-line setting is the Multi Armed Bandit setting, where
the on-line learning algorithm only gets l;(a;) as feedback (the loss related to the chosen
action), instead of the entire loss function l; : A — R. To address the extra freedom
granted to the environment in this setting, successful strategies of on-line learning al-
gorithms for the MAB setting combine Ezxploration (that is, a search for beneficial
actions) with Ezploitation (performing actions identified to be beneficial). Two preva-
lent algorithms employing such strategies are UCB [15] for the stochastic case (where
the outcomes of each arm are i.i.d. from a predefined but unknown probability dis-
tribution) and EXP3.P [16] for the more general adversarial setting. Both achieving
no-regret by cleverly mixing exploration and exploitation. UCB uses the Optimism
in face of uncertainty heuristic (a design principle suggesting that among the set of
plausible environments consistent with observed data, the most favorable is assumed
for making a decision), and performs exploration by assigning favorable expected loss
ranges to experts (bandit arms) less sampled. EXP3.P achieves O(4/T'N In %) regret
with high probability (at least 1 — ¢ over its own internal randomization) by choosing
weights that are a mix of (1.14) and a uniform distribution over the experts (for ex-
ploration) '°. Finally, no-regret algorithms exist also for settings in which an infinite
number of arms are modeled. However, structure relating the losses of different arms
has to be assumed (since only a finite number of arms can be sampled). In Online
Convex Optimization for example, the decision space A is assumed to be a compact
subset of R"™, and variation limitations (such as bounded gradients) are assumed on

the convex loss functions l; : A — R.

1.3 Bayesian Methods for Classification

In practice, the input-output relation sought after by a supervised learning algorithm

might not be genuinely represented in the training set. This might be due to mea-

15Also, the past accumulated losses in (1.14) are replaced by estimates, as required for arms not
sampled.
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surement imperfections (e.g., noise, sensitivity, range) or data loss and corruption of

6

statistical nature,'® occurring in other preliminary stages of the data processing and

preparation.

Bayesian methods are applied in parametric learning settings where the input-
output relation (specifically, its stochastic nature, e.g., sampling noise) is modeled
using a parameterized conditional probability distribution Prg(y|z). In the most gen-
eral setting of Bayesian Reasoning, a prior probability distribution Pr(f) over possible
values of the parameter 0 is assumed, and a posterior probability distribution Pr(6|S)
is estimated from the training data S. This derived posterior induces a conditional

distribution for the input-output relation!”
Pr(yle) = / dOPr(0]S)Pro(yls) - (1.15)

Alternatively, instead of estimating a posterior probability distribution, still assuming
a parametrized stochastic input-output relation, a specific value of the parameter é(S )
that best fits the training data S may be derived. In this case, the related Prj(y|z) is
immediate and the application of (1.15) is skipped. Either way, the resulting conditional

distribution Pr(y|z) is combined with a loss function I(-,-) to define the expected risk

R(Z)‘l’) = Ey|x[l(§vy)] ) (1'16>

of a classifier making the decision y when given input x. Finally, given an input x, the

Bayes Classifier in this setting returns the output of minimal expected risk. Namely,
B Bayes(z) = arg myin R(j|z) . (1.17)

In a sense, the classifier (1.17) is the best one can hope for in a stochastic setting.
Note however, that Bayes error is usually not achievable (even if the conditional label

probability is known upfront), since it might be that hpayes & H.

Now, the Bayes rule and the data i.i.d. assumption may be used for estimating a
posterior distribution Pr(y|x) over the parameter space given the data S = {(z, v;) }i"4

(or some fixed, optimal value ) to be used in (1.16) and ultimately in (1.17), as follows

Data may be affected also intentionally, due to rounding or discretization, for example.
17 Assuming a continuous parameter space. A similar formula applies discrete 6.
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. B H(x,y)GSPT((mvy)W)Pr(a)
PriolS) = = e, y))

(1.18)

Two methods that return a specific 0 estimate rather than a posterior distribu-
tion are Mazimum Likelihood (ML) and Mazimum A posteriori (MAP). Both methods
aim for the parameter value that best explains the i.i.d sampled data, and return the

parameters éML and éM AP, respectively:

Oy, 2 argmeaxPr(SW) = arg max Z log Pr(z,y|0) (1.19)
(z,y)eS
Oriap 2 arg mémer(0|S) = argmax (logPr(G) + Z log Pr(a:,y|0)) : (1.20)
(z,y)€S

The key difference between the two methods is that the MAP model specifies a prior
probability Pr(6), whereas the ML method does not assume an underlying statistical
nature in the generation of 6.

To allow for feasible characterization of the estimated conditional distribution
Pr(0]S) in (1.18) or the § estimates in (1.19) and (1.20), some structure on the sta-
tistical nature of the input-output relation has to be assumed (Note that in the most
general case, for a discrete setting, individual estimates of Pr((z,y)|f) are required for
any combination of the values of z,y, and ).

Naive Bayes is a generative model that assumes independence of the individual
attributes of the input x given the class y. i.e., Pr(z|y) = H?ZlPr(azﬂy). Under this

assumption, (1.19) simplifies to

d
Onr, = arg max (x%:es [jgllog Pr(zjly,0) + log Pr(y|9)] ,

exponentially reducing the number of parameters to be estimated. Similar savings are
achieved for (1.18) and (1.20).

A different (more general) simplifying assumption, for a continuous input space,
is made in the Full Bayes model. Here, the attributes of x are assumed to follow a
multivariate Gaussian distribution given the class y (that is, with mean and covariance
matrix depending on the specific class y). Under this simplification, for example, a

closed form for éMng can be derived.

BThe parameter 6y, in this case actually comprises of the mean fim1, and covariance matrix Xr,.
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1.4 Robustness Through Regularization

The optimization formulas (1.7), (1.8), and (1.9), for hsvm, hRidge, and Arasso respec-
tively, all share a common structure, balancing (through a trade-off regularization pa-
rameter \) between an empirical error of a potential hypothesis from H and its size. As
noted above, for a given sample set, a large hypothesis set H available to the learning
algorithm might result in over-fitting, denoted estimation error (that is, an empirical
error that is not representative of the true underlying risk). On the other hand, limiting
the hypothesis class H available to the algorithm to choose from introduces inherent
approximation error (also called inductive bias), i.e., the excess risk due to precluding
the learning algorithm from using the true underlying hypothesis f ¢ H. Therefore,
the parameter A used in regularization-based algorithms as in (1.8), (1.9), and (1.7),
can be interpreted as controlling the trade-off between the improved estimation error
(achievable by using regularization) and the potential bias introduced.

It is important to note that the restriction of the learning algorithm to choose its
output from a hypothesis class H that is a strict subset of the set of possible input-
output relations F' is crucial for PAC learnability, whereas otherwise, for rich enough
classes F', by the no free lunch theorem (see e.g., The Statistical No Free Lunch Theorem
in Section 5.1 of [111]), there is no learning algorithm that can satisfy the requirement
(1.3) above for any accuracy and confidence levels.

Regularization is key for achieving robustness in the on-line learning setting as well.
A key challenge to the on-line learner, distinguishing it from classical supervised batch
learning is the potential change, upon every sample, in the environment generating
the samples (whereas in batch learning the samples are assume to be i.i.d. from some
distribution). As already noted in section 1.2, In the predicting using experts setting for
classification, any deterministic algorithm is subject to a malicious opponent'® that can
adapt and choose the sequence y; to result in O(T') regret (1.13). As already indicated,
robustness to such adversarial environment is achieved by introducing randomization
to the on-line learning algorithm, as in the RWM algorithm (1.14), for example.

Actually, the RWM action rule (1.14) is the solution of the Follow The Regularized

Leader update rule
N

= i Ly 1.21
Dt argpglg}lvu;pz it—1+ R(p) , (1.21)

19Tn an unrealizable setting, no longer tied by a predetermined h* governing the input-output relation.
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where the convex regularization term R(-) added to the empirically observed past loss
Zf\i 1 PiLit—1 of some candidate weighted action p, is the negative entropy R(p) =
- Zf\i 1 pilog p%_. Again, as in Section 1.4 above, robustness is achieved by optimizing
through regularization, since in the absence of the regularization term, the optimiza-
tion (1.21) reduces to choosing the best past expert, a strategy shown to be highly

vulnerable.

1.5 Overview of The Thesis

Evidently, learning algorithms are based on a model of the environment in which they
operate, and their performance depends on the degree of agreement of their assumed
model with reality. This thesis mainly investigates key aspects of robustness - the sen-
sitivity of a learning algorithm to discrepancies between the assumed model and reality
- as related to three specific learning settings: The applicability of model-light methods
(i.e., prone to simple models, if at all) to agent-design for the Trading Agent Com-
petition (TAC - a simulated environment for confronting trading agents’ strategies),
Robust algorithms to cope with domain discrepancy (that is, the Domain Adaptation
setting, where the algorithm’s output hypothesis is required to operate in an environ-
ment that is different from the one in which it was trained), and finally, collaborative
social learning as a platform for parameter estimation that given a very simple strategy

space comparably performs at equilibrium as the optimal estimator.

The model-free KNN and RWM algorithms, introduced in Sections 1.1 and 1.2
respectively, are used to implement TAC agents for the Ad Auctions game, eventually
winning the competition. The robustness achieved through regularization, as detailed in
Section 1.4, is used to design a robust domain adaptation algorithm (a variant of SVM,
introduced in Section 1.1) and associated generalization bounds. The thesis concludes
with an analysis of the equilibrium resulting from a model for social computation
through information propagation using simple (that is, history-independent, thereby
robust) strategies, and the comparison of the performance of the related estimator to

the optimal achievable using the Bayesian approach introduced in Section 1.3.



1.5. OVERVIEW OF THE THESIS 17

1.5.1 Part I - Autonomous Bidding Agents

In the first part of the work, Autonomous Bidding Agents, the strategies of software
agents implementing algorithms for optimizing execution of marketing campaigns is
considered. Such agents, becoming ubiquitous in the Internet economy, bid for the
opportunities to have ads displayed to users engaged in Internet search or browsing.
The bids of the agents depend on many factors - the attributes and purchasing behavior
of the users, the characteristics of the browsed web site, the targets of the outstanding
advertising campaigns, the behavior and characteristics of competing advertisers and
their targets, and many more.

The complex structure of the setting and its game-like nature make the evaluation
of related strategies very hard to conduct. Therefore, synthetic platforms, such as the
Trading Agent Competition (TAC) described in chapter 2, where research teams regu-
larly compete by facing their strategies against each other’s, are controlled environments
that serve to evaluate and analyze related algorithms.

First, a model-light approach to the design and implementation of a top-performing
trading agent in a dedicated TAC game (TAC-AA) is described in chapter 3. It is shown
that such an agent can enjoy many of the robustness and simplicity benefits of being
model free while still achieving top scores. The applicability of strategies used in TAC
games to the more demanding and uncontrolled real-world setting is then considered
in chapter 4 through a study of the robustness of some of the most successful TAC-AA
agents to unexpected changes in the simulated environment. The analysis shows that
the top-performing agents are among the most robust. This encourages the possibility
of technology transfer of successful TAC strategies to the real world, and is somewhat
surprising since it could be expected that top performance is achieved by a (potentially
fragile) practice of tailoring the algorithms to specific game parameters.

Finally, a new TAC game, Ad Exchange (TAC-AdX) is introduced in chapter 5,
where its implementation and competitions based on its description are described.
TAC-AdX simulates the prevalent model for display-advertising in the Internet through
a central exchange that coordinates ad supply (by publishers, that is, web sites) and
demand (by advertisers) through real-time bidding in dedicated auctions. TAC-AdX
was designed in an attempt to capture some of the key trade-offs faced by real-world
advertisers. Specifically, the way the advertiser’s ability to successfully execute adver-

tising campaigns (i.e., by achieving targeting ad reach goals) and related costs effects
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their ability to win future campaign contracts (through some rating) and their related
revenues. Reports from first competitions of the TAC-AdX game show key mechanisms
(analogous to strategies that may be implemented in the real world in similar settings)
employed by such trading agents. Furthermore, The TAC-AdX game may serve as
a platform to compare the many alternative mechanisms available for implementing
key components of the (real-world) Ad Exchange scenario, mainly the type of auction
performed by the Ad Exchange, the reserve price setting by the publishers, and the

pricing of information regarding users’ attributes by dedicated third-parties.

1.5.2 Part II - Robust Domain Adaptation

In the second part of this thesis, a generalization bound and related learning algorithm
are derived for the Domain Adaptation setting. In domain adaptation, introduced
in chapter 6, the underlying uncertainty faced by the supervised learning algorithm
is regarding the stationarity of the underlying domain - the probability distribution
governing the input-output relation. Specifically, the training samples may be from
one domain (the source domain), while the algorithm’s output hypothesis might be
tested in a different domain (the target domain). Naturally, the source and target
domains have to be somehow related to make learning possible if at all.

This thesis addresses the domain adaptation problem using the Robust Optimiza-
tion paradigm, where the assumed prior relation between the source and target domains
(parametrized through a newly introduced A-shift distance) serves as the input range
over which robust optimization occurs. Specifically, Algorithmically Robust SVM vari-
ants for classification and regression are described in chapter 8, in which the prior
uncertainty regarding domain discrepancy translates into the optimization constraints.
The Algorithmic Robustness framework and characterization (presented, together with
the Robust Optimization paradigm, in chapter 7) is further used to derive related do-

main adaptation generalization bounds.

1.5.3 Part III - Multiagent Learning

The performance of estimators stemming from social learning platforms is investigated
in the last part of this thesis. In social learning, a set of self interested agents collaborate
to perform some computation that depends on the aggregate of the privately held

information by each. The agents may have stake in the result of the computation
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(e.g., voting), or in the probability of some external event that their signals depends
upon (e.g. events effecting the value of a stock, in stock market trading) which the

computation is assumed to approximate.

Focusing on the latter case, where agents sequentially update the outstanding value
of a computation regarding the probability of an external event, the result of the com-
putation may be interpreted as an estimator for the probability of the event occurring,
aggregating the private signals of the agents. The mean square error is generally used to
quantify the performance of such estimators. The self interested agents are elicited to
participate (and truthfully use their private signal) through a market scoring rule that

offers an expected positive payoff to agents that improve the quality of the computation.

The elements of the social learning setting and Prediction Markets (as a specific
example) are introduced in chapter 9, where we show that the sum of the expected
total payoff of the participating agents and the performance of the resulting estimator
(a generalization of the mean square error) is constant, thereby quantifying the inherent

cost-accuracy trade-off in such settings.

In chapter 10, aiming to capture trusted recommendation chains settings (where pri-
vate observations - e.g., regarding the quality of a product - are used to make one-on-one
recommendations among trusted agents), we introduce a simple model for sequential
social learning where agents are history independent (that is, they are unaware of past
actions, or their own arrival order, but know the total number of agents 7"). Inherently,
the strategy space of such history-independent agents is limited to operate on their
private signal and the observed state of the computation only. We consider a simple
space of strategies that update the current state to a linear convex combinations of
those two quantities (effectively consisting of moving averages), and investigate the so-
cially optimal and equilibrium strategies for settings using the quadratic scoring rule
in which the update strategy is dictated and where strategic agents are free to choose

their strategy, respectively.

The performance of the resulting estimators (e.g., expected error, probability of
bias), essentially indicating the convergence rate as a function of the total number
of agents T, is analyzed and compared to the performance of the optimal (Bayes)
estimator having full access to all the agent’s private signals, thereby quantifying the
performance loss incurred due to performing a sequential history-independent social

computation instead. Similar analysis is also carried for some model extensions, in



20 CHAPTER 1. MACHINE LEARNING - A ROBUSTNESS PERSPECTIVE

particular where a distribution over the total number of agents is assumed.
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Chapter 2

The Trading Agents Competition

As autonomous bidding agents became more and more prevalent in the Internet eco-
nomic arena, the related mechanisms and strategies implemented by the involved enti-
ties gained the interest of academic researchers (and the industry, of course).

The choice of mechanisms for a trading setting (e.g., for pricing and allocating
goods among interested potential buyers) is a market-design problem that has been
researched extensively for centuries, mainly in the economic community. Internet-based
trading, however, introduced new aspects (mainly the existence of digital reproducible
goods, trading scales, and computational abilities and limitations) that called for a
computer science perspective and as such attracted researchers in related (or perhaps
newly created, e.g., algorithmic mechanism design) fields. Similarly, computational
abilities (such as speed, accuracy, and scale) available to autonomous trading agents
called for algorithmic analysis of trading methods and gave rise to the development of
adaptive strategies that use massive data for their decision making.

While the search for optimal mechanisms (a search that has been successful in some
basic settings) aims at universal properties (that is, properties that hold regardless of
agent’ strategies) such as dominance of truthful actions, the performance of a trading
agent’s strategy inherently depends on the strategies of its competitors and therefore
can’t be universally optimal. Furthermore, the increasing structure and complexity of
real settings adds to the challenge of analyzing and evaluating trading agent’s strategies.
This was a key motivation [121] for the introduction of the Trading Agent Competition
(TAC) [122] in which a community of researchers and industry professionals implement
trading agents for a predefined set of well-specified common settings (TAC games)

and meets yearly to confront their agents and analyze the results. By focusing on a
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common synthetic setting that abstracts the essence of some real trading scenario (but
of manageable complexity and structure) researchers may evaluate and compare their
solution approaches to the trading agent’s problem. This also gives hope for technology
transfer - the applicability of the strategies that perform well in the game setting to

the original real scenario.

Since the year 2000, several TAC games were introduced and related competitions
took place. The first TAC game TAC-travel [62] introduced an online travel shopping
problem in which competing agents (implementing the strategy of travel agents) trade
travel goods (such as hotel rooms and flights) in dedicated markets to assemble trip
itineraries, as requested by customers. Subsequent games are TAC-SCM [105] - a
supply chain management scenario, CAT [93] - a market-design game, TAC-AA [70]
- a sponsored search (Ad Auctions) setting, and most recently PowerTAC [72] - an
energy trading platform, and TAC-ADX [110] - an Ad Exchange based Internet display-
advertising scenario. The TAC-Ad Auctions game is now presented in some detail
(see [7] for the complete specification and [70] for a detailed account of the game
design). This will serve later in this chapter to illustrate common aspects of TAC
games (structural and conceptual) and also as a reference for future chapters in which

the tau agent for the TAC-AA game and related key aspects of the game are discussed.

2.1 The TAC Ad-Auctions Game

Sponsored Search is the main business model for search service providers such as Google
- where advertisers pay, through an auction mechanism, for their ads to be displayed
alongside the neutral (organic) search results. The Ad-Auctions game is a simulated
Sponsored Search environment in which the competing agents implement the strategies
of advertising merchants - they try to sell items from a limited inventory by bidding for
keywords. Specifically, the advertisers bid for their ads to be displayed alongside search
results of queries containing the keywords, performed by a set of user populations. The
population of searching/clicking/purchasing users and the associated keywords auc-
tions are simulated by the game server. In what follows, we refer to the functionality of
managing user queries and related auctions, ad display, and clicks as the simulated pub-
lisher. As described below, to be successful, bidding agents should assess the marginal

value of winning a keyword’s impression, which in turn depends on their inventory level
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and the purchasing state of mind of the users.

Each simulated user, making at most one query per simulated day, has a predeter-
mined preference to one of three manufactures and one of three product types, thus
there are 9 different users populations (in the standard game setting, there are 10000
users in each simulated population). Users queries (a total of 16 types) are characterized
each by the (possibly missing and not necessarily the preferred ones) manufacturer and
product type. The specific query type made by a user depends on his state, reflecting
his tendency to search, click, and make a purchase.! All users start at a Non-Searching
(NS) state, from which they transition with a predefined probability? to an Informa-
tional Search (IS) state. In this state, users submit queries and click ads, but do not
convert (that is, do not make a purchase, do not transact). From the Information
Searching state, users may transition to any of the Focused Searching states (FO0, F1,
F2). The focused states reflect the users different search sophistication, or its degree
of knowledge about its internal preference, ranging from null query in focus level FO to
detailed search in focus level F2. Users may transition from a low level Focused Search
to a higher one, and may also transact. After a user transacts, he may return to the
Non Searching state and start the process all over again. The user’s state transition
probabilities (except the purchase transaction) are governed by a Markovian model
that is known to all competing agents through the game specification. To model bursts
of search behavior, the transition probability from the Non Searching state to the In-
formation Searching state may be increased significantly, with probability Pburst. A
burst can last up to three days, after which the transition probability returns to its
former state.

Each simulated user query results in a publisher’s created impression - a list of ads
ranked according to the results of a Generalized Second Price (GSP) auction among
the advertisers’ submitted bids (the auction result determines also the price to be paid
to the publisher upon a user click on their ad, this price is termed CPC - Cost Per
Click). The highest ranked ads may be designated (depending on the bid amounts) as
promoted slots - having higher click probability. The user views the ads sequentially
and may click on one ad or more, with probability determined by a Click-Through Rate
(CTR). The CTR for every query is determined by three factors: the advertiser effect

(a baseline value randomly chosen by the server for each competing advertiser at game

IThe user’s state is therefore referred to as his state of mind.
2All such predefined parameters are detailed in the game specification.
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start); whether the ad is placed in a promoted slot or not; and whether the ad targeting
(which is designated in conjunction with the bid submitted by the advertiser) matches
the users product preference.

Upon an ad click,® a user may convert (purchase the product offered by the adver-
tiser) with a probability (designated Conversion Rate - CVR, the fraction of actual sales
out of the total clicked ads) that depends on three factors: the users state (higher focus
levels convert at higher rates), whether the advertiser’s product preference matches the
users product preference (each advertiser also has a designated preferred product, de-
noted it’s specialty product), and the outstanding usage degree of the advertiser’s sales
capacity - a soft constraint that introduces Inter-query dependencies as follows: Each
competing agent is assigned one of three discrete capacity levels (Low, Medium and
High) at the beginning of the game session. An advertiser that sells over his capacity
(during a moving window of five days) suffers a decrease of users conversion probabil-
ity, which in turn reduces the Return on Investment (ROI), since the CPC remains the

same. Finally, the advertiser collects a predetermined revenue for each conversion.

Sales Reports

Advertiser ]

Figure 2.1: The Ad-Auctions game flow dynamics

Query Reports

Qublisher/Auctioneer

The competing agents implementing the advertisers’ strategies interact with the

3If an impression is not clicked, the probability that a user impressed by a certain ad will continue
to view the next ad is determined by a hidden continuation parameter for each query type.
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game server that simulates the user populations and the publisher actions. The game
flow and dynamics (as illustrated in Figure 2.1) are such that each advertising agent
provides a daily bid bundle consisting of bids, limits and ad specifications to the pub-
lisher. The publisher uses the advertisers bid bundles during the following simulated
day to run an auction for every search query performed by a user. The users may
click on ads and purchase products from the winning advertisers: For every user query
in which the advertiser got his ad displayed (an impression) and the user clicked and
further made a purchase (convert), the advertiser collects a fixed revenue. Now, the
advertiser’s revenue is significantly higher upon a purchase of a product by its preferred
manufacturer (each advertiser also has a preferred manufacturer, denoted it’s specialty
manufacturer - this and the advertiser’s specialty component are randomly allocated
and indicated to each competing agent at game start).

Reports regarding past performance are provided daily to the advertisers so they can
adjust their future actions accordingly. The advertiser problem is therefore to maximize
his accumulated net revenue (during the 60 simulated days) by providing optimal bid
bundles considering the potential costs and revenues for each query (affected mainly

by the user populations size and state, and by the competing agents bids).

2.2 Characteristics of TAC Games

TAC games share similarities in many aspects. In terms of infrastructure, they all
implement a game server that simulates the setting and interacts with remote and
independent competing agents. The server also provides a web based interface for
administration, log access, and game viewing. The schematic TAC infrastructure is
illustrated in Figure 2.2.

TAC games also share the theme of a daily cycle in which reports are sent from the
server? to the competitors regarding the previously completed simulation and then while
the server simulates the current day the competing agents calculate their decisions® -
to be sent back to the server upon the end of the simulation. This schematic cycle is

illustrated in Figure 2.3:

Conceptually, by their very nature, the TAC games present to competing agents a

“In the Ad Auctions game for example, the server notifications include average position, clicks,
revenue, and cost for each query.

5Again, in the Ad Auctions game, the advertiser’s decisions are the bid and ad to use for each query,
and related spend limits.
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Web
Browser

—>

Registration
Game Viewer Game
Logs Access

Figure 2.2: Generic TAC game infrastructure

game-theoretic challenge, and this is where they depart from some other presumably
similar but actually remotely related competitions [4, 5, 116] that rather pose a decision-
theoretic problem. Moreover, other games such as [18, 32, 104] that do present a game
theoretic challenge to competing agents (that is, the performance of a competing agent
depends on the strategies of the competitors and therefore may not be evaluated in
isolation) are significantly simpler in terms of the strategy space - Mainly, their setting
requires a single decision by the competitors (e.g., a bid in an auction, an action
in a simple game, etc.). As a result, such games lack a key characteristic of TAC
games - multiple and interdependent decision venues. In the Ad Auctions game, for
example, the daily decision of the advertiser is comprised of bids for each separately
auctioned keyword (resulting in sales of inventory items and related revenue, depending
on the keyword-specific applicable click and conversion rates). The consequences of
such keyword auctions, however, may influence the other keywords related revenue
since overselling due to high bids on one of the keywords might result (due to the

capacity constraints) in a reduced CVR for the others.

The problem faced by competing agents in TAC games is therefore of a game theo-
retic nature. To be successful, agents should implement adaptive strategies that address
inherent trade-offs in the game based on feedback from a dynamic market. In that sense,
maybe the closest line of competitions to TAC is RoboCup [74]. Now, another distinc-
tive property of TAC games is that agents have incomplete information regarding the
game played (let alone their competitors strategies). In the Ad Auctions game, for
example, some of the parameters of the game are given in the game specification, while

others are randomly chosen at the beginning of each game from a known distribution.
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Legend:

Agent
Activity i From Agent

Day Start
Day End Simulation

—

Analysis

Figure 2.3: Schematic TAC game daily flow

Hence, agents should apply statistical modeling techniques® (in addition to strategic

reasoning) as the basis of their search for optimal action decisions.

Potential
decision

Outcome
State

Modeling Optimization

Reports

Figure 2.4: Schematic TAC agent’s Architecture

As a consequence, the generic architecture of a top performing TAC agent (as
illustrated in Figure 2.4) includes a modeling component that estimates the game state
and an optimization component that uses the state estimates to come up with the

optimal decisions (considering the inherent uncertainty in the game) to get the game

5In the Ad Auctions game, one example is the estimation of the distribution of user populations
over states, which has crucial influence on the profitability of bidding on a query since (for example)
in a certain state users may click (incurring costs) but never convert.
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to a desirable state. Note that such state estimates by the modeling component may be
regarding past states (based on reported observations) but also regarding future states
given hypothetical decisions. Note also that the estimated game state may include the
estimated state of competing agents in addition to those associated to stochastic hidden
game parameters. In the Ad Auctions game, for example, the modeling component of
our tau agent estimates (among many other things - as detailed later in Section 3.4.2)
the hidden CTR of queries and the resulting costs and revenues as a function of the bid
level on a query, and the TacTex agent for the 2010 TAC AA competition (as reported
in [101]) employs modeling of competing agents strategies.

Finally, The random nature of the setting in TAC games also implies that TAC
competitions are conducted as a sequence of several simulated games in order to average

out the effect of random occurrences on the results of a specific game execution.

2.3 A Short Discussion

Since its introduction in the beginning of the millennium, the TAC series of compe-
titions became a hub for research teams interested in the many aspects of designing
trading agents for complex dynamic market settings. Post-competition reports are typ-
ical, both from agent teams and game designers (see e.g., [69] for an analysis of the
first Ad Auctions competition, also conducting a game-theoretic analysis and suggest-
ing a modified auction mechanism for optimal publisher revenue). As evident in the
review of the competitions’ first few years [121], it provided (and continues to do so)
a controlled environment in which agents’ strategies and a variety of market mecha-

nisms”’

may be applied and evaluated in a transparent and repeatable manner. This
is facilitated by the voluntary TAC agents repository [9] and the availability of game
server sources, allowing any interested party to locally run competitions (and also make
modifications to the game server implementation, as required by research goals) and
observe the results. Indeed, as detailed in the next three chapters (and based on the
TAC infrastructure), a top performing agent for the Ad Auctions game is implemented,
the Ad Auctions game server is modified as part of research regarding the applicability

of insights gained in the Ad Auctions game to real settings, and a new TAC game for

an Ad Exchange setting is introduced.

"For example, Posted Prices, Simultaneous Ascending Auctions, and Double Auctions - all in the
original TAC Travel game



Chapter 3

A TAC-AA Top-Performing
Agent - A Model-Light Approach

We describe a model-light approach to bidding in the Ad-Auctions Trading Agents
Competition: First, a simple and robust yet high-performing agent using a Regret Min-
imization optimization algorithm for the 2010 competition, followed by our top per-
forming agent for subsequent competitions in 2011, 2012 and 2013, still using simplified

modeling and optimization methods. This chapter is based mainly on [109].

3.1 Introduction

During the past few decades, the Internet transformed from an academic information-
sharing tool into a world-wide business platform in which people and companies of all
sizes conduct an ever-growing portion of their activities. It has become evident that the
competitive advantage of many of the Internet companies relies on their ability to apply
machine learning algorithms (for example, learning user preferences to improve user
experience, learning user interests to increase the effectiveness of web advertisements,
and so on). In the Google AdWords setting, for example, advertisers bid on keywords!
with the goal of maximizing the net revenue resulting from purchases made by users
who clicked the displayed advertisements (offset by the payments to Google for the
clicks, as determined by the outcome of the bidding mechanism). Learning algorithms
that allow agents to bid such that profits are optimized constitute significant ingredients

of the competitiveness of agents.

!The bidding activity is usually implemented by automated trading agents.
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Optimization, however, relies on a model of the environment (nature). Therefore, to
be successful, agents first have to establish a good approximation of the state of nature.
In contrast to parametric methods that are tailored to the specific (usually statistical,
but also structural) attributes of a model of nature, in the model-light approach minimal
assumptions are made regarding the model of nature. As such, model-light algorithms
are usually simpler and more robust to model errors or changes. However, ignoring the
parameters and structure of a valid model might limit the achievable performance of
an algorithm (compared to algorithms that make use of the model). This is the very
trade-off considered in our work - we explore the extent of using model-light methods

while maintaining a limited performance hit.

In this chapter, a model-light approach to implement a bidding agent for TAC-Ad
Auctions [70] is described. Specifically, we research the usage of model-light methods
to address the main challenge of the advertiser: to control - by setting the bids - its
revenues and costs which are determined by the states of the user populations, the

behavior of competing advertisers, and a predetermined capacity constraint.

A conceptually similar model-free approach which uses a simulation-based iterative
best-response technique is detailed in [119]. Other previous approaches to the TAC-
A A bidding optimization problem (e.g., [99]) rely on the game description to accurately
estimate the game parameters, model the user populations state and competitors ac-
tions. Both [28, 99] formulate the bidding optimization problem as a combinatorial
(intractable) optimization problem and heuristically search for the best solution. Al-
though such methods do achieve top scores in the given game, they might be sensitive
to modeling errors, both parametric (estimation errors) and structural (wrong model

used).

Our first attempt, for the TAC-AA 2010 competition, almost entirely ignored the
game description and based its (almost trivial) modeling and estimation on simple
moving averages. Our optimization scheme used a regret minimization algorithm to
perform a fractional allocation of the available capacity. This very simple scheme that
only performed top-aiming bids on a subset of the available queries resulted in a very
simple agent that was implemented very fast and performed quite well - among the 13
competitors it achieved 6th position in the semifinals (therefore qualifying for the final

8 competitors) and 7th in the finals, scoring ~ 30% behind the top performers.

For the 2011 competition, following [99], we implemented particle filters to model
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the states of the user populations. Our implementation however, following the model-
light approach, did not use the methods of [99] (which are highly tailored to the game
specification) to compute the particle filter input but used a Nearest Neighbor (NN)
estimator instead. The NN estimator was trained on historical games data (data from
100 games provides ~ 200000 samples) and achieved ~ 30% relative estimation error?.
However, using dedicated techniques we were able to keep the overall modeling accuracy
(and the overall agent performance) comparable with the model-heavy methods. The
implementation of our top-performing agent also remains model-light in the sense that
we do not attempt to model the competing agents behavior for estimating costs and
associated game parameters.

We implement a simple and effective bid optimization algorithm by heuristically
assuming convexity of the target revenue as a function of the keyword bid levels and
applying the equimarginal principle. Specifically, our optimizer was implemented to
search for the equimarginal utility bid (see [28] for motivation, and also Section 3.4.4).
Using simple linear models for estimating cost-bid relation allowed for an efficient im-
plementation of the optimization as a simple one-dimensional search. Furthermore, to
mitigate the risk of under-utilized capacity resulting from over-estimation of the sales
potential in a user population we introduced a tunable regularization factor that favors
allocations across a high number of queries (i.e., allocations of high perplexity).

All the above resulted in a top performing agent, achieving the third place in the
final rounds of the TAC-AA 2011 and 2012 competitions, scoring within 3% of the

winner, and winning the 2013 competition.

3.2 High-Level Agent’s Architecture and Strategy

As illustrated in Figure 3.1 below, a refinement of Figure 2.4, we partition our agent
(named tau) to two main components: A Modeler responsible to provide effects of
bidding decisions by assessing and predicting the state of the changing environment
and hidden game parameters (this includes the user population and competitors state,
reserve prices, continuation probability, baseline click-through rates, and baseline con-
version rates), and an Optimizer that uses the services provided by the modeler to

come up with optimal actions (the daily bid bundles).

2Relative error measures the ratio between the deviation of the estimated value from the actual
value to the actual value.
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Figure 3.1: High level tau agent’s Architecture for TAC-AA

We call the daily bid for a query and the related outcomes (auction position, cost per
click, number of conversions, number of clicks, daily cost, daily revenue, and utility) the
result set. The relation of result set items is illustrated within the modeler component
in Figure 3.1: Given our bid, the competitors bidding strategy (their bids and limits)
determines the position and cost per click in query auctions. Given the position in
an auction, the game state and parameters (specifically, the number of users in every
state, the continuation probability, click through rate, and conversion rate) determine
the total number of clicks and conversions (and the total revenue, since the revenue
per conversion is known). Multiplying the CPC and total number of clicks results in the
daily cost, and the difference between total revenue and cost is the utility achieved.
It is therefore evident that for the modeler to achieve its goal it has to consider?
the relation between the bid and the resulting position and CPC (by modeling the
competitors’ strategies, or any other method, using the daily reports) and estimate
the game state and hidden parameters. As will be shown later, the relation between
the items in the result set is monotone and estimating any of them fixes (to some
degree) the others. Therefore, conceptually, the optimizer may query the modeler
“what if” regarding any of the items and get back the full set. As detailed in the
following sections, an almost trivial modeler was implemented for the tau2010 agent,
which was later replaced (for the TAC-AA 2011, 2012, and 2013 competitions) by a

significantly enhanced modeler that assesses users state and estimates hidden game

3The two shaded rectangles of Figure 3.1.
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parameters (while - along the lines of our model-light approach - keeping as much of

its mechanisms independent of the game specification).

The Optimizer implementation of all our tau agents are based on a common Ca-
pacity Quota Manager (CQM) to determine the target daily number of items to be sold
(detailed below). Subsequently, a query allocator component sets the number of items
to be sold through each query (and the related decision - the bid level and spend limit
for each query). As detailed in later sections, a simple allocator over a restricted ac-
tions space was implemented for the tau2010 agent, which was later replaced (for the
TAC-AA 2011, 2012, and 2013 competitions) by an enhanced (yet simple) optimization

scheme over a significantly richer action space.

The CQM for all tau agents implements the following daily capacity allocation
scheme: Let Q; and S; be respectively the target daily capacity allocated for day ¢ (by
the CQM) and the actual units sold during day t (as reported by the game server).
Note that since the actual simulation of day ¢ is concurrent with the analysis period of
day t, the actual units sold Sy during day t is not known to the agent and is therefore
estimated to be S; (details below). Now, to remove the interdependency of queries
(specifically, the effect of selling through one query on the conversion rate - and hence
the utility - of other queries, as dictated by the capacity constraint) the CQM algorithm
aims at total sales of at most a v-increase of the 5-day capacity C (the slight addition
over the capacity is a tunable operation parameter to allow for operation over the
capacity at a range that will not hurt the conversion rates significantly). All in all, the
target daily capacity allocated by the CQM for the following day Q.11 is set such that
it complements the estimate of units sold during the previous days S;_3, St—2, S¢—1, and

Sy to (1++)C, specifically:

3
~ C .
Qry1 =max{{5, (1+7)C = 8 - ;St_,-}, (3.1)
where in addition, the allocation is never less than a minimal amount 1% which
is half the average daily sales required to achieve the capacity quota. Finally, the
estimate for today sales S, is the average of the quota allocated for today Q; and the

actual allocation by the allocator component?® Q.

4Note that the actual allocation for day ¢ was set at day ¢t — 1.
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3.3 A simple Model-Light Agent for TAC-AA 2010

Aiming for an agent as model-free as possible, we used a simple RWM regret minimiza-
tion scheme in an On-line full-information setting (as detailed in Section 1.2) for the
optimization component of our first TAC-AA agent, competing in 2010. The optimizer
key decision - how much of the available capacity to allocate to each search keyword,
merely fractionally allocated the capacity according to the weights maintained by the
RWM algorithm as detailed below. This very simple method, combined with an almost
trivial modeler, surprisingly performed in the top half of the competition scoreboard,

earning only ~ 30% below the top scoring agent.

3.3.1 Modeler

Our first agent, taking part in the TAC-AA 2010 tournament, completely ignored the
user populations model and the game parameters in its modeler. It only maintained a
look-ahead (for day ¢ + 1, on day t) estimation of the overall conversion rate and click

respectively, for each query ¢ by adjusting using the actual

through rate 0/ and ;™!

figure reported for day ¢ — 1 and using a tunable learning rate parameter 7:

vl At =d r(dt-é).

3.3.2 Optimizer

Using the generic CQM, for the allocator of the optimizer we significantly reduced the
action space by only bidding high on queries. Furthermore, we only bid for queries
that have either our agents’ preferred component or manufacturer or both (a total of
seven queries - five targeted queries are associated with targeted ads and two other
queries associated with generic ads) - This is since such queries carry the highest profit
potential for our agent and therefore are best suitable to our high bid strategy. As a
result, setting the capacity allocation of each query, subject to the overall daily quota
set by (3.1), was the only remaining daily decision do be made.

We use a regret minimization scheme (see Section 1.2 and e.g., [40]) to fractionally
allocate the overall capacity across queries: Noting that our problem may be interpreted
as a setting of learning from expert advice using regret minimization algorithms [34],

our query quota allocation is based on the Randomized Weighted Majority (RWM)
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algorithm [80]. That is, the different queries are the experts, the gains are the observed
profits gained by bidding at each of the queries, and the portion of the overall daily
quota to be allocated to each query is the weight w! of expert (query) i on iteration
(day) t. Specifically, we apply a regret minimization scheme by fractionally allocating
the available daily capacity Qt+1 based on a running average of the per-unit sold utility
of each query: Let ug be the utility (i.e., costs subtracted from revenue) per unit sold
reported for query ¢ for day t. Upon receiving reports for day ¢ — 1 on day ¢, a daily
score for each query ¢ is set sfl_l — Mg , where n is a predefined tunable learning rate
parameter. Using yet another tunable learning rate parameter «, the overall (adjusted)

score of query ¢ for day t — 1 is updated according to:

At4+1 st t—1 4t
s =8+a(sit =8 .

The portion of the estimated available capacity for day ¢ + 1 allocated to query ¢
is the query’s portion of the total score. Therefore, the following units quantity mffl

will be allocated to query ¢ for day ¢t + 1:

§t+1
= Qi
At 1 :
q Zq 5q+
Finally, using &, and 94" (the estimates of the cost per click and the conversion
rate for each query, respectively), we set the daily budget spend limit parameter lf;’l
of each query ¢ accordingly®:
mitlat+l
= e %
q @g—‘rl )
s 3 pt+l : : t+1 _ At t—1 t—1 ;
and the bid b,™" of query ¢ for day ¢ +1 is set using b,"* = ¢,"* +dp, "~ , where p " is

the reported average position of our bid for query ¢ in day t—1 and ¢ is randomly chosen

such that our position is kept high (the bid increases if our position deteriorates).

3.3.3 Results

Upon qualifying for participation during May 19** and 20" 2010%, our tau agent scored

the sixth highest score out of 15 participants in the semifinal rounds that took place

5 It is set to control the number of units to be actually sold for each query on day ¢ + 1, such that
the budget is exhausted upon selling the allocated amount of units.

5Qualification rounds usually take place in advance of a competition to ensure that agents behave
well. That is, score reasonably while not hurting the operation of the game server or other competitors.
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on June 7" 2010 and made it to the finals. Out of the 8 agents that took part in the

8th 7th

finals on June 2010, our tau agent reached the place scoring about 40% less than
the winner TacTex [101]. Although an encouraging result overall, above the median of
all competing agents, it became evident that in order to score as the top performing
agents the action space of our agent should be significantly expanded, as detailed in

the remainder of this chapter.

3.4 Tau Agent for TAC-AA 2011 and Beyond

Our target for the 2011 competition was to improve our agent’s performance as much as
possible while still employing model-light methods. Inspired by the methods and results
reported in [28] and [99] we concluded that usage of a good model of the user populations
is essential for top performance. We therefore implemented particle filters to model the
user populations states. Particle filters, (see [52] for a timely tutorial) are a family of
Monte-Carlo methods to recover the Maximum Likelihood estimate of the hidden states
of a Markov Chain based on related (that is, statistically dependent) observations. In
our case (as suggested by[99]), the hidden state is the distribution of users across states
and the related observations are the total number of impressions in a day. Those
observations, however, are not directly reported and have to be deduced. Contrary to
the methods presented in [99], that rely on specification-tailored computations of the
total impressions, our particle filter estimates this quantity using the KNN model-free
method. Now, based on the estimates of the users populations distribution across states,
the essential quantity to be assessed for each query is the number of users submitting
the query while at a purchasing state, and the number of users that may submit a query
but never convert. As will become evident shortly, those two quantities (specifically,
their ratio) are the key metric in evaluating the potential profitability of bidding on a
query”.

In addition to the user’s distribution across states (the Game State - see Figure 3.1),
the modeler also maintains estimates of the hidden game parameters for each query
(reserve prices, baseline click through and continuation probabilities), and a monotone
(and therefore two-way) mapping of bids to resulting costs and ad positions. As it

turns out, a simple linear relation between bids and costs suffices (as an alternative to

"Users that click but never convert may result in significant loss to the advertiser
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modeling the competitors’ bids strategies) to achieve top scores.
The Query Allocator of the agent’s optimizer relies on the following key relation
between the marginal utility of a unit sold and the total number of units sold (as a

function of modeler-provided values of game state and hidden parameters)

U(m) =m (R - W(l + m")) : (3.2)

mp

where m is the number of units sold to the users, R is the revenue associated to a unit
sold, U(m) is the total profit from selling m units, b(m) is the bid level that results in
m units sold, CPC(-) is the mapping of the bid level to the cost per click, CVR is the
conversion rate and m; and m,, are (respectively) the maximal (potential) number of
buying impressions and the maximal number of non-buying impressions estimated by
the modeler’s particle filter. Indeed, the sales for a query are achieved by my - CTR
clicks from the ’buying’ population and (since the users are simulated in a random
order) m,, - CTR clicks from the ‘non-buying’ population. Therefore, my, - CTR - CVR
sales requires (my, +m,,) CTR clicks and the number of clicks required to achieve a sale
is ﬁ(l + T:T:) We conclude that when m units are sold, the cost of making a sale is
W(l +752) and the relation (3.2) follows. Note that since b(m) (the bid resulting
in at least m sales) is a step function, U(m) is piecewise linear in m. Moreover, the
slope of U(m) negatively depends on CPC(b(m)) and is therefore decreasing in m.

Making the relaxing assumption that the relation (3.2) is concave, the Query Allo-
cator then uses the equimarginal principle to replace a multidimensional search over all
bids combinations (e.g., as suggested in [28]) by a simple one dimensional search for the
highest marginal utility level (equal over all queries) that achieves the daily quota of
the optimizer’'s CQM (see Figure 3.9). To reduce variability and address the inherent
uncertainty, our utility level optimization is regularized by the number of queries that
take part in the bid (i.e., we give preference to utility levels that result in the daily

quota spread over queries).

In what follows, each of the agent’s components is described in detail.

3.4.1 Modeling CPC, Position and Bid Relation

The resulting cost and ad position given an advertiser’s bid on a query depends on

the bids (and spend limits) of the competing advertisers. Instead of modeling the
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CPC Position

Max CPC - 5

MincpC 1

Figure 3.2: The estimation of CPC (left) and position (right) as a function of the bid

competitor’s strategies, we make the simplifying assumptions that the game is in a
stationary state (that is, the competitors strategies are fixed and do not evolve) and
the CPC and the bid are linearly related. Therefore, we only need to maintain the
ratio and the upper and lower thresholds (i.e., the bid threshold beneath which our ad
is not shown at all, and the bid threshold above which our ad is the first ad shown).

The ratio estimation as well as the lower and upper thresholds are initialized based
on previous games and are updated after each query report. Namely, when a bid lower
than our minimal bid results in showing our ad we lower our minimal bid towards
it. When a bid higher than our maximal bid doesn’t result in our bid shown first we
raise our maximal bid. The ratio estimation is updated by averaging with the previous
estimate.

For the estimation of the resulting position given a bid we maintain num_bidders,
an estimate of the number of bidders for each query. The number is initialized to
the maximal value (i.e., 5) and updated after each query report by averaging with
the previous estimate (this time a weighted average that prefers the latest estimate).
As with the bid-cost relation, we assumed an underlying stationary system and linear
relation and used the minimal bid and the maximal bid estimates. Figure 3.2 illustrates
the CPC and position relations with the bid. Note that although the CPC and position
are highly correlated, each quantity (specifically, it’s relation to the bid) is separately

estimated.

3.4.2 Hidden Game Parameters

In the TAC-AA game, the probability that a user clicks on an ad (the ad specified by

the advertiser that won the query auction) is determined by a baseline CTR that is
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unknown to the competitors (the game specification defines a known range for each
query class - Level 2, Level 1 and Level 0 queries, pertaining respectively to the user’s
search focus levels F2, F'1 and FO described in Section 2.1 - from which the baseline CTR
is uniformly sampled at the beginning of the game). The conversion probability, on the
other hand, only depends on a known baseline CVR, the capacity utilization level, and
the matching between the user’s preferred component and the component element of the
query. Therefore, assuming that the capacity utilization level is controlled, for a given
user and query, the conversion rate may be directly calculated. Another hidden game
parameter is the continuation probability, which is uniformly sampled form a specified
range (a different range for each query class, but contrary to the baseline CTR the same
value is used for all advertisers). The last two hidden game parameters that the modeler
estimates are the reserve prices - one for regular slots (again, uniformly sampled from
a known specified range, one for each query class) and another for promoted slots (the
number of promoted ad slots, 0, 1, or 2, is communicated to the competing advertisers at
game start). Estimates of the values of those hidden parameters are used to quantify
the relation between the position of an ad and the resulting number of clicks and
impressions (and subsequently, also the cost, revenue and utility to be expected upon a
bid - the Result set dependencies of Figure 3.1). The exact method of estimating each
of the hidden parameters is now detailed:

The CTR for every query ¢ is determined by three factors: the parameter eg (a
baseline value randomly chosen by the server for each competing advertiser a at game
start), whether the ad is placed in a promoted slot or not (fyro), and whether the ad
targeting matches the user population (fiarget)-

For games that have at least one promoted slot, we find ej together with the two

reserve prices preg and ppro by considering the following three relations:

Preg Ppro

Ppro = Preg +0.5, cpe = (6 )x PO = (ea)x ’

where cpc, and cpe, are the minimal cost per click observed on regular slots and pro-
moted slots, respectively. The first (left) relation is a simplifying assumption since by
the game specification we always have preg < ppro < preg + 0.5. The second and third
are due to the generalized second price auction, the minimal price that an advertiser

would have to bid in order to to get his ad shown is the squashed® reserve price for the

8 In a pay-per-click setting, squashing the bid - multiplying it by the related click probability -
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minimal regular or promoted position, respectively. The squashing parameter y is given
at game start so we can easily solve the three unknown variables and get estimates for
both reserve prices and for e = (2(cpc, — cpcr))_i. As this value is an approximation,
it is averaged with the previous approximation whenever recomputed. Now, given the
bid level we can assess whether our ad will be placed in a promoted slot or not. This
allows us to use a good approximation of the true fp,. Finally, knowing our ad type
and the relevant population type we set fiarget and get the desired approximation of
the click through rate. Now, for an estimate of the continuation probability we use the
reported position and clicks and the modeler assessment of total impression imps (see

Section 8.1) to solve

clicks

TMPSeft

impseg = imps - [y(1 — CTR - CVR)Pesen=t = OTR = , (3.3)

where the only unknowns are v and impseg (the effective number of impressions - the
number of users that actually considered clicking our ad, after passing higher positioned
higher ads and continue without clicking or converting).

For games with no promoted slots we calculate the CTR and continuation probabil-
ity iteratively, by first applying (3.3) assuming the previous CTR (this give an updated
~ estimate) and subsequently re-applying (3.3), now with the updated v, to get an
updated CTR estimate.

3.4.3 Particle Filters for Users Population Distribution Over States

As indicated above and from (3.2), m(d) and mi(d) (specifically, their ratio®) are key
in evaluating the utility of selling a unit by bidding on query ¢ and as a consequence
a key service used by the bid optimization algorithm. In this section, we describe the
usage of particle filters to estimate n%(d), the number of users in state s for population
p on day d (recall that there are 9 user populations, one for each combination of
manufacturer and product type) for all states s and 9 populations p. Given estimates for
n%, calculating ms and mg for all 16 queries ¢ = (M, C) combinations of manufacturer
M and component C (either M or C may be ¢) is easy, using the following relations that

are a direct consequence of the users behavior as described in the game specification:

normalizes the bids according to the expected revenue to the publisher.
In 3.2 we omitted notation for the specific query q and day d. For clarity, in what follows we omit
from the notation the dependence on the day d unless required to avoid ambiguity.
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For each level-2 query ¢ = (M, C) we have

1
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and finally, for the (only) level-0 query (¢, ¢) we have (summing over the 9 populations):

(¢¢) ZnFo,andm ans

We maintain a particle filter for each of the 9 populations p, each providing esti-
mates of nf for all states s. Before moving on to describe our specific particle filter

implementation we provide a short overview of the particle filtering scheme as used in

this context.

3.4.3.1 The Particle Filtering Method

Particle Filtering is a Monte-Carlo (simulation-based) method for estimating the Maxi-
mum Likelihood hidden sequence of states given a related series of observations. Specif-
ically, given the transition model p(x|zg—1) of a Markov Chain of hidden states xy,

and a series of observations yj characterized by p(yx|x) as below:

(%) unobserved

Yier observed

Figure 3.3: Hidden Markov Model

we recover the (computationally intractable in general) Maximum Likelihood series

of hidden states by generating a population of N particles (where the value of each
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particle 82, i =1...N represents a possible value of the hidden state x at time k) and
evolving each particle’s value and weight according to the observations such that the

population of particles collectively represent the posterior quantity of interest

sk ~ p(zklyr,v2, . ur) (3.4)

This is achieved using the Sampling-Importance Re-sampling (SIR) variant of par-
ticle filtering [14], by the following sequence of actions applied iteratively upon each
new observation yy:

First, each particle’s value 32;—1 is advanced to a new value s}; according to the
Markov model p(zg|xg_1). Thereafter, a weight wfC is associated to each particle ¢ such
that wi is proportional to p(yx|st) (the weight of a particle represents the plausibility of
the observation given that the actual value of the hidden sate was the particle’s value).
Finally, using Importance Sampling [51] the population of particles is re-sampled by
the weights to result in a new population that adheres to 3.4. As a result, an estimate

of the hidden state xj is made available by taking an average of their values si;.

3.4.3.2 Applying Particle Filtering

In our setting, the state xzp of a particle represents a distribution of the user
population!? over the possible states. That is, the state z; is actually a vector
(TNS» T 1S, TF0, TF1, TF2, TTR)k-

As mentioned above, the distribution represented by the particle filter is the
weighted average of the distributions of its particles, and the weight assigned to each
particle reflects the plausibility of an observed quantity y; given its represented distri-
bution. In our case, as suggested by [99], the observation y; (due to lack of a relevant
directly observed quantity) is an estimate of the total number of impressions that oc-
curred upon level-2 queries by users of the corresponding population.

The particle filter algorithm is therefore the following: we maintain a separate set
of particles for each day yesterday, today, and tomorrow. When a new day starts, the
particle set for yesterday is discarded, and the previous particle set for today is used
for creating the new particle set for yesterday by reweighing and re-sampling it (upon

receiving the query report and having an estimate of the total number of impressions).

10we maintain a dedicated particle filter for each of the 9 user populations
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The new particle sets for today and tomorrow are created by advancing the new particle
set for yesterday once and twice respectively. All this creates an updated estimate of
nk(d—1), nk(d) and nf(d+1) at every day d of the game, allowing the modeler to have
estimates for m{ and mg, for days d — 1, d, and d + 1.

In what follows we review in more detail the particle filter update steps and related
implementation concerns. Of special interest (w.r.t. our model free approach) is the
usage of Nearest Neighbor learning to estimate the particle filter input (in contrast to

the direct calculation described by [99]).

Offline

Game

Logs

%
WEKA
Lazy
Classifier
PF
Daily Reports
e
(Positions, Imps) KNN

Total
Imps

Figure 3.4: A K-Nearest Neighbor estimator trained off-line to provide the input
observation (total number of impressions) to the particle filter.

3.4.3.3 Using KNN for Total Impressions Estimation

The input (observation) of the particle filter is the total number of level 2 queries
impressions during a simulated day. This quantity is not directly provided to the
agent, however. Therefore, a dedicated algorithm (presented by the TacTex team in
[99]) may be used to find a value that is consistent with the reported data.

Instead of using TacTex’s algorithm, we use a Nearest Neighbor estimator that uses
training samples from past games logs (associating reported average position for each
of the competitors and the position and number of impressions of the agent, to the
sought after total number of level 2 impressions) to train a weka-based [64] K-Nearest-
Neighbor estimator that is then used to provide (on-line, given the reported data) an

estimation of the total number of impressions to the particle filter. This scheme is
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illustrated in Figure 3.4:

Using 200000 samples with K = 3 resulted in an average relative error of 30%
(compared to the ’exact’ computation of the total number of impressions - see Figure
3.5). However, as indicated below, this minimal influence on the overall performance
of the particle filter (and subsequently, no significant effect on the overall agent’s per-

formance).

100 120
|
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0 4 6o 8w
|

Index

Figure 3.5: The estimated total number of impressions using K-NN (red line), com-
pared to the actual number (blue line) throughout the 60 simulated days of a game.

3.4.3.4 Reweighting

Given an observation of T' estimated total impression, the weight w(P|T') assigned to

a particle representing a users distribution
P = (Nns, Nis, Nro, Nr1, Nr2, NTR)

is computed as the probability of a total of T'— Nps successes in Njg binomial exper-
iments, each with success probability % (this is because each of the Npy users results
in an impression for the related L2 query, and with probability % each of the Nyg users

results in an impression for the related L2 query - see Figure 3.6).

1/3

\
@@

1/3

Figure 3.6: Expected number of F2 queries is % + Npo
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In practice, we use the normal probability approximation for the distribution with

expected value % and variance QNT’S and set

3(T — Npg) — Nis

w(PIT) £ Pr(T|P) = o("——

), (3.5)

where ¢(-) is the normal probability density. Upon re-weighting, the weights are nor-
malized such that they sum to 1.

In some situations it may happen that the probability (3.5) is negligible for all
particles. This may be caused by estimation errors of the total number of impressions
(the particle filter observation) or by competitors behavior: if all advertisers reach their
spending limit within the day then the total number of impressions is no longer equal
to the total number of users in searching states, a condition that violates a fundamental
assumption of the derivation of (3.5). A naive computation of (3.5) in such cases results
in zeroing of the weights of all the particles, a situation that should be avoided to enable
the subsequent resampling (that depends on the weights summing to 1). Therefore,
the reweighing algorithm avoids a direct computation of (3.5) and instead computes
for each particle the ratio of its probability to the maximal particle’s probability (and

subsequently normalize such that the weights sum to 1).

3.4.3.5 Resampling

Given a re-weighted particle set (the baseline set), re-sampling involves creating a new
particle set in which the number of times each particle appears in the new set (the re-
sampled set) is relative to its weight in the baseline set. Once re sampled, the weights
are discarded and weighted averages over the baseline set are equivalent to uniformly
averaging over the re-sampled set. We implement selective re-sampling (only reweigh
and re-sample a randomly chosen portion of the particles'!, leaving the rest of the
particles unchanged regardless of the observation). This allows for quick readjustment

in case of estimation errors.

3.4.3.6 Advancing Particles

Advancing a set of particles consists of advancing each particle of the set, simulat-

ing the daily change of state of the users. A particle representing a users distribution

"The portion of the particles that is kept unchanged depends on our level of confidence in the
observation
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Figure 3.7: Modeler’s Particle Filter Architecture.

P = (Nng, Nig, Npg, Np1, Npo, N7g) is advanced by applying a transition model (which
defines the state transition probabilities) to the represented user population, resulting
in an advanced users distribution P* = (Ngg, Nig, Ny, Ny Nrg, N3p). The transition
model is given as part of the game specification, and is constant except for the transi-
tions from focused searching states to the transacted state (which depend on capacity
usage levels, and therefore is no longer Markovian). Furthermore, the transition prob-
abilities depend on the presence of a burst (effecting the probability of transitioning
from NS to IS, an effect may last for a few simulated days) and therefore each particle
also maintains a burst-status which is used to select the appropriate transition model

to use.

The particle advance algorithm is the following: First the appropriate transition
model (burst or reqular) is selected - this is a random choice (the probability of a
burst depends on the current burst status). Second, the users Ng of each state S are
transitioned according to the transition model (we use successive binomial sampling to
implement a multinomial random generator, and we compute the conversion probability
based on estimates of the number of bidders for each query). Finally, N¢ (the advanced
population of state S) is set as the aggregation of all users transitioned to state S. The
overall Particle Filter part of the modeler’s architecture is illustrated in Figure 3.7:
Modeler architecture: particles are advanced using the transition model (TM) which is
regularly updated with the recent estimates of the number of bidders for each query.

Also, a K-Nearest Neighbor estimator that was trained off-line is used to provide the
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input (total number of impressions) to the particle filter. The estimates of users at
states are used to assess for each query ¢ the total potential queries myp, Mg, in

converting states and non-converting state (respectively).

3.4.3.7 Performance

Empirical evidence (that is, several competitions in which both methods of estimating
the total impressions for the particle filtering input were employed) suggests that using
the Nearest Neighbor method for Particle Filter input (instead of exact computation
based on game specification) has negligible effect on the agents performance overall.'?
The estimates of the particle filter regarding the number of users in two of the states

are illustrated in Figure 3.8, where the red lines are the estimates based on the KNN-

estimated inputs and the blue lines are the true figures.

Figure 3.8: Particle Filters’ estimates for the F2 state (top) and IS state (bottom).
The horizontal axis is the game time (logical day), and the vertical axis is the number
of users in the state.

3.4.4 Optimizer’s Query Allocator

Consider the relation (3.2) of the total utility U(m) resulting from selling m units

through some fixed query ¢'2. First note that not every value of m is sale-able. This

12This is based on scores variation similar to those resulting from the stochastic nature of the setting.
Statistical significance tests were not performed, however.
13To simplify the notation, the query is omitted when not essential.
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is because the number of units sold depends on the resulting position in the auction
and there are only 5 positions possible (pertaining to 5 bid ranges and resulting in only
5 possible values of m). Nevertheless, since the estimated relation of bid to position
is inherently inaccurate (see Section 3.4.1), we relax the discretization and assume a
monotone continuous piecewise linear relation b(m) and its inverse m(b). Similarly,
CPC(b(m)) (the cost per click when selling m items) is assumed to be piecewise lin-
ear m and we conclude with an approximated shape of U(m), which is schematically

illustrated in the left part of Figure 3.9:

(] (m) m(u)
i

Figure 3.9: Schematic forms of U(m) and m(u).

m u

For low values of m the cost of selling is low and therefore the marginal utility

(derived from (3.2))

mp

CPC(b(m))
- W(l + Wb) (3.6)

u(m) =R
is high. Upon crossing a threshold, the marginal utility drops and therefore the total
utility may drop (but increase with m thereafter). Note the somewhat convex shape
(as m grows the marginal utility might become negative). Again, u(m) may be ap-
proximated as a piecewise linear function of m with increasing slopes (since b(m) is
monotone in m). Its inverse m(u) may be therefore approximated to have a somewhat
concave shape'®, as illustrated in the right part of Figure 3.9.

Now, the optimizer’s Query Allocator’s task is to find at every day ¢ an optimal
(highest profits) bid bundle for day t+1 that achieves the daily allocation Q41 of (3.1).
Using (3.6) the optimizer may derive the result set (specifically the bid b and number
of conversions m) pertaining to a target marginal utility u. This may be done by first
solving (3.6) to recover the CPC' (the rest of the variables are known or estimated by

the modeler), then using the monotone relations maintained by the modeler to find the

associated bid and target position, and finally using the game parameters maintained

Note that a decrease in the utility per unit sold occurs when the related cost per unit sold increases
(reflecting a better ad position for the query), which leads to a higher number of conversions. Therefore
m(u) decreases with wu.
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by the modeler to get an estimate of the total impressions, clicks, and conversions!®.
We can now formalize the optimizer problem of finding the optimal bid bundle

subject to the capacity constraint as the following program:

max Y Ug(mg(by)) , subject toqu(bq) <Q, (3.7)
{ba} = 7
where mg(by) is the assumed number of units to be sold when bidding b, on query g,
and Q is the daily sales quota as set by (3.1). Now, making the simplifying assumption

that Uq(-) are concave'S for every g, it is easy to see that for an optimal solution {m}}

*

») are equal.

of (3.7) all the marginal utilities u(m

Therefore, the optimization problem (3.7) is solved by a simple linear search for the

maximal marginal utility u* for which the resulting total sales achieve the quota:

{(mg(ux)} such that v* = max _u,

> mq(u)>Q

Our simple search for the optimal utility!” starts at a predefined constant high
utility level u;, and decreases it repeatedly (in A sized steps) until our total estimated
sales reaches the target daily allocated quota (or until a predefined constant low
utility u; is reached - this is to avoid the risk of negative utility, and to ensure that
our algorithm stops even in cases where the total potential sales are lower than the

allocation).

The optimization’s algorithm pseudocode alongside an illustration of this simple

search method follows:

5 Using the modeler assessment of total impressions, the estimation of the continuation probability,
and the estimates of click and conversion probabilities to calculate (respectively) the effective number
of impressions, total clicks, and the number of conversions when bidding for the target position.

16 As discussed before, U, (m) is of course not concave, since U,(m) has a discontinuity precisely at
the discontinuity points of b(m).

7This could also be done faster using binary search.



52CHAPTER 3. A TAC-AA TOP-PERFORMING AGENT - A MODEL-LIGHT APPROACH

m(u)

u 4 up, :
while (3° mg(u) < Q) AND (u > ;) do o "
u—u—A
end while e
return {by(u)}
%

Algorithm 1: Optimize (Q, {my(-)}, {by(-)})
-
Finally, regularization was added to preclude quota underutilization:'® The regu-

larization is based on the perplexity of the allocation.!® Denote by m(u) € Ajg the
normalized vector of units allocated to the queries. The perplexity of m increases with
the number of queries taking part in the allocation represented by m (and the other
way around). Now, in the regularized optimization algorithm we discount the estimated
sales for a given utility level using a logistic function of the allocation perplexity. Specif-

ically, by a factor 5. We used a parameter 3 to tune the regularization degree,

1
1+3-e—p(™
where a high 5 represents a high preference to spreading the allocation across queries.
Now, as u decreases, my(u), the perplexity p(m(u)), and the regularization factor in-
creases. Therefore, our regularized algorithm (which is identical to Algorithm 1, but
with (1 + 8- e P(™(®)) multiplying @ in the while condition) will result in the highest

uniform utility level that achieves a regularized quota (higher - since the regularization

factor is smaller than 1).

3.4.5 Results

The additions to our tau agent proved effective. Our agent reached 3™ place in the
2011 TAC-AA competition finals, scoring within 2% below the winning agent (TacTex
winning again, although in 2010 the winner’s margin was 10%, significantly higher).
The tau agent for the 2012 TAC-AA competition included minor enhancements, mainly
tuning some of the agent’s parameters based on logs from the 2011 competition. The
agent did very well in the semifinal rounds, reaching the top position. However, in the

final rounds (where only the best 8 scoring agents from the semifinal rounds participate)

Bresulting from a combination of sales estimation errors and allocation to very few queries
YThe perplexity of a probability distribution d € A,, is defined as p(d) = 28?9, where H(-) is the
entropy
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it reached 3" place (again, scoring within 2% below the winning agent, this time
Mertacor) as in the 2011 competition. The significant difference in ranking between the
semifinals and finals is typical of such settings in which the quality of a strategy depends
on the strategies of the other competitors. In the case of the TAC-AA competition,
an agent that did not make it to the final rounds might be influencing more one agent
than another, and once removed the ranking of scores of the remaining agents could
significantly change. Therefore, the results of the TAC-AA 2012 competition further
reinforces the game nature of the setting and the notion of a winning strategy which
is only relevant with respect to the strategies of competing agents. This conclusion is
further supported by the results of the TAC-AA 2013 competition, in which (assuming
minor modifications to the other competing agents, tau was again minimally tuned) the
top three positions were shared by the same top three agents from the 2012 finals, this
time with our teu agent finally winning. Indeed, since the scores of the top performing
agents (both in 2012 and in 2013) were so close, it might very well be that minor
tuning and readjustments (although not resulting in significant score increase) made
a difference with respect to the rankings, resulting in very similarly-performing agents

switching the top position in consecutive years.

3.5 Limitations of Machine Learning Models

TAC-AA agents employ different Machine Learning techniques trying to estimate dif-
ferent game parameters and states. With the goal of assessing the benefit that agents
can obtain from improving their Machine Learning components, we modified the game
server so it will send to one of the agents some of the unobservable parameters the
agents try to learn, so this agent has a perfect knowledge of them. Our results indi-
cate that even though Machine Learning models are inherently inaccurate, eliminating
their error rates completely has only a minor effect on the performance of the agent.
Therefore, we can speculate that improving these models is not likely to increase the
agents’ score. We can deduce that the global performance of a learning system might
not improve significantly even if all errors are eliminated. This is an excellent example
where even significant improvements in the accuracy of the ML components would have

a diminishing effect on the overall performance of the system.

Using our top performing tau agent, we modified the game server to send two types
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of information to our agent:

1. Parameters - The exact values of several unobservable parameters: advertiser’s effect
(ed), continuation parameter and reserve prices.

2. Users distribution - The number of users in each state, for each query type.

We tested the effect this information had on our agent’s performance in a compe-
tition against the agents mentioned in Section 4.2. This information obviates the need
for certain ML models, and in fact simulates the use of perfect models. Hence, these
tests enable us to assess the additional profit one could hope to gain by improving these
ML models.

In the first experiment we modified our agent to receive only the parameters from
the server. These parameters enable it to make better assessment of Cost Per Click
(CPC), Click-Through Rates (CTR) and effective number of impressions.

In our original agent, these parameters were estimated using iterative maximization
methods, with an error rate of about 15%. Therefore, this information is a major
estimation improvement. However, the average score of this agent was improved only
by 1%, an improvement which is not statistically significant.

In the second experiment we modified our agent to receive only the users distribution
from the server. Thus, the modified agent had perfect knowledge of the users’ state in
each time. In our original agent, this task was carried out using K-Nearest Neighbor
approach, which was the input to a Particle Filtering model. The error rate of the
K-NN model was 25%.

The score improved by 2%, which is not statistically significant (p = 0.2). This
result implies that despite the high error rate of the K-NN model, the particle filter
model creates good enough estimations of the users’ state, which cannot be improved
drastically.

Finally we modified our agent to receive both types of information. This agent had
all of the information it needs in the game, except for the bid bundles of its opponents.

In this setting, the agent’s average score was improved by 5%, an improvement
which is statistically significant (p < 0.05). This result is somewhat surprising when
considering the minor effect that each set of information had by itself. It seems that
improving only one model has little contribution, but having perfect models in both
domains is more significant.

The results of these three experiments suggest that improving the accuracy of the
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ML models employed in TAC-AA has a limited contribution to the final result. Pre-
sumably, the high error rate of the ML models does not lead to impaired performance,

and this error rate is somehow overcome during the optimization process of the agent.

3.6 Conclusion

Using a very simple model-light approach to implement our first TAC-AA agent (that
is, minimal modeling of the game actual parameters and competitors behavior) resulted
in a relatively high performing agent. Furthermore, due to its simplicity, the agent was
implemented in a very short time and required minimal fixes and debugging. This agent
used a very limited action space (only bidding to win the first position in a favorable
subset of the available queries). To reach the top-scores, however, a key component
(and state) of the game - the distribution of simulated users across searching states -
had to be modeled. The user’s distribution was modeled in our tau agent (as in other
competing agents) using a particle filter method. Our agent, however, managed to
implement the particle filter while avoiding a tailored reverse-engineering of the game
specification and using instead the model free nearest neighbors learning algorithm for
the estimation of the particle’s filter inputs. Our top performing agent also avoided
modeling the competitors by simple estimators for the cost and resulting position upon
a certain bidding level. Our tau agent eventually won the 2013 TAC-AA competition
after reaching third position in both the 2011 and 2012 TAC-AA competitions. We
further showed, by modifying appropriately the TAC-AA game server, that no real
benefit is expected from improving our simple learning models. This is probably due

to the inherent unpredictability of the TAC-AA setting.
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Chapter 4

An Empirical Study of Agent

Robustness

We study the empirical behavior of trading agents participating in the Ad-Auction
game of the Trading Agent Competition (TAC-AA). Aiming to understand the appli-
cability of optimal trading strategies in synthesized environments to real-life settings,
we investigate the robustness of the agents to deviations from the game’s specified en-
vironment. Our results indicate that most agents, especially the top-scoring ones, are
surprisingly robust. In addition, using the game logs, we derive for each agent a strate-
gic fingerprint and show that it almost uniquely identifies it. An extended abstract of

this chapter appeared in [66].

4.1 Introduction

As mentioned in Section 3.1, online advertising through sponsored search results has
become a multibillion dollar business in the past years (see also [53, 77, 118]). In
this form of advertising, query specific advertisements are placed alongside organic
search-engine results. Sponsored search has been the object of a considerable amount
of research, both from the publisher and the advertiser’s perspectives.

The Ad-Auction (AA) game in the yearly Trading Agent Competition (TAC), as
described in Section 2.1, presents a sponsored search scenario that employs an ad
auction mechanism and a structured model of users [70]. Competitors in this game
implement retailers that aim to maximize their profit through the use of sponsored

search advertising. This setting facilitates research of agent strategies in a multi-agent
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competitive environment. Furthermore, it can be used to draw more general conclusions
about ad-auction mechanisms and sponsored search [69]. Ad Auctions games have been
held since 2009, and in the course of time the agents improved their performance by

employing complex techniques and strategies [27, 98, 101].

The main goal of the work reported in this chapter was to understand the applicabil-
ity of TAC-AA to real world settings. The game specifies a synthetic environment, and
the agents are developed to take advantages of various features of this environment. It
is reasonable to expect, in that case, deteriorated agents’ performance when confronted
(unaware) with a different environment. Moreover, if agents strategies are over-fitted
to TAC-AA, then the agents with higher TAC-AA performance are expected to suffer
a bigger degradation. To be successful in real settings, trading agents should tolerate
higher levels of uncertainty (compared to the synthetic and simplified TAC-AA sce-
nario). Therefore, robustness of TAC-AA’s top-performing agents to game variations
serves as evidence for the applicability of TAC-AA agent’s strategies to real environ-

ments.

Consequently, our goal was to test whether the agents (especially the top-performing
ones) can adapt to a different environment and still perform well, as expected from
agents in a real world. To that end, we modified the game parameters and tested the
effect of this modification on the performance of some recent TAC-AA agents. Although
(as expected) most of the agents are tailored to the specific game parameters, we show
that the top performing agents perform well even when the parameters are changed and
exhibit robustness. This result suggests that TAC-AA may indeed serve as a test-bed
for addressing real-life scenarios, and that techniques used by top performing agents

may potentially be applied in the real world.

Another objective of our research is to define a strategic fingerprint of a TAC-
AA agent and characterize its behavior. To achieve this objective, we define several
observable attributes that are calculated from the game logs for each agent in each
game, and we incorporate them into an attribute vector we call a strategic fingerprint.
We show that this strategic fingerprint identifies agents, and is also well correlated with
their profit. Therefore, this fingerprint can be used to design better TAC-AA agents.
In addition, it reflects the vulnerability of simple log anonymization, and demonstrates

that it can be overcome using simple ML tools.
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Table 4.1: The results of the benchmark competition and experiments 1 - 4 from
Section 4.2. The numbers next to the agent name indicate the year in which this agent
participated in the TAC-AA finals.

AGENT BencHMARK | Ex. 1.1 | Ex. 1.2 | Ex. 2.1 | Ex. 2.2 | Ex. 3.1 | Ex. 3.2 | Ex. 4
TACTEX10 58,146 67,627 | 61,294 | 50,903 62,544 | 53,578 61,866 | 36,737
TAU11 58,124 64,187 | 61,107 | 52,175 61,983 54,406 61,013 | 49,339
TacTEX(2)10 57,929 67,078 61,369 | 49,639 63,164 | 54,063 62,656 | 37,880
MERTACOR11 55,716 40,710 53,576 | 44,349 51,653 51,930 51,546 | 54,033
SCHLEMAZL10 55,413 62,766 60,952 51,323 59,553 53,145 59,246 | 47,139
CROCODILE11 50,735 51,456 50,521 44,682 54,700 | 45,593 53,369 | 40,386
TAU10 49,699 49,381 49,145 | 43,330 52,735 | 44,271 50,617 | 39,292
EPFLAGENTI10 45,886 34,648 | 47,564 | 38,933 51,042 | 41,565 | 49,330 | 40,836
MEDIAN 55,565 57,111 56,032 | 47,161 57,127 | 52,538 56,308 | 40,611

4.2 Robustness of TAC-AA Agents

In order to assess the robustness of TAC-AA agents, we ran several experiments in
which we varied some of the game hidden parameters (i.e., parameters which are not
revealed to the agents at the beginning of each game), and ran a standard 48-game
competition in each new setting. The agents tested are agents from the TAC repository,
who competed in the Ad Auction finals in 2010 and 2011. To complete the set to the
required eight agents, we used two copies of one agent, TacTex (this also enabled us to

estimate the effect of the game randomness on an agent’s profit).

Since this combination of agents never participated in a public TAC-AA competi-
tion, a benchmark competition was first held. The results of this competition as well

as the results of our first four experiments are detailed in Table 4.1.

For each experiment, we compared the score of each agent to its score in the bench-
mark competition, and noted the difference in the agent’s position. We ran t-tests
with 0.95 confidence level to find the statistical significance of this difference. We also
compared the median score in each experiment to the median score of the benchmark

competition, in order to understand the general effect of the changes we made.

Our results show that most agents, especially the top performing ones, are robust
to changes in the game parameters, although they overfit to TAC-AA parameters to

some extent.
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4.2.1 Experiment 1 - Users Model

In the following experiments we modified the users model, i.e., we changed the transition
probabilities in the users state machine, in order to differentiate between agents who
rely heavily on the exact game parameters and agents that do not.

Ex. 1.1: We increased the transition probability from Non Searching mode (NS) to
Informational Searching mode (IS) by a factor of 5 (from 0.01 to 0.05).

We hypothesized that this change will have a strong general effect, i.e., that it will
increase the median score of the competition, since it increases the number of users
which see ads, click on them and convert. We also expected that it will affect all agents
similarly, and expected only a mild change in the relative positioning of the agents.

The median score of this competition was 57,111, which is significantly higher than
the median of the benchmark competition. In addition, this change had a very differ-
ent effect on different agents: while it increased the score of the top-performing agents,
TacTex, taull and Schlemazl by 10-15%, it decreased the score of EpflAgent and Mer-
tacor by about 25%. These differences were found statistically significant (p < 0.01).

The other two agents maintained their old score - taulQ and Crocodile.

uuuuu

uuuuu

Figure 4.1: The results of experiment 2, Figure 4.2: The results of experiment 3,
where the advertiser effect is modified by =~ where the conversion rate is modified by
+0.1. +0.04 .

Ex. 1.2: We slightly modified the users’ transition matrix, but this time we changed
the transition probability between the different focus level searching modes. Hence, the
overall number of searching users did not drastically change, but the distribution of the
users between the different focus levels changed.

We hypothesized that this change will differentiate between agents who heavily rely
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on the TAC-AA parameters and agents whose users models are more adaptive.

The median score of this competition was slightly higher than the median of the
benchmark competition. This experiment had a milder effect on most agents. It sig-
nificantly increased only the score of Schlemazl (by 10%, p = 0.04), while the scores of
TacTex, taull and EpflAgent increased by about 5%, which was not found statistically
significant. It also slightly decreased the score of Mertacor (by 4%, p > 0.1), as well as
the scores of taul0 and Crocodile.

Combining the results of the two experiments, we can conclude that most agents
are quite immune to changes in the users model. Specifically, TacTex, taull and
Schlemazl seem less dependent on the exact values of the user transition probabilities,

while Mertacor seems dependent on these values.

4.2.2 Experiment 2 - Click-Through Rate

In order to change the users’ click-through rate, we modified the range from which

a

q) is drawn. This parameter is the baseline probability that

the advertisers’ effect (e
a user will click a generic ad of advertiser a, shown in query q. This probability can
be modified by a targeting factor, for a targeted ad, and a promotion factor, for a
promoted advertisement slot.

We ran two experiments - one in which we increased the expectation of eg by 0.1 for
all focus levels! (Ex. 2.1), and another in which we decreased it by the same amount
(Ex. 2.2). We expected that increasing this parameter will increase the overall revenues
and vice-versa, since increased advertiser effect will result in more clicks and therefore
more conversions.

The results of these experiments are shown in Table 4.1, as well as in Figure 4.1. As
expected, decreasing the advertisers’ effect reduced the median score (by 15%), while
increasing this effect raised the median score (by 3%). This effect was similar for most
agents, except for Mertacor. The effect on all agents was found statistically significant
(p < 0.001).

When examining the graph in Figure 4.1, we can clearly see that most agents

exhibit a similar performance in some sense - their score in the benchmark competition

!The values of these parameters are originally drawn uniformly at random from the ranges [0.2, 0.3,
[0.3,0.4] and [0.4,0.5] for focus levels F0, F'1 and F'2, respectively.
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exceeds the average of the low and high CTR experiments. This excess is due to
overfitting the agents to the game parameters. As expected, we can see that almost all
agents are optimized to the game parameters. However, the degree of this optimization
varies drastically between agents. The most overfit agent is Mertacor - its score in the
benchmark competition is higher by 14% than the its average score in the two CTR
experiments. TacTex and taull show some overfitting (an increase of about 2%), and
the other agents show very little overfitting.

Thus, we can conclude that most agents are robust against changes in the click-
through rate, despite a slight overfitting to the game parameters. This result is not so
surprising when keeping in mind that this rate is not known to the agents and that

they estimate it during the game.

4.2.3 Experiment 3 - Conversion Rate

In these experiments we modified directly the Conversion Rate by 0.04,% in both direc-
tions (Ex. 3.1 & Ex. 3.2). The original parameter is known in advance to the agents,
so we can assume that they all rely on it in their optimization.

We expected that changing this parameter will have a direct and similar effect on
all agents, i.e., that an increased conversion rate will lead to higher scores.

The results of these experiments are shown in Table 4.1 and in Figure 4.2. As
expected, decreasing the conversion rate reduced the median score (by 5.5%), while
increasing it raised the median score (by 1.5%). This effect was similar for most agents,
except for Mertacor whose score dropped in both scenarios by about 7%, an effect which
was found statistically significant (p < 0.01).

As in the previous experiment, this setting also allows us to measure the overfitting
of the agents to the exact value of CVR, by comparing the agent’s benchmark score to
the average of its scores in the two experiments.

In this experiment we see that most agents do not exhibit overfitting to the exact
CVR. The only agents whose score exceeds the average significantly are Mertacor (by
7%) and taulO (by 4.5%). This result is surprising since in TAC-AA the exact value
of the CVR is a constant known to the agents, and so we expected that agents will be

optimized to it.

2The original conversion rates are 0.11, 0.23 and 0.36 for focus levels F0, F1 and F2, respectively.
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4.2.4 Experiment 4 - Single Ad

In this experiment we reduced the number of advertising slots from 5 to 1, to simulate
a banner-based advertising. This change is rather dramatic, and we expected that it
will reduce drastically the median score. We also hypothesized that all agents will be
affected in a similar way, since they all are optimized to multi-ad setting, where an
agent can manipulate its position in order to optimize its sales and CPC. In the banner
setting this flexibility is considerably diminished.

As we expected, the scores of all the agents dropped, and the median score was
lower by 27%. However, the agents were not similarly affected - while the score of
Mertacor was reduced only by 3% (p > 0.2), the score of other agents (taul0, taull,
Schlemazl and Crocodile) dropped by about 15% and the score of TacTex dropped by
35%. The latter changes were found statistically significant (p < 0.01).

This experiment differentiates between agents who aim at lower positions and agents
who aim at higher positions. The former agents are more affected by the elimination
of these spots. Unlike the previous experiments, Mertacor was the most robust to this

change, presumably since it aims at higher positions at all settings.

4.2.5 Experiment 5 - Population Size

In this set of experiments we varied the number of users in each product population,
from 2000 to 20000. The population size in the original competition is 10,000 and is
known to be fixed. Many agents employ Particle Filtering in order to estimate the users
distribution, and knowing the exact population size is a precondition for this technique.

The results of these experiments are shown in Figure 4.3. Due to the capacity
limit in TAC-AA, increasing the number of users does not increase the score signifi-
cantly. However, reducing the number of users damages the performance of all agents
drastically. The median score for increasing the number of users was approximately
unchanged, while for decreasing the median score deteriorated quickly from -15% for
8000 users until a decrease of more than 80% for 2000 users. These decreases were
found statistically significant (p < 0.04).

It is no surprise that the TAC-AA agents are not robust against changes in the
population size. This size is known in advance and it’s an important factor in the
optimization process. Furthermore, it is reasonable to assume that most agents try to

estimate the number of users in each state, and this estimation is based on a constant
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population size.
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Figure 4.3: The results of experiment 5, where the users population size varies from
2000 to 20000.

4.2.6 Conclusion

Our experiments show that most of the TAC-AA agents adapt well to different settings,
despite being optimized to the exact game parameters. The top performing agents of
TAC-AA - TacTex, Schlemazl and taull - are rather robust to most changes, but
when the setting is changed drastically, as in experiments 4 and 5, their performance

deteriorates.

This robustness result is somewhat surprising, since one could expect that the top
performing agents in the TAC-AA would be more optimized to the exact game param-
eters and thus will be more affected by changes in these parameters (as is the case of
Mertacor). However, the experiments show that most agents are less over-fit to the

game parameters than expected.
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4.3 Agents Behavioral Identification

Using machine learning methods, we show that carefully chosen behavioral features

may be used to identify a competing agent and to predict its profit.

4.3.1 Strategic Fingerprint

In order to characterize an agent’s strategic behavior, we use several attributes ex-
tracted from the games’ logs, to form strategic fingerprint vectors. These vectors iden-
tify the agents, as each agent’s strategic fingerprint vectors are in a different region in
space. In addition, these strategic fingerprints are a good predictor of an agent’s profit
in a game.

Queries are naturally grouped into the three focus levels, and we further split them
into specialty and non-specialty groups. Therefore, we use 5 distinct groups: F2 & F'1
specialty queries, and F2, F'1 & F0 non-specialty queries. The attributes we use are:

1. Query distribution of impressions, clicks and conversions: We average
across all days the relative part of impressions, clicks and conversions that the agent
got from each of the abovementioned focus-specialty groups. Namely, for each focus-

specialty group g, we compute:
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Since we measure only the percentage of impressions, clicks and conversions for each
focus-specialty group, this attribute reflects only the way an agent distributes its budget
across queries, and not the actual number of impressions, clicks and conversions. For
example, using this attribute we can see whether an agent places ads only on his
specialty products, or also on other, less profitable ads.

2. Average ad position: The average position of the agent’s ads within each
focus-specialty group, only for the days in which the agent’s ad was shown.

For each query ¢ in a focus-specialty group g the set D, holds the days in which the
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agent’s ad was shown in response to the query. We compute:
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This attribute tells us if the agent aims at higher or lower positions, and if it aims at
different positions for different focus-specialty groups. For example, we can observe
agents who try to get their ad shown first for their specialty products, but try to get

lower positions for other queries.

3. Proportion of active days: The number of days in which the agent’s ad was
shown for each query, and then average within each focus-specialty group. For each

focus-specialty group g (and D, as defined above) we compute:

Zqu |Dq|
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This attribute can be combined with the above-mentioned attributes to deduce the

emphasis an agent puts on a certain focus-specialty group.

4. The standard deviation of the agent’s daily profit: This attribute is
oblivious to the relative part of the profit that comes from each focus-specialty group,
but rather looks at the daily total revenues and total costs to compute a single attribute.
We scale this attribute by the empirical maximal standard deviation observed across
all games in order to normalize. Hence, this attribute is not directly related to the

agent’s profit, but rather to its stability.

Apparently, the strategic fingerprint vectors of each agent in various games lie in
a typical range. To find these ranges we analyzed the logs of the TAC-AA 2011 finals

and created a strategic fingerprint vector for each agent in each game.

To visually illustrate the strategic ranges of different agents, we used Principal Com-
ponents Analysis (PCA) and projected the agents’ vectors on the first 2 components.
The result is shown in Figure 4.4, and we can see that each agent maintains a slightly
different zone. However, there is no clear distinction between different capacities for
each agent. We can conclude that the agents maintain similar behavior for all capac-
ity values, and therefore the strategic fingerprint does not hold information about the

agent’s capacity.

To demonstrate agent identification using its strategic fingerprint, we used a simple
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3-Nearest Neighbor model that classifies agents based on their strategic fingerprints.
The error rate of this model was 5.9%. Most of the errors of the model are due to a
specific agent, Mertacor, whose strategic range is rather wide, while the other agents

are more accurately classified.
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Figure 4.4: The Strategic Fingerprints of TAC-AA 11 finalists, projected on the 2 most
principal components. The different point styles correspond to different capacities: high
capacity is marked with full squares, medium capacity is marked with empty circles
and low capacity is marked with crosses.

4.3.2 Relation to Profit

We also used the strategic fingerprints of the TAC-AA 2011 Finals in order to find
the relation between strategic fingerprints and agents’ performance. The measure

we used to evaluate our prediction is an average relative error rate, computed as:

actual_profit—prediction | )

avera’ge( ’ actual _profit
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The benchmarks to which we compare our results are two simple predictors - one
that always outputs the agent’s average score (has 19% relative error rate), and one
that given an agent name and its capacity predicts the corresponding average (has
10.8% relative error rate). It should be noted that our model is oblivious to both the
agent name and its capacity. In addition, it has no knowledge of the actual number
of impressions, clicks and conversions that the agent was subjected to, nor its actual
profit. It only has information about the emphasis it puts on different query groups
and about its stability.

A simple 3-Nearest Neighbor model to predict an agent’s profit from its strategic
fingerprint had relative error rate of 14.7%, while a linear model had 12.5% relative
error rate. Using Boosting with regression trees the relative error rate was reduced to

9.7%.

4.3.3 A Short Discussion

We can conclude that our strategic fingerprints model well the behavior of TAC-AA
agents. Each agent has a typical range of strategic fingerprint vectors, and these vectors
are well related to its performance in the game. The strategic fingerprint vectors can
also be used to identify agents with high precision.

During the game, the exact values of other agents’ strategic fingerprint are hidden
from each agent. However, an agent can try to deduce them (e.g., by a k-Nearest
Neighbors approach) in order to identify its opponents. This technique might also be
applied in retrospect to identify agents from the game logs. This identification may be
used in the real world, to overcome log anonymization.

Related methods of using behavioral features to differentiate TAC-AA agents were
presented in [69] where the features (some very similar to the ones used here) and
related distance metrics serve to cluster the agents and reason regarding the agent’s
profits and overall performance. Such methods, however, only differentiate groups of
agents (using hierarchical clustering), and the methods presented here may therefore
be viewed as complementing them in a sense.

Finally, since the strategic fingerprint reflects the agent’s performance in the game,
it could possibly be used for agent optimization, e.g., in a gradient descent method.
However, further research is needed in order to assess the contribution of such opti-

mization to the agent’s performance.
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4.4 Conclusion

We show that most of the TAC-AA agents are robust to environmental changes, despite
their optimization to the exact TAC-AA setting. This robustness is “good news”, and
it is a very important ingredient if one wishes to relate the agents back to a real world
scenario.

In addition, we present a behavioral model of TAC-AA agents that can be used
to identify an agent with high probability and to predict its profit in a game. Future
research could investigate the connection between this characterization and the agent’s

robustness. In addition, this model could possibly be used in an optimization process

of a TAC-AA agent.
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Chapter 5

AdX - A New TAC Game

A new game, TAC-AdX, is presented. The game simulates elements of the Ad Ex-
change scenario, and competing agents implement the strategies of advertisers tasked
with acquiring and executing advertising campaigns. As other TAC games, this multi-
agent platform serves as a controlled environment to assess agents’ strategies and the
mechanisms employed by the different elements in the setting. The AdX scenario is
presented first, followed by a detailed description of the game and the elements of a
competing agent’s strategy. Thereafter, key architectural and configuration aspects of
the game implementation are discussed. The chapter concludes with an account of the

first few AdX competitions held during 2014 and related insights.

5.1 Motivation, The AdX Scenario

Similarly to traditional communication platforms such as radio and television, online
advertising is the most significant business paradigm of the Internet. Most business
models for Internet-based services depend on online advertising revenues to enable the
huge investments that are needed in order to provide their services at attractive (or
no) cost to users.

The Internet as an advertising platform is used by advertisers during the different
stages of the purchase funnel: Display ads (the ads displayed alongside web content) are
mostly used to strengthen brands by creating awareness and interest, while sponsored
search ads (the ads displayed alongside search results) are mainly used to directly induce
sales of products or services. This difference also results in different pricing schemes

for the ads: while advertisers pay a cost per click (CPC) for sponsored search, the
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display ads are usually priced per thousand impressions - Cost Per Mille (CPM). The
effectiveness of both schemes however (from the advertiser’s perspective) relies on the

ability to target the right audience.

While the effectiveness of sponsored search advertising is straightforward to measure
(direct effect on sales), the situation is more challenging for brand advertising where
brand awareness and purchase intentions may only be indirectly deduced. Nevertheless,
brand advertising accounts for a significant portion of the Internet advertising activity.
It is therefore not surprising that with the advent of some key enabling technologies’,
the ecosystem has evolved from direct advertiser-publisher interaction for setting up-
front the price of the impressions inventory, to an interconnected network of entities
in which the inventory prices are dynamically set. Many of those entities, schemati-
cally partitioned to the Ad Exchange, the publisher’s supply side platforms, and the
advertiser’s demand side platforms (all introduced below, adding value to the advertis-
ers, publishers, or both) are essential to our AdX setting modeled. Some other entities,
such as ad delivery servers and content distribution systems, take part in the display ad
ecosystem but are less relevant to our AdX setting modeled, and are therefore omitted

from the game.

As the number of interactions between advertisers and publishers increased, Sup-
ply Side Platforms (SSPs) were introduced to assist the publishers to optimize their
inventory allocation decisions (e.g., by dynamically assigning each ad impression op-
portunity to one of several contracted advertisers). Ad Exchanges were introduced in
turn to increase ad value to publishers, offering liquidity of inventory (e.g., impression
opportunities that did not fit any ongoing pre-contracted campaign) and value dis-
covery (i.e., impressions that may be sold for higher value than the contracted price)
through a platform that enabled interested advertisers (or ad networks and agencies
acting on their behalf) to bid for impression opportunities. Similarly to SSPs and Ad
Exchanges, Demand Side Platforms (DSPs) were introduced to assist the ad agencies
and networks in optimizing their decisions (e.g., budget allocation of the advertising
campaigns across publishers and ad exchanges, and impression opportunities bid levels)
such that market targeting goals are met. Finally, audience classification is key both for
publishers and advertisers (the former may get higher prices for impressions in which

the audience attributes are specified, the latter uses the audience attributes to ensure

'Mainly user classification services and real-time bidding.
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proper targeting). Therefore, user classification services are also provided by dedicated
entities based on cookie matching technologies. The resulting setting is schematically

illustrated in Figure 5.1.

Pre-allocated

Advertisers |-math CMS track | publishers
and And
RTB RTB
Ad

Figure 5.1: The AdX Setting: Publishers (potentially using SSPs) may allocate user
impressions to advertisers according to pre-agreed contracts or through the Ad Ex-
change in real-time (RTB). Advertisers respond to real-time impression opportunities
(potentially using DSPs) with a bid that may depend on the related user, whose at-
tributes are provided by a Cookie Matching Service (CMS) provider that trackes users
across publishers.

As noted, the Ad Exchange (AdX) is a pivotal entity in the display ad ecosystem. It
interacts with most interested entities (sometimes including cookie matching services),
provides added value both to the publishers and the advertising agencies, and is best
positioned to extract value from the aggregated information that flows through it as
bidding takes place (e.g., the true value of ad impressions to different advertisers, the
orientation of the audience of different publishers, etc.).

Naturally, this has spawned research activity aimed at analyzing and establishing
the methods used by the different entities involved (as surveyed in [91]): e.g, the auc-
tion mechanism at the AdX [83], the reserve price decision by the publisher (or more
generally, the decision whether to submit an impression opportunity to an AdX or
consume a prepaid inventory) [19], and, in a somewhat different setting, the bid price
decision by the ad network [56].

The purpose of designing the AdX game is multi-fold. Being a multi-agent system
and as with the other TAC games, the AdX game is a platform for evaluating the
effects of the implementation choices of different mechanisms on the situation dynamics.
This mainly includes (among many others, to be detailed later on) the method in
which advertising campaigns are allocated and the payments (to the chosen agencies
that execute the campaigns) are determined, the information available to agencies

(and related cost) as they calculate their bids upon impression opportunities, and the
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mechanism implemented by the Ad Exchange for calculating the winner, cost and the

method to set reserve prices by the publisher upon impression opportunities.

Crucially, the AdX game is designed to bring forward the question of the value of
information. Specifically, the amount agents implementing the ad network strategy
should pay for information regarding the attributes of the user related to an impression
opportunity. To that end, the AdX game includes a User Classification Service that
competing agents periodically bid for. Determining the value of such information (in
practice, say for bidding purposes) is challenging, mainly since the instantaneous value
of such information depends on the profile of active campaigns to be executed (fulfill-
ment level, remaining time and number of impressions, scarcity of targeted population,
to name a few) while the information service level and cost is set for the aggregated

number of impression opportunities during a whole period and for all campaigns.

Ultimately, the AdX game provides a controlled environment for evaluating Ad
Network strategies through competitions. Such a simplified environment, having signif-
icantly fewer parameters (compared to reality) yet capturing the essence of challenges
faced by Ad Networks, constitutes a test-bed for designing Ad Network strategies.
Moreover, by the nature of the setting being a multiagent game, the performance of
agent strategies depend on the strategies of the other competing agents and as such the
AdX game is essentially a platform for evaluating performance sensitivity to changes
in strategy (both of the agent being designed and its competitors) without the costs
associated to such task in reality. Nevertheless, to maintain relevance and make the
game as realistic as possible, many game parameters are based on real data, combin-
ing information from U.S Census Bureau [38], web traffic data provider Alexa, and

audience measurement company Quantcast.

All in all, taking the ad network perspective, the competing agents in the AdX game
implement the strategies of Ad Networks. They periodically bid to win advertising
campaigns and execute the campaigns by bidding for impression opportunities at the
Ad Exchange. The advertising campaigns are characterized by duration, target user
population, and reach and each campaign is allocated to the agent offering to execute
it at the lowest effective budget (the reach of an advertising campaign is the number of
unique users of the required market segment that are exposed to the campaign, and the
effective budget is a score that considers the offered budget and a quality rating that is

updated based on the ability of the agent to successfully execute campaigns). This gives
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rise to a fundamental conflict faced by ad networks which are required to balance the
long term profitability goal (attracting advertisers by providing sustainable high quality
targeting) with the short term campaign profitability goal (which depends on its ability
to win properly targeted impression at low cost, compared to the agreed upon budget).
Furthermore, since an ad network may conduct several campaigns simultaneously, a
key challenge for the ad network in this setting is the choice of advertising campaign
to serve for each impression opportunity. The AdX game is designed around those
conflicts and challenges, while simulating many of the methods and mechanisms of
the other entities involved, mainly the reserve price optimization by publishers (a too
high reserve price might result in unsold impressions and therefore unrealized potential
profits), an approximation of the the real-time bidding at the Ad Exchange, and an
auction for user classification service level as a way to reveal the actual value of such

information.

5.2 Game Overview

A high level description of the game model, elements, and flow is provided. Those are

described in more detail in subsequent sections.

5.2.1 A Brief Description

In the AdX game each competitor implements a software agent that performs the
bidding strategy of an Ad Network (AdNet), while a game server simulates the behavior
of users, web sites, advertisers, and an Ad Exchange. Advertising campaigns are created
by advertisers to promote their brands, and the AdNet’s role is to carry out such
advertising campaigns. Each campaign targets a designated subset (Market Segment)
of the Internet user’s population and has a predefined required number of impressions
(Reach) and duration. Each campaign is auctioned among the competing AdNets, and
is allocated to the AdNet that bids to execute the campaign at the lowest cost? to the
advertiser (Budget).

An AdNet carries out a campaign by bidding for impression opportunities at the Ad
Exchange (AdX). Each impression opportunity is the result of an Internet User (User)
visiting a Web Site (Publisher), and is allocated by the AdX to the highest bidding

2With some restrictions, to be detailed later.
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AdNet. Upon the termination of a campaign, the AdNet gets paid by the Advertiser
an amount that depends on the Budget and the actual Reach achieved. The Quality
Rating of the AdNet - its ability to execute a campaign as contracted - is also updated
and used in the campaign allocation auction. Deducting from the amount paid by
the advertiser the price paid through the AdX for the user’s impressions results in the

AdNet’s net income related to the campaign.

Pomeam— R
o> Y Gl = @ Audience Attributes:

Age, Gender, Income..

Contract: e
Reach
Target Audience

<> v @@ <

Win Advertising
Campaign Contracts:
Budget, Quality

Matched Targeted Audience
And Requested Reach:
Quality Rating

Execute Campaigns
By Bidding at AdX

Figure 5.2: AdX game setting: From the supply side, visits of users (characterized
by their age, gender, and income level) to publisher’s web sites result in impression
opportunities that are auctioned by the Ad Exchange. From the demand side, the
Ad Networks bid daily to win advertising campaigns (characterized by their reach and
targeted audience). The Ad Networks also bid daily for the cost and level of a user clas-
sification service that determines the ability of the Ad Network to identify the market
segment of the potential user to be impressed. Bids for the impression opportunities are
submitted by competing Ad Networks in order to execute their contracted Advertising
Campaigns.

The game server simulates up to 60 days.® A new campaign is announced and
auctioned every day (therefore, a competing AdNet may be executing several campaigns
simultaneously!). Each day, every user visits one or more Publisher’s web sites (The
sites visited are randomly chosen according to the user’s attributes and the Publishers’
predefined orientation), and the resulting impression opportunities are handled by the
AdX and assigned to AdNet’s campaigns. The ability of an AdNet to access the user

attributes related to an impression opportunity (such attributes highly influence the

3This figure, and many other game parameters are configurable through a configuration file
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relevance of the impression to a campaign and as a result its value to the AdNet and
the related bid) is determined by the current User Classification Service (UCS) level of
the AdNet. The AdNets bid daily for the UCS level. Upon game termination, the total
score of each competing AdNet is the sum of campaign related net income deducted by
the accumulated UCS cost. The game entities and relations are illustrated in Figure 5.2
which also illustrates the key challenge faced by a competing Ad Network: In the short-
term the Ad Network wishes to make a high net profit by winning advertising campaigns
and executing them at an AdX cost that is significantly lower (to allow for UCS costs
that are shared among all campaigns) than the related campaign budget. In the long-
term, however, AdX execution costs may be high (due to competition over certain user
populations with other Ad Networks executing other campaigns) in order to maintain

a high quality rating that is essential to win future advertising campaigns.

5.2.2 Game Entities and Flow

As typical in the Trading Agent Competition? and architecturally similar to the TAC
Ad Auctions® (TAC-AA) game [70], the game consists of a sequence of periods (each
lasting one day) in which the competing Ad Networks aim to win user impressions in
order to fulfill their contracted advertising campaigns. Every simulated day the agent
bids to win advertising campaign contracts and submits a bidding strategy to the Ad
Exchange. The Game server simulates the daily activity of a population of users who
visit web sites, each visit resulting in an impression opportunity announced to the Ad
Exchange. Upon every impression opportunity the game server (simulating the Ad
Exchange functionality) conducts an auction based on the agent’s submitted bidding
strategies and the impression is allocated accordingly.

At the beginning of the game each competing Ad Network is assigned an advertising
campaign, and additional advertising campaigns are auctioned daily among the Ad
Networks. Each advertising campaign auctioned results in a contract in which the
winning Ad Network commits to win a fixed number of targeted user impressions at a
price per impression (the amount to be earned by the Ad Network) that is set through
the daily auction. The actual bid for a user impression may also depend on the access

device used by the user to access the web sites (desktop or mobile) and the type of ad

*See www.sics.se/tac.
5See aa.tradingagents.org/



78 CHAPTER 5. ADX - A NEW TAC GAME

chosen by the publisher (video or text).

A performance rating is maintained for each Ad Network. The performance rating
is taken into account in the daily advertising campaign auction (it influences the ability
to win new advertising campaigns and the associated revenue) and is updated upon the
expiration of each campaign based on the success level of the Ad Network in fulfilling
the contract. Therefore, in order to maximize its profits (the ultimate goal of the
game), it is key for the Ad Network to balance the performance rating and the actual
costs of bidding for impression opportunities at the Ad Exchange. The game setting is

illustrated in Figure 5.3 and further detailed:
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Figure 5.3: AdX game entities and flow: Users visits to Publisher’s web sites result in
impression opportunities that are auctioned by the Ad Fzchange. Bids for the impres-
sion opportunities are submitted by competing Ad Networks in order to execute their
contracted Advertising Campaigns. The Ad Networks also bid daily to win advertising
campaigns and for the cost and level of a user classification service that determines
the ability of the Ad Network to identify the market segment of the potential user to
be impressed. The competing agents base their bids on daily reports detailing their
specific contract execution figures and overall user and web sites statistics.
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o Audience: Users and Market Segments: The user population visiting the publish-

ers’ web sites is based on Age, Gender, and Income, where each attribute has a
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small set of possible values (e.g., male and female for Gender, 25-34, 35-44, ... for
Age ). Furthermore, each user’s attribute value belongs to one of two ranges (e.g.,
Young and Old for the Age attribute, as illustrated in Figure 5.4) and a Market
Segment is a subset of the population that belong to specific ranges for one two
or all the three attributes (e.g., Young users of High income, denoted YH). Each
day every user may visit one or more web sites: After each visit of a user to a
web site, a continuation parameter determines whether the user continues to visit

web sites or stops until the next day.

Age Gender Income
Attributes 18-2425-34 35-44 45545564 65+ Male Female  0-30K  30-60K 60--100K 100K+

Segments Young Oold M F Low High

Figure 5.4: Users attributes and market segments

e Publishers: The web sites submitting impression opportunities to the Ad Ex-
change upon users’ visits differ by the service they provide to the users: News,
Shopping, Social interaction, Media consumption (e.g., music, video, books, etc.),
and Games. Accordingly, each web site has a predefined orientation level toward
the audience attributes, which is reflected in the probability of a user with certain

attributes visiting each web site.

Real Web Site Age
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Figure 5.5: Publishers Orientation: A publisher’s web site is characterized by the
distribution of visiting user’s attribute values (Age is illustrated above)

With every user visit, the publisher submits one or more Ad Requests (each
reflecting an impression opportunity) to the AdX, accompanied with a user iden-
tification reference and a reserve price (the requested minimal price to be paid

by a winning Ad Network).

e Ad Exchange: Upon an Ad Request from a publisher, the AdX solicits the com-
peting Ad Networks to bid for the potential impression. Together with the Bid
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Request indication, the AdX passes the related publisher and user details. The
amount of user details disclosed to each Ad Network depends on the Ad Network’s
User Classification Service (UCS) level, as determined through a dedicated daily
auction. The AdX implements the mechanism for selecting the winning bid and
related price and facilitates the display of the ad from the allocated campaign.
To allow for efficient implementation of the Real Time Bidding that takes place
in reality (that is, the AdX announcing each impression opportunity to the Ad
Networks), the competing Ad Networks communicate to the AdX a bidding map
(called a Bid Bundle) ahead of time. The Bid Bundle maps the potential context
of an impression opportunity (the user’s market segment, the publisher, the access
device and ad type) to a bid amount and a distribution over the Ad Network’s ac-
tive advertising campaigns. During each simulated day, impression opportunities
are auctioned and allocated to the winning Ad-Networks’ campaigns according

to the submitted bidding strategies.

User Classification Service: Using cookie matching technologies, the user classifi-
cation service provider allows the ad networks to target the required audience for
their contracted advertising campaigns. The price of the service and its accuracy

are set by a dedicated daily auction.

Real Time
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Figure 5.6: Ad Network Decisions in the AdX game: In real-time (approximated by the
Bid Bundle scheme) every impression opportunity is mapped to a bid amount and a
campaign allocation. Once a day, a bid for the UCS level and the outstanding auctioned
advertising campaign.
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Finally, Ad Networks are implemented (each) by a competing agent. The competing
agents bid daily for new advertising campaign’s budget and for user classification service
level. The Ad Networks may update their daily submitted bid bundles to the AdX based
on daily reports that include web sites’ popularity statistics and campaigns’ revenues

and costs. Figure 5.6 illustrates the decisions made by an Ad Network.

This concludes the review of the AdX game entities and related mechanisms. See
Figure 5.7 for an illustration of the different mechanisms as applicable to the game

entities.

In later sections complete details of the mechanisms is provided, covering the many
details that were omitted in this short overview: The method in which the Ad Networks’
Quality Rating is updated upon campaign termination, the effect of the quality rating
on the campaign allocation auction, minimum and maximum budgets in the campaign
allocation auction, the way user classification service levels and related prices are set,
the daily impression and budget spending limits used in the AdX impression oppor-
tunity auctions, the algorithm implemented by publishers for setting reserve prices on
impression opportunities and ad types, and the way real web sites statistics are used

in the simulation of the user’s choice of access device and visits to publishers web sites.

AdNet Quality User AdX Real-Time || Publisher User Population
Rating, Contract Classification Second-Price Simulation
Auction Service Auction

Max/Min Budget || Value Discovery || Bid Bundle Reserve Price Real Web sites
Quality Squash through Auction || Proxy Optimization Statistics

Figure 5.7: AdX Game Main Mechanisms.

Finally, the game’s daily flow (illustrated in Figure 5.8) is the following: The first
message received on day 0 is a campaign-allocation message - each agent gets allocated a
random campaign (of random targeted audience and reach, scheduled to start on day 1)
to carry out. The first message received by agents on a typical day n (wheren > 1) is a

report regarding their allocated campaigns (accumulated statistics - up to and including
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day n —1 of achieved impressions and related costs). A campaign-opportunity message
follows with details regarding the targeted audience, reach, and duration of a campaign
that is scheduled to start on day n+2. An agent may respond with a bid-message that
includes both the agent’s bid regarding the budget of the campaign announced and the
agent’s bid with respect to the UCS. The results of the campaign and UCS auctions
and the updated quality score (those to be in effect starting day n+ 1) are reported on
a typical day n > 0 by the game server to the AdNets in a daily-notification-message
that is sent before the campaign-opportunity message. Finally, after an additional
set of reports sent by the server to the AdNets (a bank-status message, a publisher-
report with web-site statistics, and an AdNet report with AdX bidding statistics, both
regarding day n — 1) the server simulates the users behavior of day n and during that
time the agents may calculate their bid bundles to the AdX (the bid bundle includes
the campaign allocation probability and bid amount to be used upon an impression
opportunity, as a function of the impression attributes: the market segment the user
may belong to, the access device used - mobile or desktop - and the ad type - video
or text). The bid-bundle message is then sent by each AdNet to the game server upon

request (a simulation-status-message).
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Figure 5.8: Message flow in the AdX game. The number in parenthesis indicates the day
referenced in the message content. For example, the content of the Daily Notification
message sent on day n announces the winning AdNetwork for the campaign to begin on
day n 4+ 1, and the UCS level and Quality Rating to be in effect for the AdNet during
day n + 1. Note also that sending the AdNet Bids message may be deferred until after
the reception of the Simulation Status message.
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5.3 The Model

The game model and related mechanisms and entities are now described in detail:
Those simulated by the game server (users, publishers, ad exchange, and advertising

campaigns) and those to be implemented by the competing agents.

5.3.1 Users and Market Segments

In reality, the Internet economy is based on showing ads to a population of users that
browse the Internet. As evident from interaction protocols such as [68], ad targeting
algorithms use the users’ reported attributes for their decisions (mainly since a key
requirement faced by algorithms for executing advertising campaigns is to reach a
designated target market segment). Therefore, to model such a population in a realistic
manner we are required first to choose a representative subset of users features and then
to generate a population sample that statistically resembles the real users population.
For the first, three attributes are chosen to characterize an AdX game user - Age
(One of six possible ranges: 18-24, 25-34, 35-44, 45-54,55-64,65+), Gender (One of
the two values: Male, Female), and Income (One of four ranges: $0-$30K, $30-$60K,
$60-$100K, $100K+), and for the second U.S. Census Bureau data ([38]) is used. A
population of 10000 users (the total audience) is created at the beginning of each game
by sampling according to publicly known probabilities that are detailed in a table in
the game specification. The table consists of an entry for each of the 48 user types,

indicating the number of users - out of the default total 10000 - of that type.

Market segmentation (the structure used to designate a subset of the population)
is essential for efficiently specifying the targeting of advertising campaigns (see for
example [57], which uses user demographics, but also interests, activities, and the
social graph). For the AdX game, a set of partitions of the users population is defined
by partitioning each attribute range to two (that is, the user’s Age range to Younger =
{18 — 24,25 — 34,35 — 44} and Older = {45 — 54,55 — 64, 654} and the user’s income
range to Low = {$0 — $30K, $30 — $60K } and High = {$60 — $100K, $100/K+}). The
partitions are illustrated in Figure 5.4. Now, a market segment is any intersection of
partitions (at most one partition per attribute). For example, if we designate each
partition by its initial letter (e.g., Female by F and Younger by Y) we get the following
12 market segments of double partitions: FY, FO, MY, MO, YL, YH, OL, OH, FL,
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FH, ML, MH. Market segments of single partitions (e.g., M) or triple partitions (e.g.,
MYH) are also valid (and there are 6 and 8 such segments, respectively). Note that in
general (and specifically in this case) the segments may overlap (i.e., a user may belong

to multiple segments).

5.3.2 Publishers’ Web Sites

Publishers’ web sites differ by the demographic statistics of their visiting users and the
governing statistics regarding the access devices used by those users and the type of ads
displayed. This section details the model used to implement the different publishers, the
mechanism used to set the reserve prices, and the way those are combined to simulate

the users’ visits and resulting impression opportunities announced to the ad exchange.

5.3.2.1 Web Site Characteristics

To model user’s visits to web sites we use real data from Alexa [3] and Quantcast
[6]. Using Alexa, we set age, gender, and income statistics for each of six leading
web sites in News, Shopping, and Information business categories.® This demographic
distribution of user attributes at a web site is interpreted as the conditional probability
of a user to have a certain attribute value given a visit to the web site. Specifically,
we denote the user orientation characteristics of web site w as Page(-|w), Pgender(:|w),
and Plycome(-|w). Using QuantCast data (merely the user visiting rate to web sites) we
set the relative popularity Py (w) of each web site w.

Two more modeling aspects of the publisher’s web sites are the user’s choice of
access device (whether using a desktop computer or a mobile device to browse the
internet), and the publisher’s choice of the ad type (that is, a static/text banner or
a video clip). The value to an advertiser of impression a user through video (vs.
e.g., text), may be significantly higher (and is modeled into the advertising campaign
characteristics, as detailed in Section 5.3.4) although some restrictions (e.g., availability,
bandwidth, user attention, etc.) might preclude the constant usage of one method over
the other. Similarly, advertising campaigns may indicate higher value to impressions
on a user browsing through a mobile device (vs. the desktop). Therefore, each web

site w is further characterized by the Access Device probability Ppevice(-|w) (over the

SWe use different business categories assuming that the underlying demographic statistics are es-
sentially different in different categories.
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set { Desktop, Mobile} of access device types used by visiting users) and by the Ad Type
probability Pagtype(-|w) (over the set { Video or Text} of ad types that may be presented
to visiting users). All the web sites characteristics are disclosed to the competing agents
upfront (through tables in the game specification and dedicated messages at game start)

except the Ad-Type probability - The only one under full control of the web site.”

5.3.2.2 Reserve Prices

A reserve price in an auction is an amount set by the auctioneer such that bids below
it are ignored. In a second price auction, the reserve price also serves as the price
to be paid by the winner in case the winner’s bid is the only one above it. The use
of reserve prices to optimize the auctioneer’s revenue is justified empirically [95] and
theoretically [92]. Naturally, the impact of the reserve price on the auctioneer’s revenue
(and the growing size of the related industries) spawned extensive research in the area
of reserve price optimization, resulting in several published (e.g., [39, 89]) and surely
many privately kept methods. For the AdX game, a simple adaptive gradient ascent
algorithms is implemented (as detailed below), and the effect of more sophisticated

algorithms on agents strategy and behavior is left for future versions of the game.

A reserve price is set by each publisher for each impression opportunity using an
adaptive method that maintains during day ¢ an average reserve price by(u,a) for each
user type u and impression type a (where a is one of the four combinations of Mobile /
Desktop and Video / Text). The actual reserve price ri(u,a) of an impression i during

simulation day t of user of type u and ad type a is randomly set
ri(u,a) = by(u,a) + ¢ , (5.1)

where the perturbation ¢; is normally distributed with zero mean and predetermined

(game parameter) variance.

Initially, for the first simulation day, b;(u,a) is chosen uniformly between 0 and a
predefined game parameter. In subsequent days, the baseline average reserve price is

adaptively set in the direction of the reserve price that maximized the average observed

7And therefore may be adaptively set by the web site during a game! In the current implementation
of the game, however, the publisher simply uses a random selection.
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max 8

profits b;"**(u, a):

bt+l(u7 a) = Ubt(% a) + (1 - n)blrfnax(ua a) ) (52)
where the the learning rate n is a preset constant game parameter.

5.3.2.3 Simulation of User’s Visits

At the beginning of each game, out of the total eighteen available web sites, six are
randomly chosen (two from each category) to be used in the game simulation. Now,
the assuming (by design) independent attribute values given a visit to a web site and
applying the Bayes rule, we can formulate the probability of a user of attributes Age =
a, Gender = g, and Income = i, to visit web site w as follows:
Pr(la, g, 1|w) Py (w)
Pragd ) OF
X Page(alw) Pgender (8|w) Pincome (i|w) Py (w) ,  (5.4)

Pr(la,g,i] visits w) = Pr(w|[a,g,i]) =

inducing for any user of type [a,g,i| a distribution over web sites,. This induced
distribution is used to simulate a web site visit (or more) for every user every simulated
day. Now, every simulated day, upon visiting a web site, a user may continue visiting
web sites that day with a predefined probability (a game parameter) up to a maximum
of visits per day (yet another game parameter). Finally, Upon every visit of a user to

a web site, one or more impression opportunities are announced to the Ad Exchange.”

5.3.3 Ad Exchange and User Classification

The Ad Exchange is a pivotal entity handling transactions at a very high rate. As
such, the mechanisms implemented by the Ad Exchange are required to be fast (that
is, efficiently implementable, usually implying simplicity). Furthermore, since the AdX
mechanism determine the revenue of all other involved entities (and also it’s own rev-
enue, usually through commissions, which is not modeled in the AdX game) attention

is also paid to the mechanism’s effect on strategic behavior of the involved elements.

8Taking into account the estimated probability of at least one bid reaching or passing the reserve
price. In case of no won impressions b***(u, a) is set to 0.

9 The number of impression opportunities is uniformly chosen from a range that is set upfront as a
game parameter. Since Ad Networks are rewarded by unique impressions, the multiple appearance of
the same ad in a web page is avoided by excluding the winning agent from subsequent auctions related
to the same web page visit.
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Design considerations for the AdX auction are researched in [56, 83, 91, 113], some also
considering the more general case in which the bidding Ad Networks act as interme-
diaries (e.g., Ad Words). As common in the industry, we implement a second price
auction for AdX announced impressions: for each announced impression opportunity,
the Ad Exchange operates a second-price auction among the Ad Networks, where each
Ad Network’s reported bid (and associated campaign, in case the bid wins) depends on
the context accompanying the bid request: the publisher, the ad type (either Video or
Text}) and access device used (either Mobile or Desktop}), and the user (specifically,
its market segment). Note that matching depends on the User Classification Service
level in effect for the Ad Network. Actually, to approximate real-time bidding while
keeping the messaging load of the game reasonable, the Ad Exchange consults the daily
bidding strategy submitted by each competing agents instead of interacting with each
agent upon every impression opportunity.

The mechanics of the second price auction are such that if the highest (that is,
winning) bid is below the reserve price indicated by the publisher for the impression
then the impression opportunity is lost. Otherwise, the impression is allocated to the
highest bidder, at a cost being the second highest bidder or the reserve price, whichever
is higher. Finally, the campaign to which a won impression is allocated (i.e., the specific
ad to be displayed) is the one associated to the winning Ad Network’s bid.

The Ad Network’s knowledge of the context associated to an impression opportunity
(especially the user’s attributes) is of key importance regarding its ability to fulfill the
targeting requirement of its advertising campaigns. Furthermore, publishers may prefer
that bidders are aware of the user’s attributes as such bidders will be willing to bid more
(resulting in higher revenue to the publisher) for potential impressions that they are sure
to match their targeted audience. This potential higher revenue however might be offset
by a thin market phenomena (resulting from full information regarding the context
of an impression) - where very few bidders compete over thin market segments (and
ending up paying the reserve price, which might be significantly lower than the value to
advertisers'?). The tendency of publishers to facilitate the transfer of user information
to the advertisers (e.g., through cookie matching technologies) is further hindered by
the potential information leakage and further exploitation of the information by the

advertisers to lower their costs at the expense of the publishers (e.g., the ability of the

0The value to advertisers is supposedly thier bid, with the second price auction being Incentive
Compatible. This however does not necessarily hold for repeated auctions such as in the AdX scenario
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advertiser to target the same user through a cheaper publisher). Such situations and
concerns are analyzed in [59].

To address the question of the value to the advertiser of knowing the user informa-
tion associated to a potential impression, we implement a periodic competition among
Ad Networks for the services of a User Classification Service (UCS) entity. This reflects
the situation in which the user reference (i.e., cookie) provided by the Ad Exchange
has to be matched to a real user, using a dedicated third-party service provider. The
competition is in the form of a Generalized Second Price (GSP) auction (as detailed
below) and results in each Ad Network assigned a service level that is the probability
of the user’s attributes being available at the time of making the decision regarding
the bid and campaign allocation for an impression opportunity. The auction for UCS
is done daily (specifically, every day n the competing Ad Networks bid for the service
level to be in effect during day n+2) since the value of such information to Ad Networks

may depend on its related state (that is, its active campaigns, quality rating, etc.).

Specifically, in the GSP auction for UCS, the highest bidder will get revelation of
user’s attributes 100% of the time, the second a lower probability (a game parameter

PyserRevelation ), the third P2 and so on. In the case where user attributes are

UserRevelation
not to be revealed, an “unknown attributes” value is used by the Ad Network as user’s
context to decide the bid and the campaign allocation. The outcome of the auction
(quality and cost of the service to the ad networks) is determined in the following
manner: Denote by ¢;,, .., c;,, the ordering of the bids of the ad networks from high to
low. As a result of the auction, the ad network n in the k** position will receive the

true value of a user’s attributes with probability pi = Pé . and will pay for

serRevelation’
the service the amount of,

Kn = Pk - cik-o—l . (55)

The normalization by pi above ensures that the actual price paid is the average price

for correct user classification.

5.3.4 Advertising Campaigns

To be successful, Ad Networks first have to win advertising campaigns. Thereafter, Ad
Networks have to execute their acquired campaigns according to the related charac-

teristics (e.g., target audience and reach), in a manner that balances their long term
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ability to win future campaigns (that is, maintain a high quality score by fully execut-
ing) and their short term earning (as determined by the cost of the ad impressions at
the Ad Exchange). This section details the way campaigns are generated for competing
Ad Networks to bid upon, how allocated to Ad Networks, and the effect of campaign

execution results on the quality rating and earnings of the Ad Networks.

5.3.4.1 Campaign Generation

Naturally, due to their inherent financial impact, the characteristics of effective ad-
vertising campaigns were extensively researched (see e.g., [120]). There is no doubt
however, that the defining the campaign’s targeted audience over time (that is, the
campaign length, size, and attributes of the targeted population) is of key importance.
When it comes to digital media (that is, advertising through display ads in web sites
and mobile apps) the impact of an impression may also be effected by the medium - the
access device used and the ad type. We therefore characterize a marketing campaign
in the AdeX game by the required reach Cg (the size of total audience impressed -
the total effective number of daily-unique user impressions), the duration in days Cp,
the targeted market segment Cg, an ad type preference factor Cy (A unique Video
impression is counted as Cy effective impressions. A Text impression is counted as
one effective impression), and access device preference factor Cp; (A unique Mobile
impression is counted as C}; effective impressions. A Desktop impression is counted as
one effective impression'!).

A marketing campaign’s contract C' is auctioned daily among the competing Ad
Networks. Special care is taken to ensure the game balance between demand (the
number and type of impressions required to fulfill the allocated campaigns) and sup-
ply (the number of potential impressions to browsing users). Therefore, the cam-
paign parameters are set as follows: Cp, is uniformly chosen to be one of CoampaignLi,
CcampaignL.2>; CCampaignL3- Cs is uniformly chosen over the 26 possible market segment
combinations (see Section 5.3.1). Finally, a reach level Cry, is uniformly chosen over

CCampaignLowReacha CCampaignMediumReach: CCampaignHighReach and CR is set

Cr=Cgr-|Cs|-Cpr ,

LA user that is impressed more than once during a period is counted according to the highest
effective value of the impressions.
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where |Cg| is the average size of the chosen target segment C.

5.3.4.2 Campaign Allocation

Every simulated day, each Ad Network n optionally bids B,, for the total budget of the
daily auctioned campaign. As detailed below, before applying a second price auction
among the bidding Ad Networks each bid B,, is squashed using the outstanding qual-
ity rating of the Ad Network (resulting in an effective bid for each Ad Network) and
only effective bids that are not too low (to preclude networks from submitting unreal-
istic offers) and not too high (essentially acting as a reserve price - the maximum an
advertiser is willing to pay an Ad Network for executing a campaign) are qualified.!?
This squashing scheme might make it very hard to Ad Networks that were 'unlucky’
in executing past campaigns (and as a result have a low quality rating) to win newly
auctioned campaigns. Therefore, to allow a ‘second chance’ to such Ad Networks the
allocation of a campaign may be randomly allocated (instead of using a second price
auction - with some probability that is a game parameter that is set upfront and known
to all) among the qualified Ad Networks. If not randomly allocated, the campaign is
allocated to the Ad Network of highest quality per dollar ratio. That is, the campaign
is allocated to the Ad Network with highest effective bid e, = %:, where @, is the
quality rating of Ad Network n as defined later on by (5.9).

As noted above, reserve maximal and minimal cost per impression (game parameters
RcampaignMax and  RcampaignMin respectively) are used in all campaign auctions, the
former to bound the price to be paid by advertisers for campaigns of little demand
and the latter to preclude Ad Networks from committing to execute campaigns at
unreasonable loss while denying other Ad Networks a chance to execute the campaign.
The quality rating is taken into account in the reserve prices by only considering bids
that satisfy B,Qn > CrRcampaignMin and % < CRrRCampaignMax (thereby giving the
advantage to Ad Networks of higher quality rating in both directions). The campaign’s
budget Cp is set to the maximum campaign budget the winning Ad Network could
have had bid and still win: Cp = biﬁ where Qwin is the quality rating of the winning
Ad Network and bseconda = max{esecond, m} is the highest of the effective bid

of the Ad Network reaching the auction’s second place and the reserve effective value.

12Note that squashing is also performed in sponsored search ads auctions, for different reasons: merely
to normalize the bids from ’pay per click’ to 'pay per impression’, which better reflects the auctioneer’s
revenue.
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5.3.4.3 Campaign Execution

For an impression on user u, let C(u) be the contract chosen by the ad network for
the potential impression on w and let Do (u) be C(u)ys if u is using a mobile device
and 1 otherwise. Similarly, let Te(u) be C(u)y if u is being impressed by video and 1
otherwise.

The effective number of unique impressions w.r.t. contract C' achieved by Ad Net-

work n is

I(C) = > De(u) - To(u) (5.6)
u:C'(u)=C and Cg€s(u)

where s(u) indicates the actual'® set of segments to which user u belongs, and the sum
is over all daily-unique impressions on users u that belong to segment s.

Now, to discourage Ad Networks from deviating from the required reach levels of
the contract, a nonlinear relation is defined between the effective number of unique
impressions I,,(C') achieved and the related Ad Network’s payment as follows: First,

the effective reach ratio ERR,,(C) of contract C' is set

I,(C)
Cr

ERR,(C) = %[arctan(a — b) — arctan(—b)] , (5.7)

where a and b are set'* such that when I,,(C) = Cg we have ERR,(C) = 1 and
the marginal effective reach per unique impression is CLR (that is, when the effective
number of impressions achieved is exactly the contracts’ required reach we have an
effective reach ration equaling 1 and the benefit of each additional impression is the
campaign’s average reach amount per impression). This monotone relation is illustrated
in Figure 5.9.

Now, the payment E,(C) to Ad Network n for impressions on users allocated to

contract C is set

En(C) = ERR,(C) - O . (5.8)

Note that by the form of (5.7), achieving a significantly lower number of impressions

than required results in loss of un-proportional portion of the revenue to the Ad Net-

3Note that the ad network may not have complete information to exactly compute I, (C). The
game server computes this value, mimicking a marketing survey that may take place in reality upon
the conclusion of a campaign. After all, the actual segment to which the user belongs carries the true
marketing value for the advertiser!

MFor any nonzero k, take the unique b satisfying %j‘;m‘w = 1+le, and set a = b+ k. We
use k = 1 resulting in a = 4.08577 and b = 3.08577.
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Figure 5.9: The Effective Reach Ratio (ERR) as a function of the effective number

of unique impressions achieved by the ad network, for a contract requiring a reach
Cr = 500.

work (reflecting unrelated fixed costs to the advertiser that are now wasted due to
the inability of the Ad Network to execute). Similarly, achieving a significantly higher
reach than requested results in un-proportionally lower portion of additional revenue to
the Ad Network (since the advertiser might not have prepared to make use and benefit

from the unplanned increased number of impressions, e.g., due to lack of inventory).

At the expiration of every contract, the quality rating ), of the relevant Ad Network

is updated using 1 = LRating learning rate:

Qp™" = (1 —n)Qn +nERR,(C) . (5.9)

5.3.5 Ad Networks

The last modeled element in the AdX game is the Ad Network, whose strategy is imple-
mented by the competing agents. As will become evident from the description below,
the resulting strategy space is huge, making the problem of designing and analyzing

such strategies both challenging and interesting.
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5.3.5.1 Decisions

The Ad Networks, bid daily for advertising campaign contracts and for user classifica-
tion service level. To overcome the intensive communication rate required to implement
real-time bidding in our game, every Ad Network n submits to the AdX upfront a daily
bid bundle. The bid bundle is used by the AdX throughout the day to map bid re-
quests to ad networks’ bid/contract pairs by indicating the following information for

each market segment s, site w, access device, and ad type combination:

e Contract weight p,: The weight associated to the contract induces a probability
distribution over all the contracts associated with entries that match a certain
impression opportunity. An impression opportunity matches an entry if the user
to be impressed belongs to the market segment of the entry. The “unknown”
segment entry matches impressions for which the user classification service fails

to recover the user attributes.

e Bid b,: The bid level, upon assignment of the impression opportunity to contract

C.

The way the game server simulates the daily real-time bidding on behalf of the Ad
Networks is as follows: Upon a bid request as a result of user u visiting web site w,
the matching Bid Bundle entries are set according to actual user attributes and the
user classification service level in effect (multiple segments may apply - resulting in
more than one matching bid-bundle entry). The contract C), to use for Ad Network
n is randomly selected according to probability induced by p, and the bid amount is
set according to the chosen entry’s b,. The daily bid bundle of an Ad Network may
also indicate for each assigned campaign a budget constraint on the daily spending
for impressions and an impressions-won constraint (and also similar total campaign
constraints). Once the spending or impressions limit is reached for contract C' no more

bids are placed on behalf Ad Network n w.r.t. contract C.

Now, set ¢,,(u) to be the price paid by Ad Network n for an impression won on user

u (the outcome of the second-price auction conducted by the AdX). The net earnings

5 . . . . . .
an “unknown” segment is also included - to be used when the user classification service fails to
reveal the visiting user’s segment.
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N, (C) of ad network n on contract C are therefore:

Ny (C) = En(C) — Z cn(u) (5.10)
u:C(u)=C
where E,,(C), Ad Network’s n income related to contract C, is according to (5.8).
Upon game termination each ad network score is its net accumulated profits (5.10)
over all executed contracts, less the cost of the user classification service over all periods.

The overall score of Ad Network n is therefore

C

d

where K, (d) is the price paid by Ad Network n for the user classification service on

day d as set by (5.5).

5.4 Game Flow

The game consists of at most TGameday316 simulated days in which up to 8 competing ad
networks aim to maximize their total accumulated profits (5.11). Throughout the game
each ad network executes one or more campaigns (the first one is allocated, the others
have to be won), where its competitiveness in winning campaign contracts (reflected by
a squashing value applied to its bids) depends on the targeting effectiveness achieved

by executing its past campaigns (5.9).

5.4.1 Daily Sequence of Actions and Events

To achieve its goals, each Ad Network bids daily for users’ impression opportunities
and selects for each potentially won impression which of its contracts to serve. The ad
networks base their decisions on daily reports. In what follows, the daiy sequence of
actions and events is detailed for a typical day d (from the point of view of an agent
implementing the Ad Network functionality). Note that a day in game-time is executed
in Tpayseconds real-time seconds. The messaging sequence of Figure 5.8 is illustrated as
part of the conceptual sequence of actions of Figure 5.10: Day d starts with the server

sending to the Ad Network the reports (5.4.2.2) regarding results of simulating day d—1.

16Tc;amedays and other similarly named constants are game parameters that are fixed in advance and
known to the competitors.
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Notifications (5.4.2.3) about the campaign contract and user classification service level
to be in effect during day d + 1 are sent next, followed by details (5.4.2.4) regarding
the campaign to start on day d + 2. Based on the information, the Ad Network may
conduct an analysis toward decisions regarding its bidding strategy during day d + 1
while the server simulates the impressions and related AdX auctions of day d. After
the daily simulation ends, the server polls each of the competing agents for the daily

decisions (5.4.2.5) and the cycle repeats.

Legend:

Ad Network Server
Activity Activity rom Ad Network

Day Start i

Day End Simulation

—

Analysis

Figure 5.10: AdX game daily flow

5.4.2 Mesages

The game server and the competing agents implementing the Ad Network strategies
run in potentially remote locations and communicate through dedicated game-specific
messages. Such messages comprise of reports by the game server regarding the results
of past days simulations, announces by the game server regarding campaign oppor-
tunities and notifications regarding the results of related auctions, and decisions by
competing Ad Networks regarding their bids for announced campaigns and impression

opportunities at the Ad Exchange. This section details the types and sequencing of
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messages during the different phases of the game.

5.4.2.1 The First Days

During day 0 the agents are notified regarding their first campaign contract (each Ad
Network is allocated one campaign) to start on day 1. All initial campaigns have
CCampaignL2 duration, CcampaignMediumReach reach level, and double partition target
segment Cg. The Budget of each initial campaigns is set to 1$ CPM. During day 1
the user classification service is provided to all agents at no cost and at accuracy level
(Zucsaccuracy)- As in subsequent days, during day 0 the campaign opportunity for day
2 is announced, and the competing agents respond with their related decisions (Bid
Bundles for the simulation of day 1, bids for the campaign opportunity that was just
announced, and UCS bids for the user classification service level to be in effect during

day 2).

5.4.2.2 Reports

After the game server simulates the users visits to publisher’s web sites during day d—1
and related AdX auctions, each agent n receives during day d reports summarizing the

status as of the preceding day d — 1.

e Publishers-Report: A public report that details user visiting statistics for each
web site (popularity and orientation frequencies, out of total user visits during

the day), and impressions statistics by campaign.

e AdNet-Report: A private report that details the Ad Network bidding totals for

each bid-bundle entry'”: bids, wins, and cost.

e Campaigns-Report: A private report that details accumulated statistics for each

AdNet’s campaign: targeted impressions, non-targeted impressions, and cost.

e Bank Status: A private report with the balance of the recipient.

5.4.2.3 Notifications

A Daily-Notification message is sent on day d to notify the Ad Networks regarding the

results of the following developments of fay d — 1:

7For convenience, the key includes the campaign id.
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e Campaign-Auction-Result: The Ad Networks are announced regarding the winner
of the campaign auctioned on day d — 1. The campaign is scheduled to start on
day d+ 1 and last until day d + Cr.. The winner is also announced regarding the

resulting budget C'p (this figure is not disclosed to non-winners).

e UCS-Auction-Result: The Ad Networks are notified (each) regarding their user
classification service level and cost to be in effect during day d + 1 as auctioned

according to the bids submitted during day d — 1.

e Quality-Rating-Update: Each Ad Network is notified regarding its updated
Quality-Rating, as a result of campaigns ending during day d — 1. This rat-

ing is in effect for the Campaign-Opportunity auctions to take place during day

d.

5.4.2.4 Campaign Opportunity

The details of the advertising campaign to start on day d 4+ 2 are provided to the Ad
Networks. The Ad Networks’ bids (to be sent to the game server during day d as
detailed below in Section 5.4.2.5) will be considered and the winner will be announced
(as detailed above in Section 5.4.2.3) during day d + 1.

As the last simulation day approaches, campaigns whose end day are beyond the
last day are not announced. Whenever this happens an empty campaign is indicated

in the Campaign-Opportunity message.

5.4.2.5 Ad Networks Decisions

After the Ad Networks consider the reports, notifications, and opportunities, each sub-
mits the related decisions to the game server: The bid for the advertising campaign
opportunity just announced (see Section 5.4.2.4) together with the the bid user classifi-
cation service level to be in effect during day d+2. The results of the user classification
service level auction will be reported during day d 4+ 1 (as in Section 5.4.2.3). Finally,
each Ad Network submits a Bid-Bundle message reflecting its bidding strategy to be
used by the Ad Exchange upon impression opportunities resulting from users visits to
web sites during day d + 1. The strategy is conveyed in a bid bundle that maps the
context of the impression opportunity to a bid level and a distribution over campaign

contracts, as detailed in section 5.3.5.1.
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5.5 Elements of Ad Network Strategy

The Ad Network daily decisions (as illustrated in Figure 5.6) reflect the consideration
of many inter-related aspects, which (for convenience) are grouped by the decision most

effected in the following sections:

5.5.1 Bidding for the User Classification Service level

The value of the user classification service to the Ad Network is a fundamental aspect of
the game. The benefit of having a certain UCS level depends of course on the (number,
attributes, and status of) active campaigns the competing Ad Network has. Foe exam-
ple, no UCS is required when there are no active campaigns, and minimal UCS may be
needed for a campaign targeting a large fraction of the whole population (in that case
an ‘unknown’ match of a user is actually targeted with high probability). For cam-
paigns targeting a scarce audience, on the other hand, and especially if the campaign is
about to end while the contracted reach is yet to be achieved, the value of accurate user
classification might be well above the direct benefit to the revenue from the campaign
at hand since poor performance in executing the campaign results in reduced quality
rating that can have detrimental effect on future earnings of the Ad Network (hence,
this may be more important during earlier stages of the game, especially during the
first few days while Ad Networks execute the pre-allocated campaigns). The choice of
the Ad Network to try and achieve a certain UCS level is based also on the associated
cost, which should be estimated by the Ad Network taking into account the state of its
competitions and an assessment of their bidding strategies (as reflected by their past

actions in the data available to the competing Ad Network through the daily reports).

5.5.2 Bidding for the Campaign Opportunity

Naturally, the decision whether to try and win a campaign opportunity depends on
the prospect benefits from the campaign, which in turn is effected by the state of the
other active campaigns (specifically their targeted populations and reach levels) which
dictates the future competition (and therefore related cost) over user impressions. In
this regard, longer campaigns targeting larger populations may be more attractive, and
short campaigns might be harder to fulfill (and therefore probably less attractive due

to potential effect on the quality rating). Furthermore, the overall benefit of winning
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a campaign should consider the associated cost of the UCS - which is shared by all
active campaigns and might be non-trivial to allocate. Finally, the actual bid for the
campaign budget should take into account the Quality Rating levels and (as before)
the bidding strategies of the competitors.

5.5.3 Ad Exchange Bid Bundle

The Bid Bundle associates the context of a user’s impression opportunity to an Ad
Network’s bid and campaign assignment probability (over the active campaigns of the
bidding Ad Network). The bid level (again) may depend on the state (allocated cam-
paigns) and bidding strategies of the competitors, but also on the reserve price set by
the publisher. Specifically, the Ad Network should probably consider the specified and
reported publisher’s orientation and users statistics to assess the competition levels
over certain impressions and set the bids accordingly. The Ad Network may also set
daily count and spending limits - those depend on campaign’s reach levels but may also

consider the longer-term effect of over or under fulfillment of the campaign.

5.5.3.1 The AdNet Problem

The AdX bidding strategy may be formulated in a simplified and abstract way as
follows: An Ad-Network commits to a set of m contract with advertisers. A contract i €
{1,...m} is characterized by a concave utility funtion that associates a financial benefit
u;(z) to the event of allocating x matching impressions to the advertising campaign
associated to contract .

The n impression opportunities are announced to the Ad Network by the Ad-
Exchange sequentially. Each impression opportunity j € {1...,n} is characterized
by a binary vector a; = (a1j,ag;...am;j)" € {0,1}™ where a;; is interpreted as the
relevance of impression j to contract i. We further assume that a; are generated i.i.d
with respect to the time index j.

The advertiser decision for each impression opportunity a; is an allocation xj =
(21,225 ... Tpmj)!, where z;; is interpreted as the (eventual) probability of assigning
impression j to advertising campaign . We therefore have that the probability of
winning impression j, is p; = Y. x;;.

The allocation decision directly translates to a bid level decision as follows: We

assume a stationary probability of winning F'(b) as a function of the bid b. For now,
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we assume that F' is given. Assuming that F' is strictly monotone in the range [0, B]
(hence, invertible) we can associate every bid b < B with a probability of winning p
such that b = F~!(p). Now, assuming a first price auction at the AdX, the average
cost to the ad network when bidding with a probability of winning p is c(p) £ pF~(p).

We assume (as customary in the literature) that ¢(p) is convex.

Given the impressions A = (aj,ag,...,a,), the cost function ¢(-) and the utility

functions {u;(-) }I;, the ad network problem is to find an optimal (maximal net income)

allocation X = (x1,Xa,...,X;,) of impressions to contracted campaigns:
m n
m)z(meui(m) - > cpj) (5.12)
i=1 j=1
subject to
n
Z:pijaij =T 1€ {1,...,m} (513)
j=1
m
> wi =p; jie{l,...,n] (5.14)
=1
pj <1 jed{l,...,n} (5.15)
zi; >0 jed{l,...,n}kie{l,...,m} (5.16)

One might be tempted to formulate the ad network problem as an instance of the
Adwords Problem [50] or the more general Online Stochastic Packing problem [55].
Those works describe a general method for solving an online allocation problem that
is formulated as an LP. They do so by first learning the optimal strategy (solving an
LP) based on a fraction of the samples, and then applying it to the rest of the samples.
Our model deviates from their setting since the objective is no longer a linear function
of the inputs and their method can’t be directly applied. Moreover, in the hard-limit

budget constraint of their models is generalized in ours by a concave utility function.

A more relevant model was introduced in [19] where the Publisher’s Problem is
considered: Similar to our setting, the publisher has a set of contracted advertisers and
is committed to allocate to each advertiser a portion of its periodic impressions (still,
each contract has a hard-limit budget constraint). The publisher’s decision at time j

is twofold: the Ad Exchange impression acceptance probability s; (or equivalently, the
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reserve price r; - if another, unrelated, advertiser wins the auction then the publisher is
paid r; and no contracted advertiser gets the impression) and the eventual probabilities
of allocating the impression to the pre-contracted advertisers in case the reserve price
was set too high (i.e., all bids at the AdX were below the reserve price). Again, a
probability of acceptance 1 — F(r) is assumed for a reserve price r, where F(-) is the
c.d.f. of highest bids at the AdX.

Given the impressions relevance to advertisers @ = (q1,9s,...,q,) € R", contract
capacities ratios p = (p1, ..., pm) and the concave revenue function r(-), the Publisher’s
Problem is to find an optimal (maximal revenue and advertisers value) allocation of

impressions to contracted advertisers, and reserve price acceptance probability s;:

n

t
rgz)m(ler(sj) + xq; (5.17)
]:
subject to

Y x;=Np (5.18)
j=1
inj+sj§1 je{l,...,n} (519)
i=1
5;>0 je{l,...,n} (5.20)
zij >0 jed{l,...,n}ie{l,...,m} (5.21)

Where r(s) = sF~1(1 — s) is the expected revenue to the publisher from the AdX
when setting the reserve price to be accepted with probability s. Note that in a sense
this problem is more general than the AdNet problem since the relevance q of the
impression is not restricted to binary values. In another way, this problem is simpler
than the AdNet problem since the concave utilities in the AdNet problem are replaced

here with linear functions.

5.6 Implementation

The competing AdNetwork agents communicate with the game server over the Internet.

The server communication details (address, ports, and additional agent information
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such as the agent name and password) are detailed in a dedicated configuration file
used at agent runtime. Once an agent is registered at the server (using the server’s web
interface), it may join and take part in games (using the server’s game interface). The
game status may be observed in a dedicated GUI that is accessible through the web
interface of the game server, which also enables access to game results, history, and
related logs.

The implementation of the AdX game, available through the git repository [8], is
based on the JAVA implementation of the TAC Ad Auctions game [7] which in turn
mainly depends on the SICS infrastructure for TAC, a framework that was originally
developed for the SCM game [11]. The AdX game reuses as much as possible of the Ad
Auctions game mechanisms and high level architecture, many mechanisms (e.g., remote
messaging, web based GUI for game and competition administration, and configuration

scheme) minimally adapted (if at all).

5.6.1 Architecture

The key entity of the AdX game implementation is the Simulation. A simulation in-
stance is created to execute a single game among a set of predefined competing agents
(therefore, a competition consists of a sequence of instantiations of a simulation) and
is terminated upon game completion. Figure 5.11 illustrates the internal structure of
a simulation instance: A Users component that implements the users population, with
users’ attributes generated according to the distributions configured in the game server’s
configuration file, and (similarly configured) a Publishers component that implements
the web sites and their related user orientation statistics. A simulation also includes
an Agent Messaging component that acts as an interaction proxy to the competing
Ad Network agents, an Internal Message Bus that enables local one-to-many commu-
nications by implementing a publisher-subscriber pattern, and an Activity Scheduling
component that coordinates the activities of the two agents implementing the game -
the Demand Agent and the Supply and AdX Agent. Both agents are described in detail
in later sections.

Scheduling of activities in the simulation is done by a timed thread that wakes
up every logical day (lasting a configurable period of 10 real seconds) and calls back
to the callNextTimeUnit handler of the simulation instance. The simulation instance

in turn calls back to the nextTimeUnit handler of each registered game agent instance
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Figure 5.11: Simulation: Major components and interactions.

(implementing the TimeListener interface). The activation of agents is done however in
two phases. First, the simulation agent spawns the actions of the demand agent through
a call to its preNextTimeUnit callback, giving the Demand agent the opportunity to
handle campaigns creation and allocation (among other things to be detailed below),
and only then the NextTimeUnit of registered agents is called, giving the AdX and
Supply agent the opportunity to simulate the user’s population visits to publisher’s web
sites and related AdX auctions (and other related activities as detailed below). Before
activating the game agents, the simulation instance sends the Bank Status message
(implicitly indicating the start of a new day to the competing Ad Networks). After
all agents completed their daily actions the Simulation Status message is sent by the
simulation instance to the competing Ad Networks (this will trigger the competing

agents sending of their daily decisions back to the game agents).

5.6.1.1 Demand

The demand agent implements all aspects of the daily campaigns (creation, alloca-
tion, tracking, etc.), the Users Classification Service manager, and the Ad Network’s
Quality Manager. It interacts with the competing Ad Networks (i.e., sending related
notification and reports, receiving bids) and with the other system components (e.g.,
getting notifications upon user impressions) through different messaging and callback

mechanisms, as illustrated in the diagram of Figure 5.12: During simulation day n,
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the campaign to start at day n + 2 is created and announced to the competing Ad
Networks’ agents. The AdNetworks respond later (that same day) with related bids.
The campaign that was announced the previous day (starting at dat n + 1) is auc-
tioned and the results are notified to the Ad Networks’ agents. Similarly for the Users
Classification Service, the service level to be in effect on day n + 1 is auctioned during
simulation day n (based on bids received earlier that same day) and notified to the the
competing Ad Networks’ agents.

During the simulation, user impressions and the associated campaign allocation
are notified to the demand agent through a dedicated impress message of an internal
messaging bus (which also serves the demand agent to notify other entities regarding
Ad Network’s campaign revenue and UCS levels and costs). Finally, upon a campaign’s
last, day the resulting reach ratio (5.7) and income (5.8) are calculated and informed
respectively: internally to the Quality Manager and through the message bus to the
bank entity. The Quality Manager updates the quality rating of the Ad Network
accordingly using (5.9) - this rating is used thereafter to squash the campaign bids of
the Ad Networks.

5.6.1.2 Supply and AdX

In its daily routine, the AdX Users Manager iterates over all users and performs the

following for each: First (indicated by A in Figure 5.13), a user query is generated by
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the User Query Manager. The query represents a user visit to a publishers’ web site
(that is, an impression opportunity) and is randomly generated according to the web
site’s orientation configuration of (5.4) as detailed later in this section. The bids of
the Ad Networks for the impression opportunity are then collected (B in Figure 5.13)
from the Bids Manager - this is done by consulting the applicable BidBundles received
from the Ad Networks. The user attributes of query® (the query used to fetch the
bid of each Ad Network) may be masked, according to the User Classification Service
level in effect of the Ad Network. A second-price auction is then performed based on
the Ad Networks bids and a reserve price that is fetched from the related Publisher’s
reserve price manager (C in Figure 5.13). Finally (D in Figure 5.13)), the result of
the auction (the winning advertiser’s campaign and cost) is communicated back to
the reserve price manager (this will be used to later update the reserve price baseline
according to (5.2)) and posted in the internal message bus for the demand agent to
update campaign statistics accordingly (potentially resulting in the campaign limits
being reached, triggering a further message bus notification to the Bids Manager). The
auction’s result message is also triggered by the Reports Manager which updates the
associated Adnet and Publisher’s reports accordingly. The daily consolidated reports
(containing information about the previous day) are sent to the competing Ad Network

at the beginning of the daily routine.

In what follows, some key aspects of the design and implementation of each of the

modules mentioned above are detailed. The User Query Manager, implemented in
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the tau.tac.adx.users package, creates upfront a sampler for each user (a sampler is an
object that allows to randomly choose an item from a weighted list of items). The
items of each users’ sampler are the set of the user’s possible queries'® and the weight
of each item (primarily characterized by the web site to be visited) is determined by
the user’s conditinal probabilities (5.4) as configured in the server configuration file and
maintained by a dedicated Publishers instance of the simulation.

The User Bids Manager, implemented by a AdxBidManagerImpl class in the
tau.tac.adx.auction.manager package provides the bid of each publisher given a user’s
query by maintaining for each Ad Network the bidding map from the most recent Bid
Bundle received. Recall that to simulate real-time bidding, and to avoid the associated
messaging load, the competing Ad Networks pass a daily Bid Bundle that contains a
mapping of the potential context of an impression opportunity (the publisher’s web
site, the user’s market segments, the access device and the ad type) to a related bid
and campaign allocation. Each Ad Network’s bid is generated by a sampler over the
Ad Network’s Bid Bundle entires that match the query (with the item’s weight as
specified in the entry), where a match is declared when the market segments indicated
in the Bid Bundle entry are all contained in the market segments set of the query
(and all other query attributes of the entry, i.e., publisher’s web site, access device,
and ad type, are identical). Note that before passing the query to the User Bids
Manager, the original query is masked (resulting in passing query®) according to the
User Classification Service level applicable to the Ad Network and with some probability
an empty set of market segments may be passed (a match in that case would be for
entries having the empty market segment set - the “unknown” market segment). The
Users Bids Manager also maintains a daily list of excluded campaigns. Campaigns
are added to this list upon indication through the message bus that the limits for a
campaign were reached (spend limits or impression limits, daily limits or total campaign
limits) and bid bundle entires with campaigns for the list are ignored.

The Publishers Reserve Price Manager implements (5.1) upon every user query
by perturbing the maintained baseline reserve associated to each possible impression
context (publisher, access device, and ad type). The baselines are updated daily using
(5.2) based on the cached auction results indicated. The AdX auction run by the AdX

Auction component (mainly implemented by an instance of the SimpleAdzAuctioneer

18Recall that a query represents a user visit to a web site and is also characterized by the access
device used and the ad type.
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class of the tau.tac.adx.sim package) uses the Ad Network’s bids provided by the Users
Bid Manager and the reserve price from the Publishers Reserve Price Manager to run

a second-price auction.

5.6.2 Parameters

The execution of the AdX game depends on several parameters that are pre-configured
(in a dedicated configuration file) and known to the competing agents. Defining such
parameters gives flexibility and allows tailored execution of the game (changing the
default value of some parameters, however, should be done in conjunction with other
parameters, e.g., to maintain game balance). The value of parameters, however, may
influence the agent’s strategies (e.g., for training) and therfore must be set ahead of time
(to allow for proper design and training). Table 5.1 details the many game parameters

and their standard values.

Table 5.1: AdX Game Parameters and Standard Values

Parameter Symbol Std. Setting
User Continuation Probability Peontinue 0.3
Random Campaign Allocation Probability PrandonCanpaign 0.36
Max User Daily Impressions NeontinueMax 6
Publisher’s Initial Reserve Price RReserveInit 0.005
Reserve Price Variance Ryariance 0.02
Reserve Price Learning Rate Riearnrate 0.2
Short Campaign Duration (Days) CtampaignL1 3
Medium Campaign Duration (Days) CtanpaignL2 5
Long Campaign Duration (Days) ClanpaignL3 10
Low Campaign Reach Factor CtanpaignLouReach 0.2
Medium Campaign Reach Factor CcanpaignMediunieach | 0.5
High Campaign Reach Factor CcanpaignHighReach 0.8
Max Campaign Cost Per Impression RcanpaignMax 0.001
Min Campaign Cost Per Impression RcanpaignMin 0.0001
Quality Rating Learning Rate Lpating 0.6
Game Length Tganedays 60
Real Time Seconds per Simulated Day Tpbayseconds 10
User Classification Service Revelation Probability | Pyserrevelation 0.9
Initial Days Classification Service Accuracy Zycsaccuracy 0.9
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5.6.3 Real Data

The game setting also depends on the user population distribution (Table 5.2) and the
web site’s orientation (Table 5.3), which are based on real figures from [38], [3]. Note
that in Table 5.2 the income is in $1000 units and the probabilities are in 0.0001 units.

Table 5.2: User Population Probabilities, in 0.0001 units

Age Gender Income | Probability || Age Gender Income | Probability
18-24 M 0-30 526 25-34 M 0-30 371
35-44 M 0-30 263 45-54 M 0-30 290
55-64 M 0-30 284 65+ M 0-30 461
18-24 F 0-30 546 25-34 F 0-30 460
35-44 F 0-30 403 45-54 F 0-30 457
55-64 F 0-30 450 65+ F 0-30 827
18-24 M 30-60 71 25-34 M 30-60 322
35-44 M 30-60 283 45-54 M 30-60 280
55-64 M 30-60 245 65+ M 30-60 235
18-24 F 30-60 52 25-34 F 30-60 264
35-44 F 30-60 255 45-54 F 30-60 275
55-64 F 30-60 228 65+ F 30-60 164
18-24 M 60-100 11 25-34 M 60-100 140
35-44 M 60-100 185 45-54 M 60-100 197
55-64 M 60-100 157 65+ M 60-100 103
18-24 F 60-100 6 25-34 F 60-100 75
35-44 F 60-100 104 45-54 F 60-100 122
55-64 F 60-100 109 65+ F 60-100 53
18-24 M 100+ 5 25-34 M 100+ 51
35-44 M 100+ 125 45-54 M 100+ 163
55-64 M 1004 121 65+ M 100+ 67
18-24 F 1004 3 25-34 F 100+ 21
35-44 F 100+ 47 45-54 F 100+ 57
55-64 F 1004 48 65+ F 100+ 18

5.7 AdX Game Competitions and Conclusion

The performance of an agent implementing the Ad Network strategy may vary across
games. This may be due to inter-game adaptations done by competing agents (as part of
a higher-level strategy) but also because of the stochastic nature of the game simulation.

Therefore, a competition comprising of several games is required in order to assess the
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Table 5.3: Publisher’s audience orientation, access device ratios and popularity, for
news, shopping, and web information services

Name 18-24  25-34 35-44 45-54 55-64 | 0-30 30-60 60-100 | Male | Mobile | Pop.
Yahoo 122 17.1 16.7 184 164 53 27 13 49.6 26 16
CNN 10.2  16.1 16.7 194 174 48 27 16 48.6 24 2.2
NY Times 9.2 15.1 16.7 194 174 47 26 17 47.6 23 3.1
Hfngtn 10.2  16.1 16.7 194 174 47 27 17 46.6 22 8.1
MSN 10.2  16.1 16.7 194 174 49 27 16 47.6 25 18.2
Fox 9.2 15.1 16.7 194 184 46 26 18 48.6 24 3.1
Amazon 9.2 15.1 16.7 194 184 50 27 15 47.6 21 12.8
Ebay 9.2 16.1 15.7 194 174 50 27 15 48.6 22 8.5
Wal-Mart 7.2 15.1 16.7 204 184 47 28 19 45.6 18 3.8
Target 9.2 17.1 177 184 174 45 27 19 45.6 19 2.0
BestBuy 10.2  14.1 16.7 204 174 | 46.5 26 18 47.6 20 1.6
Sears 9.2 12.1 16.7 204 184 45 25 20 46.6 19 1.6
WebMD 9.2 15.1 15.7 194 184 46 26.5 18.5 45.6 24 2.5
EHow 10.2  15.1 15.7 194 174 50 27 15 47.6 28 2.5
Ask 10.2  13.1 15.7 204 184 50 28 15 48.6 28 5.0
TripAdvisor 8.2 16.1 17.7 204 174 | 46.5 26 17.5 46.6 30 1.6
CNet 12.2  15.1 15.7 184 174 48 26.5 16.5 50.6 27 1.7
Weather 9.2 15.1 16.7 204 184 | 455 26.5 18.5 47.6 31 5.8

quality of competing agents. A competition is scheduled through a dedicated web
interface of the game server in which its duration (number of games, interval between
games) and participating agents are set.!” Usually, aiming at statistical significance,
competitions last 40 games or even more (this of course may depend on the variance
of the game performance and score differences of the competing agents).

5th 6th

The first AdX game competiton took place on May and as part of the
AMEC/TADA 2014 workshop [2] (part of AAMAS [1]), where the agent from Shang-
hai Jiao Tong University won the first place [117] out of eight competing agents by
teams from other universities.?’ A subsequent competition was held as part of a CS
workshop dedicated to the AdX game that was held in Tel Aviv University during

the fall semester of 2013.?! In the workshop, six teams of students designed and im-

19A web interface may also be used to access interim and final results of the competition, detailing
for each agent its per-game scores and other related metrics

20Tel Aviv University (3 agents), University of Liverpool, University of Edinburgh, University of
Michigan, and Brown University.

2The competition took place upon the end of the workshop, in May 2014.
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plemented the Ad Network strategy for an agent of the AdX game. The concluding
competition was held as part of the workshop during May 2014 and the teams reported
their work [10]. The reports by the teams and the phenomena observed reinforce the
relevance and applicability of the AdX game, both as a test-bed for related Ad Network
strategies and as a research platform for the choice of the different mechanisms sim-
ulated (e.g., empirically evaluate the effect of replacing the reserve price optimization

method detailed in Section 5.3.2.2 by the one proposed in [89]).

More specifically, the teams reported the importance of establishing a high quality
rating early in the game, during the inherent fierce competition over users impressions
as competing agents aim at fulfilling the pre-assigned campaigns. Failing to properly
execute those first campaigns results in a low quality rating that is hard to overcome,
even in the presence of randomly allocated campaign. Moreover, towards the end of a
game, remaining as one of the few competing agents with a permissible quality rating,
gives a great opportunity to leverage the situation (reminiscent of a monopoly) and
increase profits considerably. This resulting partition of the game to a strong opening
period in which credibility is established (even at the cost of sacrificing profits), followed
by a middle game epoch of survival, and an end game situation in which the few
remaining competitors are highly rewarded seems natural and suggest that the AdX
setting may be poised for technology transfer (in the sense that key insights and related
algorithms regarding agents strategies, such as those just mentioned, may be relevant

in real scenarios).

The UCS bidding strategies reported mainly aim at learning from past reports
the bid level needed for getting a required service level and then consider the agent’s
campaign’s state (e.g., needed amounts of impressions and remaining days) to choose
the level to aim for. Interestingly, the agents did not directly analyze the economic
benefits of the UCS service level (probably due to the campaigns interdependence, since
the UCS cost has to be allocated across all ongoing campaign to carry a meaningful
analysis). Finally, for the AdX bid bundles, the main factor most agents took into
account was the expected competition level (resulting from the attributes of the overall
campaigns allocated to other competitors, such as the reach and days left) and adjust

their bids accordingly.

Allin all, the AdX game provides a test bed for assessing the effects and performance

of the many different mechanisms used by the different entities in the AdX setting. Not
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in isolation of course, but with respect to the implementations of the other entities’
mechanisms and algorithms. A key purpose of the game is for this to be facilitated in the
future by the availability of different implementations of the different strategies (that
is, of competing agents, but also, for example, of modular components for alternative
reserve price optimization mechanisms at the publishers), and used by researchers as a
tool to empirically evaluate related mechanisms and algorithms in a controlled context

and environment.
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Chapter 6

The Domain Adaptation Problem

This background chapter presents the domain-adaptation problem and related learning
settings, followed by a short review of the theory and algorithms relevant to the main

result to be presented in Chapter 8.

6.1 Train-Test Discrepancy - Motivation

A key assumption underlying the generalization bounds and results of Supervised
Learning theory' is that the performance of the learning algorithm is evaluated in
a ‘test environment’ that is statistically identical to the ‘training environment’ (the
source of the training samples). Furthermore, this assumption of test and training
environments being the same allowed for methods that are agnostic of such statistical
properties altogether! That is, generalization is possible even without estimating the
probability distribution over which samples are drawn. Nevertheless, in many practical
situations, due to a variety of reasons, such an assumption might not hold.

For example, a gender classification algorithm could be first trained using a set of
portraits of persons from one geographical area (say the USA) and its resulting classifier
may be later required to classify portraits of persons from a different country. Another
example is Spam email filtering - where a trained and deployed classifier might face
changes in the wording used in Spam emails (compared to the words used for training)
by malicious senders trying to avoid detection or in case it was trained for a certain set
of users while used by others.

The reason for not re-training may be the availability or associated cost of labeling

LAnd as a result, a crucial justification for Empirical Risk Minimization (ERM) algorithms
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a new training set, or lack of time. To overcome a lack of labeled training data (mainly
due to the cost of labeling), the training set itself may be created using synthetic
data (in which the sample’s label is known upfront). Such an approach is used, for
example, for detecting humans in crowded scenes by training using simulated (yet
realistic) video game scenes. The resulting detectors however are required to perform
well when fed with real scenes. Yet another such media classification setting is voice
recognition. Consider the task of identifying spoken words. The conditions during
training (including background conditions such as noise but also inherent conditions of
the speaker that may depend on the time of day, tiredness, state of mind, etc.) might
significantly differ from the conditions where and when the actual classifier is used (we
might even want to use it for other speakers!) and should be accounted for.

Now, email Spam detection mentioned earlier is just one of a long list of Natural
Language Processing such settings: A sentiment analysis classifier that is trained to
detect positive or negative hotel reviews and then applied to restaurant reviews, A Part
of Speech (POS) tagger trained on a corpus of medical documents to be later used to

tag over a different domain, and the list goes on.

Considering all the above-mentioned settings, two key questions stand out:

e How will the difference between the training and testing environments affect the

performance of the learning algorithm ?

e How can we adapt the learning algorithm to achieve better test performance 7

Addressing each of the above questions may be valuable. Knowing the impact
of not re-training or having methods to adapt existing algorithms? can assist in the
decision whether to train again (that is, to invest in the process of labeling target-
domain samples) or not. Indeed, methods to bound the generalization performance
in such settings® as well as algorithms accounting for the train-test differences were
offered in the last few years (see the following two reviews [102, 114]). A model for
the train-test discrepancy problem and a review of related algorithms is presented in
the next section. Within that context, the subsequent section introduces the specific

domain-adaptation problem treated in our work and related theoretical results.

2Based on partial information or prior knowledge regarding the target domain.
3And also some impossibility results, to be described.
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6.2 Train-Test Discrepancy - Learning Settings

In the Supervised Learning setting we are given a sample (training) set S =
{(zi,yi) }i=1..m, where the samples are generated i.i.d. from a distribution Q(z,y).
As discussed in Section 1.1, a learning algorithm in this setting is required to come up
with a hypothesis (that is, a mapping h that given only the attributes z of a test item

(z,y) provides a prediction § = h(z), for the actual label y) of small expected loss

L"Q(h) = E(w,y)NQl(h(x)ay) ,

where I(-, -) is a predefined loss function.* Indeed, by Theorem 1, ERM algorithms that

given sample set S minimize the empirical loss

need a manageable number of training samples to result with high probability in a
hypothesis of small error.” Furthermore, ERM algorithms are model-free as they avoid

the need to estimate the model Q(z,y) as a step in computing the hypothesis h.

Those key properties of ERM algorithms highly depend on the assumption that
the test items (x,y) are drawn from the same source distribution Q(z,y). Otherwise,
in general, learning is impossible without modeling and assessing the relation between
the training Q(x,y) and testing P(x,y) sample distributions. This is easily verified
by considering a binary classification setting in which the intersection of the supports
of Qx(x) and Px(z) is empty. Any training set used by a learning algorithm in this
setting is irrelevant since the sought-after test mapping Py |x(y|z) may be arbitrary,

and not related in any way to the observed samples that follow Qy x(y|x).0

In practice, there are many reasons causing the difference between the training
domain Q(z,y) and test domain P(z,y), each requiring a different model and resulting

in a dedicated algorithmic approach. A short review of the different models follow,

4For example, the zero-one loss l(z,y) = 0 if z equals y and otherwise 1, widely used in binary
classification settings.

5More precisely, with 1 — § probability, the resulting hypothesis has error that is € close to the best
possible among all h € H.

5Technically, there exists a hypothesis class H such that for any learning algorithm in this setting
and for every € > 0, there exists a test distribution P such that with positive probability its output
h € H has at least € expected error. Therefore, it is not PAC-learnable.
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mainly considering change” in the elements Qx(x), Qy|x (y|r), Qv (y) and Qx )y (z]y)
of the breakdown Q(z,y) = Qy|x (y|2)Qx(z) = Qx|y (z[y)Qy (¥).

6.2.1 Covariate Shift: Pyjx = Qy|x

A setting in which the conditional Qy|x (y|x) remains unchanged (that is, for all z and y,
Py x(ylr) = Qy|x (y|x)) is called Covariate Shift. In this setting, a difference between
the source and target probabilities may exist in the covariate probabilities @ x (x) and
Px (x) (where for some z, Px(x) # Qx(x)). This typically occurs in situations where
there is a casual relationship Q(y|z) that is independent of the way x was generated.
Anticipation of the future occurrence of a medical situation given current habits, for
example, may be suitable for covariate shift modeling (e.g., when the habits of sampled
individuals differ in the source and target domains due to different circumstances).
Another example of a covariate shift setting is the estimation of a demographic label
y (such as age) based on face image attributes x of a person (with test environment
having different conditions, say lighting, that are independent of x).

Being also one of the simplest forms of train-test discrepancy, many algorithms
were suggested to cope with covariate shift (see for example [31, 115]), all applying
the common importance weighting technique. In importance weighting, a non-negative
weight w; is assigned to each sample (z;,y;) of the training set S. The weighted sample
set is designated S,,. The weight w; may be interpreted as the relative cost of the
output hypothesis making an error on this sample. Hence, the weighted empirical error
of a hypothesis h on the weighted sample S, is

m
L, (h) =Y wil(h(x), yi) -
i=1
Any supervised learning algorithm may then be applied to a re-sampled training set in
which the multiplicity of a sample (x;,y;) is relative to w;.

To illustrate the so called importance-weighting method, consider the following ex-
ample of regression. Assume our aim is to estimate the relation y = f(z) by using a
hypothesis class H = {fy : § € R""1}, where n is fixed and for 8 = (0, 61,602, ...,0,) we
have fo(x) = 0p+ 012+ 022> +. .. +0,2"8. Now, for the quadratic loss I(,y) = (§—v)?,

"That is, the difference, in Q vs. P
8For example, For a linear relation f(x) = ax + b the parameters are § = (a,b) and for a quadratic
relation f(z) = ax® + bx + c the parameters are 6 = (a, b, ¢).
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a weighted regression algorithm given a sample set S with weights w; should minimize
— arg min w; xX; 1 .
g o £ i\JO\Tq Yi

Similarly, we can get importance-weighted versions of many other supervised learning

algorithms such as SVM, Boosting, Decision Trees, and Logistic Regression.

Now, a common choice for the weights is

P(zi,yi) _ Px(zi)
Qi yi)  Qx(zi)

w; =

This choice is motivated by the empirical weighted loss being an unbiased estimate of

the target loss (see e.g., Proposition 1 in [46]):
ESNQmﬁSw (h’) = ﬁp(h) - E(z,y)wPl(h(x)v y) )

further motivating Importance-Weighted ERM algorithms that minimize the empirical
weighted loss

h* = inLg (h) .
arg min Ls,, (h)

In practice, however, the weights w; are rarely given and have to be estimated.
Nevertheless, even when the weights are perfectly known, the importance weighting
method might miserably fail (see e.g., Figure 1 in [44]) when the hypothesis class H does
not include f, the true underlying relation y = f(z). Learning bounds relating Lg, (h)
and Lp(h) are presented in [44] for both bounded and unbounded loss functions. The
effects of having to estimate the weights w; (assuming availability of unlabeled samples
from the target domain, to estimate Px) and the related stability of some popular

learning algorithms facing estimation error is analyzed in [46].

6.2.2 Prior Shift: Pxy = Qxy

In a Prior Shift setting we assume a casual relation Q x|y (z|y) that remains unchanged
while the difference between the source and target probabilities is in the prior prob-
ability Qy(y) (that is, for all x and y, Pxy(zly) = Qxy(zly) and for some y,
Py (y) # Qy(y)). Prior shift typically occurs in Imbalanced Data situations, where

the training set samples are filtered to increase the portion of samples with rare values
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of y (e.g., a reasonable practice when the whole purpose of the learning task is the
prediction of rare events, which would not make it into the training set otherwise).
Compensating for prior shift is easy in the imbalanced data case’ by associating a

sample weight
v — P(zi,yi) _ Pr(yi)
’ Q(z4,yi) Qv (yi)

and employing ERM. Alternatively, some learning algorithms directly use the condi-

tional label probability Py |x (e.g., Logistic Regression), which may be recovered using

the observed Qy|x by

QX|Y(»’U\CU)PY( ) _ QY|X(y‘$ w(y)Qx () _ QY|X(?J‘37)U7(:U)
Px(z) Px (x) >y Qvix (ylz)w(y) '

Py x(ylz) =

where the importance weight at y is defined w(y) = PY((y)) Note that in both cases
(using ERM, or P(y|x) directly) access to the original Py-(y) or an estimate is essen-

tial.10

6.2.3 Other Related Settings: Py = Qx and Beyond

The Px = @Qx setting and other related models of train-test discrepancy are presented
in this section. Later on, in the subsequent section, the general case'! of train-test dis-
crepancy adaptation when unlabeled target domain samples are available is addressed.

An adaptation setting in which the covariates probabilities remain unchanged (that
is, for all z, Px(z) = Qx(z) and for some = and y the labeling function differs
Qy|x(y|z) # Py x(y|r)) can be treated as a special case of transfer learning. In Trans-
fer Learning (also called multi-task learning, see [97] for a somewhat recent survey)
there are multiple tasks i = 1,...,n, each characterized by an unknown (and sought
for) labeling function Pr;(y|x), but sharing a common input space and distribution
Pr(xz). Transfer Learning algorithms aggregate (thereby transfer) relevant observa-
tions across tasks by exploiting modeled inter-task relations. Therefore, when labeled
target-domain data is available (i.e., the so called semi-supervised domain adaptation
setting) the adaptation problem is an instance of two-tasks transfer learning (where one

task is the source domain and the other is the target domain) and related algorithms

9Note that the target distribution in this setting is the original pre-filtered P.

10A method to cope with unknown Py (y) in a discrete label setting is presented in [41].

" That is, when no assumptions are made regarding the discrepancy of P(z,y) and Q(z,y) in terms
of the covariate or conditional breakdown.



6.2. TRAIN-TEST DISCREPANCY - LEARNING SETTINGS 121

may be applied.

Closely related to the transfer learning model are settings in which relatively large
training data sets are available for a set of source domains together with a relatively
small training set for the target domain. Algorithms that combine the source domain
data (either directly, or through experts - learning algorithms, each trained on the
data of a specific source domain) to result in a hypothesis for the target domain were
proposed for this setting, both for classification [47, 103] and regression [100], with the
latter reporting usage of such methods for predicting resulting auction prices in the
TAC-Travel [62] and TAC-SCM [105] games.

Another related model is Mixture Shift. In a mixture shift setting the data source
is a probabilistic mixture of several domains, all sharing the same labeling function
(i.e., each having a different distribution over the sampled z values), and the mixing
proportions vary between the training and target scenarios. A learning algorithm in
this setting is also given a set of well-performing hypotheses, one for each domain, and is
required to output a combination of the given hypotheses to perform well in the target
mixture. Such a setting is presented and analyzed in [82], where a simple adaptation
algorithm is proposed and the existence of an optimal combining rule is established.

Yet another related setting is Active Learning [43]. In this setting the train-test
discrepancy is controlled, as the learning algorithm has the power to choose the at-
tributes « of each training sample. Inherently, active learning results in covariate shift,
and although the somewhat different objective!? some solution approaches are similar
in their use of sample re-weighting through importance sampling [71].

Finally, the above mentioned imbalanced data settings (where the observed source
training set is a filtered version an original, yet inaccessible sampled target domain) may
be all framed as a special case of Sample Selection Bias. Sample selection bias situations
are common in population surveys where the sampling procedure causes a bias (e.g., a
survey conducted by phone calls ignores people that don’t have a phone), where training
data is discarded for ‘cleaning’ purposes, and in several other settings. Noting that this
is basically a domain shift situation (since the actual testing is performed in the original
- unfiltered - domain), typical bias correction methods to address sample selection bias
perform importance weighting (see e.g., [46]). Note however that in general, sample

selection bias (and many other domain adaptation settings) do not necessarily fall in

12 Active learning aims at generating a training set, rather than directly resulting in a hypothesis of
minimal generalization error
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one of the special cases detailed in this section (e.g., covariate shift, prior shift). We
therefore turn now to a precise definition and review of the general case for domain

adaptation in the presence of unlabeled target data.

6.2.4 Domain Adaptation with Unlabeled Target Data

In the general case of domain adaptation, the learning algorithm might be facing an
arbitrary change in the original training domain Q(z,y) compared to the test domain
P(z,y). We refer to @ as the source distribution and to P as the target distribution.
Since generalization for the target domain given only source domain samples is impos-
sible in general, the model also assumes availability of unlabeled data from the target
domain (indeed, in many applications, the actual labeling is the main cost factor in
obtaining a training set and abundance of unlabeled data from the target domain is
typical).

The learning algorithm is therefore provided with a labeled-samples set S of source
domain samples drawn i.i.d. from @, and unlabeled samples set 1" of target domain
samples drawn i.i.d. from P. The learning algorithm is then required to output a
predictor h from a predefined set of predictors H such that h performs well (that is, h
has small average prediction error) in the target domain.

The setting is now formalized: Let X be the input space and Y be the output
space.! The (unknown) input-output relation may be captured by a deterministic
target function f: X — Y or by a probability distribution f: X — Ay.'* A do-
main D(x,y), a distribution over the input-output space is characterized by the pair
(Dx, fp), where we denote by Dx the marginal of D(x,y) over the input coordinates,
and fp is either a deterministic function or a conditional probability distribution as
indicated above.

Let the input-output space be Z = X x Y, and let H be a hypothesis class of
functions A : X — Y, used to learn f. For a bounded non-negative loss function
l:Y xY — [0, M], we define the point-wise loss of h with respect to a labeled example
z = (z,9),

I(h,z) 2 1(h(z),y) .

13Tn a binary classification scenario, for example, Y is the label set {—1,1}.
14 The stochastic output is represented by the conditional probability of a y € Y given 2 € X, which
we also denote by f to simplify notation.
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We also define the expected loss of a hypothesis h € H with respect to a domain D as
Lp(h) £ E..plli(h,2)] . (6.1)

We also define the relative loss of non deterministic labeling functions fi, fo : X — Ay

with respect to an input domain Dy as follows:

LDy (f1512) £ EanDx Eyy o) f1 (), 22 L Y1, 42)] - (6.2)

This captures deterministic labeling as a special case and we can define for a hypothesis

h € H the expected loss as

‘CDX (hv f) £ EQCNDXEny(x) [l(h(l’), y)] . (6'3)

As a special case, for a domain D = (Dx, fp) we have the following alternative formu-

lation for the expected loss of a hypothesis,
Lp(h) = Lpy(h, fp) . (6.4)
Note that in the special case of a deterministic relation y = fp(x) we have

Lp(h, fp) = Eanpy [I(h(2), fp(2))] -

Also, for a hypothesis class H, we denote by h}, the optimal hypothesis (that is, of

minimal expected IOSS) w.r.t a domain D:
h* —é a. IIl'Il,C h .
D rg helH D( )

We denote by S = {s;}i=1..m the set of m labeled samples s; = (x;,y;) drawn i.i.d.
from the source domain (). We denote by T' = {t;}—1., the set of n unlabeled examples
drawn i.i.d. from Px. Now, applying (6.1) for the uniform distribution induced by a

finite sample set S C Z we have the following empirical loss of a hypothesis h € H,

Ls(h) 2 é‘ S Uk 5).

seS

Finally, as illustrated in Figure 6.1, an adaptation learning algorithm A uses the
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labeled source-sample set S and the unlabeled target-sample set T to return a hypoth-
esis hy € H. Since in the domain adaptation problem we are interested in Lp(ha),
using ERM (that is, setting hq = h%) is no longer justified by the PAC bound (1) that
ensures with high probability that for a large enough (yet feasible) training sample S,
Lqo(hs) and Lg(hy)) are close.

S~Qm S
A | meH

T~P¢ T | m

Figure 6.1: A schematic Domain Adaptation Algorithm A. Inputs are a source domain
Q@ labeled sample set S and a target-domain P unlabeled sample set T. Output is
ha € H where H is the hypothesis class from which A chooses the output.

As a result, there is a need to relate the adaptation learning algorithm’s perfor-
mance Lp(ha) (and specifically for ERM, Lp(h¥)) to that of the optimal achievable
Lp(h}). Both quantities are inaccessible in general since the labeled samples are from
a potentially unrelated domain (). Therefore, to allow for adaptation, the relation
between the sorce and target domains has to be modeled. Modeling the discrepancy
between source and target domains and providing related generalization bounds was a

key motivation in the line of work that is reviewed in the next section.

6.3 Domain Adaptation Theory and Algorithms

It is natural to expect that the ability of the learning algorithm to generalize using
unlabeled target samples will depend significantly on the similarity of the source and
target distributions @ x and Px.

The L' norm'?

LY(Dy,Dy) & sup |D1(a) — Do(a)| , (6.5)

also called total variation, is a natural choice for quantifying the discrepancy between

two distributions. The following holds:

Proposition 3. For a non-negative, symmetric, and M bounded loss function | that

satisfies the triangle inequality, for all source and target domains Q) and P respectively,

5The supremum in the definition that follows is taken over all measurable sets a of the probability
space implied by D; and Da.
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forallh e H
Lp(h) — Lo(h) < MLY(Qx, Px) + min{Lqy (fq. fr), Lry (fo. fr)} (6.6)
Proof. Recall that Lp(h) = Lp, (h, fp) and Lo(h) = Lo, (h, fg). Now,

Lr(h) — Lo(h)

IN

|Lqx (h, fP) = Lox (b, fQ)| + |Lpy (h, fP) — Loy (h, fP)]
Loy (fp, fo) + MLY(Qx, Px)

IN

By alternatively adding and subtracting Lp, (h, fg) we also get

Lp(h) — Lo(h) < Lpy(fr, f@) + MLY(Qx, Px)

and (6.6) follows by taking the lower of the two bounds. O

As a special case, for binary classification in a covariate shift setting we have the

following adaptation bound for all h € H
Lp(h) = Lo(h) < L' (Qx, Px) - (6.7)

As a means to introduce notation and intuition, consider the following simple proof
of the above special case (6.7) of the bound (6.6). We assume the deterministic labeling
f and denote by hAf the domain set on which h € H and f differ. We now have

Lp(h)=Ly(h) = Exry Mn(e)£r))—Fonx Ln@)z@)] = Px(hAf)—Qx (hAf) < LNQx, Px)

We conclude that if Px and Qx are statistically indistinguishable (have a small
total variation distance, i.e., a small L' norm distance), then simply learning with
respect to the source labeled data may be (as in the above setting) a very beneficial
strategy.

The bound above is, however, impractical. Although the L' norm has some desirable
properties such as scale invariance, in many settings it can not be estimated from
finite samples [21] and is therefore of limited practical value. Moreover, in the domain
adaptation setting, it is easy to construct scenarios in which L'(P, Q) is significant,

yet adaptation is trivial, and in general, one can get a good domain adaptation even



126 CHAPTER 6. THE DOMAIN ADAPTATION PROBLEM

in cases when the two distributions are statistically very far in L' sense, or even have
disjoint support.

To illustrate the over sensitivity of the L' norm, consider the following example
(again, assuming covariate shift and deterministic labeling): Let the domain X be
{55321 with @y uniform on {-£}7 ! and Py uniform on {ZEL}7 1. Although the
total variation is 1, the L' norm of Py and Qx is irrelevant for the task of adaptation for
binary classification using the class of threshold functions H = {h; = 1,<; : t € [0,1]}.
Indeed, any two hypotheses hy, and hy, disagree in an interval I3, +,. The probability
of such an interval represents the potential loss of a hypothesis output by a learning
algorithm (h,4) compared to the best achievable using a member of H. Now, for all
t1,t, we have |Px (It 1,) — @x(11,4,)| < L meaning that adaptation is easy since the
change from domain @) to P does not influence our potential loss for any algorithms
and any underlying labeling.

It is therefore evident that a discrepancy measure relevant to adaptation should
account for the class H as well. Such a measure, merely limiting the maximization in

(6.5) to relevant subsets of A C 2%

4A(P,Q) £ sup |P(a) ~ Q(a) (6.8)

was first proposed in [73] and later applied to domain adaptation for binary classification
by [22] with the choice of A = HAH = {h1Ahy : hi,hy € H}, where hyAhy is the
symmetric difference operator - the set of domain points over which hy and ho differ.
The similarity measure (6.8) captures the 0-1 loss and was used to derive the following

generalization bound for domain adaptation

Theorem 4. [22] Let H be a hypothesis class of VC-dimension d, and S and T unla-
beled sample sets of size m each, drawn from the source domain QQ and target domain
P, respectively. Then, for any ¢ € (0,1), with probability at least 1 —§ (over the choice
of the samples), for every h € H:

m) + log(§)

Lr(h)~La(k) < dian(S,T)+min {ﬁp(h7)+£Q(hv)}+4\/ 2dlog(2 (6.9)

Note the terms bounding the adaptaion regret Lp(h) — Lg(h) above: The first is

an empirical d4 distance, which is (with high probability) close to the source-target
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discrepancy dgap(Q, P) (this is by combining simple applications of Hoeffding’s in-
equality (see Theorem D.1 in [90]) to Pr(|Q(a)—S(a)| > €) and Pr(|P(a) —T(a)| > €))
but might be infeasible to calculate in general. The second term is inaccessible but
hints that the existence of a joint hypothesis of small error in both domains is a condi-
tion for adaptability (this was shown to be an insufficient condition in [23]). The last
term (the residual of approximating the true discrepancy via the samples) vanishes for
a fixed required confidence 0 as the sample size is increased. Actually, the bound (6.9)

can be stated in terms of the original discrepancy for all h € H as follows:
Lp(h) — Lo(h) < duan(Q,P) + muin (Lp(h) + Lo(h)) . (6.10)

The d4 distance (6.8) was extended by [81], addressing general loss functions and

allowing settings beyond binary classification, such as regression

diSCL(P, Q) £ max ’[,P(hl,hg) —,CQ(h/l,hQ)‘ . (6.11)

hi,ho€

They show that for bounded loss functions this discrepancy measure may also be
estimated from finite samples (this time using the sharper Rademacher Complexity
bounds - see e.g., Chapter 3 of [90]). Specifically, for bounded loss functions of the
form l,(y,v) £ |y — y’|%, they prove (Corollary 7 in [81]) that with high probability
(over the sampling S and T') the difference between discr,(Q, P) and discr, (S, T) is
bounded by 4¢(Rg(H) — Ry (H)) and a term that efficiently vanishes as the size of S
and T is increased. This leads to a generalization bound for domain adaptation with
symmetric loss functions obeying the triangle inequality, on the difference between the

target loss of a hypothesis Lp(h) and its source-optimality Lq(h, he)):

Theorem 5. [81] For any h € H,
Lp(h) — Lo(h, ) < discr(P,Q) + Lo(hp) + Lok, ) (6.12)

Note that for the deterministic consistent case in a covariate shift setting (i.e.,
P(ylz) = Q(ylz) = 1y—(») and f € H), the left hand side of both bounds (6.10) and
(6.12) is Lp(h) — Lo(h) and the only term remaining in the right hand side is the
source-target domain’s discrepancy. This reinforces the usage of the discrepancy as a

domain-adaptability measure.
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The nature of the generalization bounds (6.10) and (6.12) is that they relate the
expected error on the target domain to an observable quantity (related to the error) on
the source domain. From this perspective they should be viewed more as studying what
guarantee we can give, when we learn with respect to the source domain and later are
tested with respect to the target domain, rather than giving constructive algorithmic
tools (with the exception of [33], which uses a proxy of the d4-distance as a criterion
for the applicability of domain adaptation). Nevertheless, such bounds may serve as
theoretical justification for domain adaptation algorithms that aim to minimize the
generalization bounds. Indeed, reweighing algorithms that optimize the discrepancy
distance were presented in [81] and subsequently, for regression in [45]. However, in
general, minimization of discrepancy distance does not insure an improved performance,
since the reweighing might result in overfitting (see e.g., example 8 in[23]). Moreover,
[23] show (although not constructively, using the probabilistic method) that for binary
classification, small dgapg discrepancy (even in covariate shift settings) is not sufficient
to allow for domain adaptation. This implies that for domain adaptation to be possible,
both terms in the right hand side of (6.10) should be small. Therefore, re-weighting Q p
to reduce the discrepancy dgam(Qp, P) might result in overfittiong, that is, increasing

the other term miny, ey Lp(h’) + Lo, (k) which is not accessible.

Domain Adaptation (DA) algorithms that utilize unlabeled target data were first
presented by [33] (that is, beyond importance-sampling re-weighting methods based on
Sample Selection Bias algorithms such as those presented by [30, 67, 115]'6). Their
method uses unlabeled samples of both domains to identify pivot features (frequently
occurring in both domains) and re-weight input-space features based on their correla-
tion with the pivot features. Other feature-based DA algorithms (where a new feature
space is sought to better represent the inter domain similarity) based on metric learn-
ing were presented in [75, 106]. Similar to [33], the work in [88] iteratively updates
a predictor, based on re-weighted features. The predictor is updated by gradually la-
beling target-domain instances (thereby adding them to the train set) based on their
confidence level with regard to the current predictor. Two other conceptually simi-
lar such self-labeling iterative algorithms are DASVM [36], which gradually labels and
adds to the training set target samples (and removes source samples) based on the

sample’s margin with respect to the iteratively learned classifier, and SLDAB [63], an

16 As mentioned before, such reweighting methods are instable in general.
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AdaBoost variant that simultaneously maintains per-iteration distributions over the
source and (iteratively self labeled) target sets while maintaining a low discrepancy
distance between the distributions. The domain adaptation algorithm presented in [24]
also recovers the labels of the target data set, this time using a nearest neighbor method
(based on the labeled source-domain data). A proper learning algorithm then results
by applying any standard learning method using the now-labeled target training set.
The method of [24] for domain adaptation relies, however, on the following two as-
sumptions (in addition to covariate shift) regarding the labeling function and difference
between the source and target distributions'”: First, the labeling function is assumed
to be of low variation with high probability'® (this is related to algorithmic robustness,
as detailed next in Chapter 7). Second, a lower bound is assumed on the ratio of source

Qx(a)

and target probabilities infp, (4)-0 Pyla) OVET relevant subset a of the domain'®.

In

[25] it is shown that for settings in which those assumptions hold, a nearest neighbor
algorithm that only relies on source-domain samples will have arbitrary small error?’
(although requiring a number of samples that is exponential in the dimension of the
domain), and that proper learning (that is, when the algorithm is required to return a
classifier h from a predefined class H) is impossible in general without utilizing target
domain samples.

The impossibility results of [25] however, only apply to binary classification. Indeed,
for the case of regression, a bound on the pointwise loss of the hypothesis returned by
a kernel-based regularization algorithm is provided in [45]. The bound includes a term
that depends on global properties of the loss function (again, lipschitzness is assumed)
and another that depends on the discrepancy distance discr,(S,T') as defined in (6.11),
motivating the approach of reweighting S such that SY = arginfp discr(D,T) and
then learning using the labled sample set S™. Note that minimizing the discrepancy
is intractable in general. However, an efficient method for the case of bounded linear
functions (H being class of linear operators hy,(z) = w'r where ||w|| < A) is presented

in [45]. See [85] for a systematic review of domain adaptation methods and the usage

"The authors also prove that both assumptions are necessary. That is, domain adaptation is impos-
sible if any of the two assumptions is relaxed while the other remains.

8This is denoted Probabilistic Lipschitzness and implies that with high probability (over the selection
of a domain sample x) the labeling function is A—Lipschitz, that is, for all y, [I(z) — I(y)] < Aljlz — y||

9This may be regarded as bounding a multiplicative form of the L' norm in general, or the discrep-
ancy distance 6.8

20This is intuitive - if the labeling does not change much in the vicinity of target sampled points, and
if (due to the lower bound on the ratio) the vicinity of all target points is eventually sampled, then a
nearest neighbor labeling will be correct with high probability.



130 CHAPTER 6. THE DOMAIN ADAPTATION PROBLEM

of unlabeled target domain samples.

The Semi Supervised Learning (SSL) setting in which abundance of unlabeled data is
available in conjunction with few labeled samples (although of the same domain?) is of
special interest due to its resemblance to the domain adaptation setting. SSL algorithms
usually assume low probability in the vicinity of the underlying decision boundary (or
informally, that points in a high density cluster are similarly labeled, denoted the
clustering assumption). SSL algorithms exploit this property and implement schemes
to propagate the labels from S to T' (see e.g., [127]). Similar methods are applied for
domain adaptation for settings in which the the clustering assumption holds (see [124]).

The domain adaptation method [84] to be presented later in Chapter 8 may be con-
ceptually regarded as based on a clustering assumption, although the labeling continuity
property is defined differently, using the algorithmic robustness framework. Further-
more, the domain adaptation algorithm optimizes the source-loss subject to constraints
that relate the source and target domain distributions, but contrary to re-weighting or
iterative self-labeling methods that directly aim at making the distributions similar, the
algorithm takes a robust optimization approach and optimizes subject to constraints
that represent a worst case target-labeling given the source and target unlabeled sam-
ples. It turns out that the resulting algorithm can be interpreted as performing a

re-weighting of the source samples (although indirectly). The essence of algorithmic

robustness and robust optimization is presented next.

21 Not to be confused with Semi Supervised Domain Adaptation in which few labeled samples from
the target domain are also available.



Chapter 7

Robust Optimization and
Algorithmic Robustness

This background chapter introduces the concepts of Robust Optimization and Algo-
rithmic Robustness, both essential for the derivation of the main result to be presented

in Chapter 8.

7.1 Robuts Optimization

Many settings in science and engineering may be formulated as optimization problems.
That is, in a very abstract form, given a set of predefined knowledge (this may be
due, e.g., to observations or modeling assumptions), find among a related set of alter-
natives one that best fits the predefined knowledge. In mathematical terms, such an

optimization problem is specified as

i h 1
arghgll;{ls)f( ,S) (7.1)

where S represents the predefined knowledge, and f(-,-) is a function that scores the
(miss)fit of a potential solution h € H(S) to the a-priori knowledge S.

Specifically, fitting a regression line using the least squares method is an instance of
the above setting in which S is the set of sampled points {(z;, y;) }}_; and we are looking
for the linear mapping characterized by w and b that minimizes the empirical sum of
distances f((w,b),S) = Y" (i — wx; — b)?. Another ubiquitous instance is linear

programming, where the objective is to find arg min, c’x subject to linear constraints
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Az > b and = > 0 (This standard form of a minimization linear program is equivalent
to a maximization linear program in the following standard form: find argmax, c'x
subject to linear constraints Az < b and = > 0). Here, the vectors ¢ and b and the
matrix A plays the role of the a-priori knowledge S (e.g., in a production optimization
setting, ¢ may pertain to assumed revenue per unit sold of each product type, b to

available resources, and A to the required amount of each resource to produce each

product type), and the feasible set of the constraints is H.'

Many Machine Learning settings and algorithms can be formulated as (7.1), which
can be efficiently solved in many cases, especially for convex loss function.? SVM (See
Section 1.1) for example looks for the linear separator w of bounded norm B that
minimizes the empirical loss % St l(w'zi, y;), where the loss function is the hinge loss
l(r,y) = max{0,1 — ry}. From a more general perspective, many machine learning

algorithms aim for the optimal member h € H minimizing the average average loss

arg hmEiEEZ[f(h, 2)], (7.2)

where Z is the (unknown) probability distribution generating some future random test
instance. Since Z is unknown, it is accessed through a training set S = {z; = (zi, v:) }i'y

and the resulting optimization problem of minimizing the empirical loss becomes (7.1).

This statistical casting of Machine Learning suggest that the optimization may be
also done iteratively, through Stochastic Gradient Descent methods, where the value
of the optimal h is updated by considering one sample at every iteration. We may
refer to such Stochastic Optimization methods as addressing the uncertainty in the
true target to be optimized Ez[f(h,z)] (i.e., the uncertainty in Z) by optimizing a
related objective (7.1) and relying on probabilistic assumptions regarding the relation
of § and Z to ensure consistency. Therefore, stochastic optimization methods for
machine learning address uncertainty using probabilistic assumptions and immunize
the learning algorithm from failure in a probabilistic sense (and this is the nature of
PAC learning bounds (1). Uncertainty, however, might result in instability. Indeed,
stochastic optimization algorithms can be very sensitive to perturbations in the sampled

data (due, e.g., to noise) or to modeling deviation due to uncertainties in the parameters

!'Note the dependence of H in S in this case.
2The ability to efficiently solve such optimization problems depends of course also on the structure
of the feasible set.



7.1. ROBUTS OPTIMIZATION 133

S of (7.1), sometimes even rendering the algorithms useless [26].

As opposed to stochastic optimization, the Robust Optimization approach to uncer-
tainty in the parameters of (7.2) and (7.1) is deterministic in nature and the learning
algorithm is immunized against failure for every realization (hence the name, robust)

of the uncertain parameters as long as they remain in a specified set A:

arg, min max f(h.S) . (7.3)

thereby providing worst case guarantees. Therefore, the robust variant of empirical risk

minimization has the form

— l(h, di) 7.4
arg mHmAZ At (7.4

adversarially protecting the learning algorithm from any sampling accuracy deviations

of at most A.

A robust versions of SVM for the case of uncertainty in the attributes x;, for ex-

ample, is formulated as follows:

N~ Ly
g};}gC;& + 5wl (7.5)
subject to
1
yi(wlaz; +b) > 1—& + |27 w2 Vi=1.n (7.6)
& =0 Vi=1.n (7.7)

This regularization of the constraints pertains to an additive uncertainty model z{"™¢ =
x; +u;, where the uncertainty set U; of u; is an ellipsoid characterized by 3; as follows:
U; = {u: u!S;u < 1}. Alternatively, when the uncertainty in the attributes is coupled,
reflected in a global® uncertainty set A = {(u1,...,us) : Yoo q|Juil|*> < C}, then (as

shown in [125]) the related robust optimization program

mlnmaXZmax{l—yz Hxi — u;) +b],0}

w,b u€EA

3 As opposed to the local uncertainty of each attribute z; separately, as expressed in the constraints
7.6
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is equivalent to the regularized SVM formulation

n
Iglgl Cllw|| + Zmax{l — yi[w'z; + b],0}.
i=1
This connection between robust optimization and regularization justifies the notion of
robustness that is usually associated to the usage of regularization in machine learning
algorithms. It also shows the flexibility of robust optimization methods, that may be
used to capture non-adversarial settings as well (due to the assumed coupling of loca-
tion deviations, which are reminiscent of stochastic uncertainty), yielding as a special
case the familiar stochastic optimization formulation. Efficient convex optimization
algorithms exist to solve the above formulations (and other robust versions of SVM,

modeling other sources of uncertainty). See [125] for more details.

The Robust Optimization approach to Domain Adaptation, as introduced in our
Robust Domain Adaptation algorithm [84], considers the source-target domain discrep-
ancy as if it was parameter uncertainty in the Robust Optimization terminology. Con-
ceptually, we suggest a template method for converting a stochastic optimization-based
machine learning algorithm (7.2)* to a domain adaptation algorithm (7.3) by adding
uncertainty related constraints for S that reflect the source-target domain discrepancy,

and the additional optimization step over worst-case realizations of S.

Specifically, since only unlabeled samples are available in the target domain, the
uncertainty is regarding the statistical properties of the target lables (e.g., the proba-
bility of the label of a sample being positive, given its unlabeled attributes). Since such
statistical properties are available for the source-domain training set, we may quantify
the allowable change between source and target through some distance measure and
define the constraining uncertainty set in the resulting robust optimization program
to include only target labellings that are within a predefined distance budget. This
is the purpose of the A-shift measure of distribution disengagement to be introduced
in Chapter 8 and used to formulate our robust domain adaptation SVM. See [29] for
more on different notions and definitions of budget of uncertainty, how they are used
to choose the uncertainty sets of robust optimization programs, and related solution

methods.

4Which actually requires to solve (7.1), where the target function f is the empirical risk.
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7.2 Algorithmic Robustness

Robust Optimization, as discussed, addresses uncertainty in the input parameters to an
optimization problem and ensures optimality of the resulting optimum in a worst-case
deterministic sense. From a more general algorithmic perspective, Algorithmic Robust-
ness was introduced by [126] as a measure of the sensitivity of a learning algorithm to
changes in its training data. Conceptually, a robust algorithm will output a hypothesis
that has limited variation in the vicinity of the training samples, thereby (intuitively)
precluding over-fitting.

Before presenting the precise definition of algorithmic robustness, consider a regres-
sion algorithm that tries to fit a polynomial to a set of samples as a motivating setting
that illustrates the danger of high variation in the vicinity of training samples. A sample
set of any size may be perfectly fit by a polynomial, however of large degree and hence
of high variation. Such a high degree polynomial will perform poorly when the actual
model is of low dimension or if the training data was somewhat inaccurate. Motivated
by the connection between robust optimization and regularization as presented in the
previous section, we may use regularization to induce the regression learning algorithm
to prefer polynomials of low degree and achieve algorithms of better generalization ca-
pabilities. Similarly, the notion of algorithmic robustness is related to the ability of an
algorithm to generalize. Indeed, a similar connection (actually equivalence) between
algorithmic robustness and generalization ability is established in [126].

Specifically, the algorithmic robustness of a learning algorithm is characterized by

a parameter K and a real function €(S) mapping a sample set S as follows:

Definition 6. [126] Algorithm A is (K, €(-))-robust if the input-output space Z can be
partitioned to K disjoint sets {Cy}X, such that VS, Vs € S, ¥z such that s,z € C,,

ll(hg,s) —l(hg,2)| < €(S),

An algorithm A is (K, €(S)) robust if there is a partition of the input-label space
Z = X x Y to K subsets such that the loss of the learned hypothesis hg ° has €(S)-
bounded variation in every region of the partition that contains a training sample. Note
that K in the above definition is the number of regions the input-output space Z has

to be partitioned. Note also that K and the regions do not depend on the sample set S

Srecall that we denote by hs the output hypothesis of A given as input the training set S.
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and should uniformly apply to any. Consequently, a K robustness level of an algorithm
induces a partition of the input-output space to multiple regions, and in each region
the hypothesis of the robust algorithm has limited variation in its loss. For partitions
that are a Cartesian product of input and output space partitions we have that for
any training set S the algorithm outputs a hypothesis that has €(.S) variation in any
region of any sample. The robustness of popular learning algorithms (such as SVM)
was established in [126].

Intuitively, the above definition states that for a (K, €(+))-robust algorithm, the loss
of its output hypothesis hg has €(S) variation within each region Cj and as a result
the empirical error (on samples s € S) of hg is a good approximation for the expected
error of hg. Therefore, a robust algorithm that minimizes empirical error is expected
to generalize well. Indeed, [126] prove this precise result, and bound the difference

between the empirical error and the expected error of (K, €(-))-robust algorithms:

Theorem 7. [126] If A is a (K,€(S))-robust algorithm then for any § > 0, with

probability at least 1 — 0§,

2KIn2+2In
|Lq(hs) — Ls(hs)| §6(5)+M\/ 5] 2,

where M is an upper bound on the underlying loss function. Note the dependence
of € on the sample set S°. Indeed, the SVM algorithm, explored later, is (K, €)-robust,
where € does not depend on the actual training set S but only on its size m.

The most important property of robustness that we utilize for domain adaptation
is the limited variation in the loss of the output hypothesis within each region. This
implies that the output hypothesis of a robust algorithm (and ours in particular) would
have a limited variation within each region (where in our case, the regions of the input-
output space each have a constant output-space value, e.g., a constant label”).

Now, since the overall expected loss of a candidate hypothesis is an average of the
losses in each region, bounding the loss in a region is our main tool to derive general-
ization bounds. The main difficulty that we encounter is that the regions guaranteed
by the robustness depend on the label which is not observable for the target distri-

bution sample. We use the Robust Optimization approach to address this difficulty

5The parameter ¢ may also depend on K, and [126] provide a uniform bound for all K.
"We assume partitions of Z that are a Cartesian product of input space regions and the set of output
labels.
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by bounding the target-domain expected loss in a region of a candidate hypothesis as
a function of its (accessible!) source-domain expected loss. This is possible due to
the limited variation of the output label of any candidate hypothesis in a region, and
the assumption of constrained target-domain label distribution discrepancy in a region.
Furthermore, the resulting domain adaptation generalization bound naturally leads to
a regularized domain adaptation algorithm that minimizes the generalization bound,

as detailed in the next chapter.
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Chapter 8

Robust Domain Adaptation

We derive a generalization bound for domain adaptation by using the properties of
robust algorithms. Our new bound depends on A-shift, a measure of prior knowledge
regarding the similarity of source and target domain distributions. Based on the gen-
eralization bound, we design an SVM variants for binary classification and regression
domain adaptation algorithms. Our Robust Domain Adaptation SVM algorithm is
Algorithmically Robust by design.

From the algorithmic perspective we develop SVM variants for binary classification
and regression domain adaptation algorithms. The algorithms are formulated as con-
vex optimization programs where the optimized term is based on the generalization
bound and the constraints are set to match the A-shift level assumed. Specifically, the
optimized term includes a weighted average (by the target domain distribution) of the
bound on the loss in each region, and the constraints on the primal variables (the losses
in each region) are the worst case average errors in the regions given the source domain
empirical errors and the assumed A-shift level. Finally, we use the dual representation
of the convex optimization program to offer a reweighing interpretation of the resulting
robust domain adaptation algorithms.

Two interesting extreme cases are the pessimistic case (assuming that there is no
relationship between the probability over labels across the source and target distribu-
tions) and the optimistic case (assuming that the probability over labels in the source
and target distributions is identical, for any region of the input domain). This will lead
us in the former case to pessimistic bounds, where we will use the worse case loss (over
the labels) for each region, and to optimistic bounds in the latter.

We use the A-shift and the Robust Optimization approach to address the absense of

139
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target-domain labels: the A-shift serves as a prior assumption regarding the similarity
of the source and target domains. The A-shift also serves to relate the sampled empiri-
cal distribution of output domain values (e.g., the conditional probability of each label
value in a given input-domain region) to a set of such distributions over label values
in the target domain. We subsequently apply robust optimization to come up with
the hypothesis that achieves the best loss over the worst-case possible target-domain
distributions over labels. In that respect, our approach may be viewed as utilizing
the domain uncertainty (captured by the A-shift property) as the training sample un-
certainty of the Robust Optimization method. We also derive related parameterized

generalization bounds for domain adaptation.

8.1 Model

Using the terminology and notation presented in section 6.2.4, let X be the input space
and f: X — Y be the unknown target function! (where the label set Y is {—1,1} in
case of binary classification and a finite set {y1,...y,} otherwise). The input-output
space is Z = X x Y, and H is the hypothesis class used by a learning algorithm to

learn f.

A learning algorithm A has access to a labeled sample set S sampled from the
source domain (), and an unlabeled set T sampled from Px, where P is the target
domain. The algorithm is expected to return a hypothesis hgr € H of low target loss
Lp(hst). Recall that an algorithm A is (K, €(S)) robust if there is a partition of Z to K
subsets such that the loss of the learned hypothesis has €(.S)-bounded variation in every
region C of the partition that contains a training sample. In what follows, we assume
(by design) that the associated partition of Z to K regions is of the following form:
Z = U; jX; x Y;, where the input space and output space partitions are X = Ufi””lXi,
Y = U]K:lej, and K = K;K,. This partition implies that the output hypothesis of a
(K, €)-robust algorithm has at most an e variation in the loss in each region of constant

label Cf, = X; x Yj.

! As noted in section 6.2.4, f may alternatively represent the conditional probability P(Y'|X) in case
of stochastic labeling.
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8.1.1 A-shift

Our main goal is to use the notion of robustness to overcome key difficulties in the
domain adaptation setting. The most important difficultly is that we would like to
learn with respect to a distribution P, from which we have only unlabeled samples,
while the labeled samples are given with respect to a distribution Q.

The notion of robustness would guarantee that in every region X; x Y; the loss of
the algorithm would be similar, up to €, regardless of the distribution (source, or target)
inside the region. However, a main difficulty still remains since the regions depend on
the (unavailable) label of the target function. Therefore, our strategy is to consider the
conditional distribution of the label in a given region X; and the relation to its sampled
value over the given labeled sample S. For a distribution o over Y = {y1, ...y, } (where
r = K,, the number of output labels) we denote the probability of every label y, by

ov. We start with a definition of the A-shift of a given distribution o € Ay:

Definition 8. Distribution p € Ay is A-shift w.r.t. to o € Ay, denoted p € o), if
for all y, € Y we have p’ < o¥ 4+ A1 —0") and p¥ > (1 — N). If for some v we have

p’ ="+ A1 —0") we say that p is strict-A-shift w.r.t to o

A )\-shift therefore restricts the change of the probability of a label - the shift may
be at most a A portion of the probability of the other labels (in case of increase) or of
the probability of the label (in case of decrease). To simplify notation, for p € A(o) we
denote the upper bound of the probability p? of a label i, by A (o) £ 0¥ + A(1 — o?),
and the lower bound on p¥ by A\’(0) £ ¢%(1 — \).

For a non-negative function [ : ¥ — R, we now consider its maximal possible

average E,(l) £ >y PU(Yw) as a result of a A-shift:

Definition 9.

Exo(l) £ max Ep(l) -

Since the maximum is achieved when p is strict-A-shift to the label y, of maximal

value of [, we have the following:

Exo(l) = max{l(yo)A" (o) + D Uye)A" (0)} .
v F#v

Note that for the special case of no restriction (i.e., 1—shift) we have Ej,(I) =
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max;{l(y;)} and for the special case of total restriction (i.e., 0—shift) we have Ey (1) =
E(1).

To apply the above definitions to the domain adaptation problem first note that the

v A |Si,v‘
9 = TS

labeled sample S induces in every region X; a distribution o; on the labels:
where [S;,| is the number of samples labeled y, in region X; and [S;| is the total
number of samples in region X;. Now, we say that the target distribution P is A-shift
of the source distribution ) w.r.t. a partition of the input space X, if in every region
X; the conditional target distribution on the labels P(y|z € X;) is A-shift w.r.t. the

conditional source distribution on the labels Q(y|x € X;).

We define for each region X; a function that given a hypothesis A maps every

possible label y, to its maximal sampled empirical loss:
Definition 10.

o | maxsesnx;xy, U(h,8) if SNX; Xy, #0
lz(h7yv) =

M otherwise

Now, for a fixed h, viewing l;(h, y) as a function of the label y (denote l;(h, y,) by )
and restricting the target distribution in each region X; to be A-shift of the empirical o;
we get that the average loss in region Xj; is bounded by E) ,(I;). Specifically, we bound
the maximal average loss of a hypothesis h under the A-shift assumption in region X,

denoted lg(h, X;), by

13(h, X;) < Exg,(li) = méix{lfxv(ai) + Y WA (00)} (8.1)
v#v

Note that a distribution P can be a 0-shift of ), even if they have disjoint support.
What will be important for us is that due to the robustness the loss of the algorithm
in any region X; x Y, will be almost the same. Therefore, the major issue would
be how to weigh the losses w.r.t the different labels. The A-shift captures this issue
very nicely. Assuming A = 1 may be interpreted as a pessimistic assumption, where
there is no restriction on the weights of the labels. Assuming A = 0 represents an
optimistic assumption for which in every region X; the target distribution assigns the
same probability to the samples as the source distribution. In general a A\ € (0,1)

represent a trade-off between the two extremes.
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8.2 Adaptation Bounds using Robustness

We now prove the following generalization bound for Lp(hg, ), where hg r is the output
hypothesis of a (K, €)-robust learning algorithm A which is given a set of labeled samples

S and a set of unlabeled samples T of size n.

Theorem 11. For a (K, €)-robust algorithm A and the related partition of Z = X XY,
if P is A-shift of Q w.r.t. the partition of X then ¥§ > 0, with probability at least 1 —4,
Vh e H:

2K In2+ 21
ﬁp(h)§e+M\/ n2+2ln; ZT ) B (h, X;) (8.2)

Proof. The loss of h w.r.t. P is,

K K
= (P( T(Cr))Lpic, (h) + > T(Cr) Lpicy (h) -
k=1 i=1
Now, for the second sum above we have
K Kz Ky
S T(CRlpic, () = Y Y T(Xi x Y;)Lpix,xv, (h)
i=1 i=1 j=1

Ky Ky
— ZT(XZ-) ZT(leXi)Epmej(h) :
i—1

j=1

By the robustness property, the loss of h in any region X; X Y; is at most € away
from the sampled loss at that region, so we may replace Lp|x,xy;(h) above with
£T|XZ.><YJ.(]'L) + €. Also, since P is A-shift of Q w.r.t. the given partition of X, in
every region X; we have that with probability at least 1 —§ the empirical target sample
T is (A + €)-shift of the empirical source sample S (for a sample size that depends

polynomially on % and log %) We therefore get

K
> T(Ck) lpic, (h <ZT ) 13(h, X3) +
i=1

Finally, from the bounded loss property we have Lp|c, (h) < M. Furthermore, as T is

sampled from P, by the Bretagnolle-Huber-Carol inequality (as in the proof of Theorem
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3 in [126]) we have that with probability > 1 — 4,

2Kln2+2ln%

K
ZIP(Ck)—T(Ck)IS\/ o
i=1

which completes the proof. O

Note that although the target sample probability 7'(X; x y;) of a label y; in a region
X, is not available, given the hypothesis A and the partition {XZ-}Z-KZZI, the last term of
the bound Efiﬁ T(X;)l3(h, X;) can be evaluated from the sample sets S and T

8.3 Robust Domain Adaptation SVM for Classification

We consider the classification problem for which the label set Y = {1, —1}. Robustness
of SVM implies the existence of a partition X = Ufi 1 X; for which Eq. (8.2) holds
(see [126]). Given the labeled sample set S and the unlabeled set T', our algorithms
selects a hyperplane h € H that minimizes the generalization bound with an additional
appropriate regularization term. We present a robust adaptation algorithm, a general
scheme for the A-shift case in which we assume that the target distribution is A-shift of
the source distribution w.r.t. the partition of X. We then consider two special cases: an
optimistic variation in which we assume that in every region X; the probability of each
label is the same in the source and target distributions (i.e., O-shift), and a pessimistic
variation in which no relationship is assumed between the probability of the labels in
the source and target distributions (i.e., 1-shift). We also use the notation T; = T'(X;)
for the T-sampled probability of region X;.

To simplify notation we set S;r = Si1, S; = Si—1, and 0; = ail the empirical
probability of label 1 in region X;. Using the notation I;7 = [;(h,1) and I; = I;(h, —1),
the bound of Eq. (8.1) on I3(h, X;) for the general case is

max{l;} (o; + AN(1 —0;)) + I (1 — ;) (1 = A), Ioi(1 = X) + 17 ((1 — 03) + Ao) }.

This bound further simplifies to [ o; + I; (1 — 0;) for the optimistic case and to
max{[;", [, } for the pessimistic case. Note that robustness of SVM implies that I(h, s)
varies at most € over s € S; (and similarly over s € S;7). For SVM we use the hinge

loss, I(h, (x,y)) = max{0,1 — yh(z)}. For a separating hyperplane h, p(z) = wlz + b
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we have [(hyp, (,y)) = max{0,1 — y(wTz + b)}.

8.3.1 A-shift SVM Adaptation

We assume that for some given A € [0, 1], the target distribution P is A-shift of the
source distribution () w.r.t the partition of the domain X. We define a quadratic
optimization program that finds the best separating hyperplane hy, ,(z) = wlz +bin
the sense that the related set of losses I; (the primal variables, together with w and b)
minimizes the worst case bound of Eq. (11)2. In addition to the usual SVM constraints
on the losses l; > l(hyp,s) for each sample s € S (where [(-,-) is the hinge loss),
we want to constrain the losses to satisfy I; > (3(h, X;) for each region X; (thereby
minimizing /; implies that we minimize [ (h, X;)). We achieve the latter condition by
using a lower bound on I; which upper bounds lg(h, X;). Using a trade-off parameter
C results in the following convex quadratic program which receives as input 2K source
domain sample clusters and respective target-domain region probabilities (SZ+ , S;r , and

T;, for i = 1..K):

K
1
i Til; 4 = |lw]? :
wbds L C; iti+ 2 Il (8:3)
subject to
IF>1— (whz; +b) Vi=1l.mst. (z;,1) €S (8.4)
7> 1+ (wha; +b) Vj=1l.mst. (z;,—1)€S;  (8.5)
Li> 1 (o + A1 —0y) + 17 (1 —0i)(1 = \) i=1.K (8.6)
Li>1Foi(1 =N + 17 ((1—0y) + Aay) i=1.K (87)
i >0, I >0, 17 >0 i=1.K (8.8)

For each sample (zj,y;) € S, j = 1...m, we have a constraint (8.4) or (8.5)
regarding one of the two primal variables ll* or I; (depending on the value of y;) where
i is the index of the region X; to which x; belongs. The other constraints (8.6), (8.7),
and (8.8), bound the loss [; using the A-shift assumption.

To find the dual representation of this problem we introduce the dual variables

2 Actually, it minimizes the last term of Eq. (11), which is the only part of the bound that depends
on the hypothesis h
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i1, ...,y pertaining to constraints (8.4) or (8.5), 81 ,..., 8% , and By, ..., By, per-
taining to constraints (8.6) and (8.7) respectively, and 7;...,7rg, sf,...,s;r( , and
81 ,...,5 pertaining to the primal variables in (8.8) respectively.

The Lagrangian is,

L(w7b7l7l_7l+7 a 76+7B_ar73+73_):

K
1
C Zﬁ%+?WW+ > ot — (whz; +b) — 1)
i=1 (x]',l)ESi+
+ Z a;(1+ (wha; +b) 1))
(z]-,—l)ESi_

K
+ ) BT o+ AL = 03) + 17 (L= o) = A(L = 03) — )
=1

K
+ Y B (U (00 = o) + 17 (1 — 04) + Aow) — i)
=1

K K K
— E ril; — E sjlj— E s; 1
i=1 i=1 i=1

Applying the KKT conditions, at the optimal primal values the partial derivatives

of the Lagrangian w.r.t. the primal variables w, b, [,1",1~ are 0, and we get respectively:

w — Z a;xj — Z ajr; = 0 (8.9)

(z5,1)€S; (z;,~1)€S;
> a— > = 0 (810)
(Ijrl)esj (xj,—l)ES;
CT,—ri— B =B = 0 (811)
— > o+ B e+ AL =)+ B (1= N) +sf = 0 (812)
(Ij,l)ESj
= ) B A=+ 8 A —oi(1-N)+s; = 0 (8.13)
(xj,fl)ES[

Now, from non-negativity of the dual variables o, 7, 37,7, s, s, using (8.11) and

summing (8.12) and (8.13) we get

Af + A7 < B +8;7 <CT; . (8.14)
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(8.12) and (8.14) imply
Af = (OT = ri)(os + M1 = 03)) = A8 — 57 < (04 + A(1—03))CT; (8.15)
and (8.13) and (8.14) imply
A7 = (OT; — 1) (1 — 05+ Aay) — ABH — 87 < (1 — 0y + Aoy)COT; (8.16)
where we use the notation A = Z(xj,l)esj aj and A; = Z(mj,—l)eS; a; .

Finally, given nonnegative values {aj};-”zl satisfying A" + A7 < CT;, i=1.K,

any nonnegative assignment to {3;", 8; }X | that satisfies

AT = B (oi + M1 = 03)) + 87 (03(1 = X))

A7 > B (1 =01 =N+ 87 (1—ai(1 =),

uniquely determines nonnegative values for the rest of the dulal variables {r;, s, s7 }£,

to satisfy (8.11), (8.12), and (8.13). The resulting dual program follows:

m 1 m
2
Jmax 9> o= 313 asyal (8.17)
7j=1 7j=1
subject to
Af+ A <cCT, i=1.K (8.18)
AF < (o + M1 —0:))CT; i=1.K (8.19)
A7 < (1 =0y 4+ X\oy)CT; i=1.K (8.20)
m
> yja; =0 (8.21)
j=1
aj >0 j=1l.m (8.22)
Af =Y a, A7 = ) ay i=1.K (8.23)
szS;ﬁ ;€S

where the constraint (8.18) follows from (8.14), the constraints (8.19) and (8.20) follows
from (8.15) and (8.16) respectively, and the constraint (8.21) is Eq. (8.10). Using Eq.

(8.9), the primal solution w is related to the dual solution by w = Z;n:l ajyjrj. For
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the primal solution b we do the following: combining again (8.12) and (8.13) and using
(8.11) we get
AfF + A7 =0T, — (ri+sf +s7) <CT;

with inequality when one of the dual variables r;, s?,

s; is positive, or equivalently (by
KKT) when one of the respective primal variables lj or [; is 0. Since for support dual
variables (a; > 0) either (8.4) or (8.5) are satisfied with equality, we conclude that the
optimal primal b is recovered from primal constraints corresponding to dual support

variables satisfying A;r + A7 < CT;.

The conditions of the dual program may be interpreted as reweighing of the samples
of S. The constraints above imply that A + A; < CT;. Therefore, the total weight of
the samples in region X; is bounded (up to multiplication by the trade-off parameter C')
by the weight of region X; as sampled from the target distribution 7. Furthermore, in
this general case, within each region X; the total weights of positive labeled samples A;r
(or total weight of negative labeled samples A;), is at most a A-shift of the empirical

positive (or negative, respectively) weight of the region.

We now proceed to consider the two special cases, the optimistic case (A = 0) and

the pessimistic case (A = 1).

8.3.2 Optimistic SVM Adaptation

In this variation we assume that P is 0-shift of Q3. Setting A = 0 in the primal program
(8.3) - (8.8) we the following slightly simplified program in which (8.6) and (8.7) are

replaced by [; > lfa,; +1; (1 — 0;) and whose dual is:

A1,..,0m

m 1 m
max ¢ ;= ol gy (8.24)
j=1 j=1

3Note that this is not equivalent to assuming that Q = P. The source and target distributions might
substantially differ and still have the same probability in each region X;, and even more importantly,
they can arbitrarily differ in the probability that they assign to different regions Xj.
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subject to

A; < CT; i=1.K (8.25)
Af =0 A i=1.K (8.26)
A7 = (1 -0y A i=1.K (8.27)
> yja;=0 (8.28)
j=1

a; >0 j=1l.m (8.29)
Af =Y a;, A7 =D aj i=1.K (8.30)

z;€SF z;€S;
A= Af + A7 i=1.K (8.31)

For a reweighing interpretation of the dual variables «; (pertaining to the sample
(x,y;) in the primal solution w = Z;nzl ajyj;) note that at most o; portion of the
weight allocated to region Xj is allocated to positive samples (z;,1) and at most 1 —o;

portion of the weight is allocated to negative samples (z;,—1). Note that this may
|T:|
|55
every sample (z;,y;) € S;. This is because the naive re-weighting satisfies (8.25) with

differ from the naive re-weighting approach that assigns the weight o; = C to

equality, and is not restricted by (8.28).

8.3.3 Pessimistic SVM Adaptation

In this variation we make no assumptions on P (i.e., P is 1-shift of Q)). Again, setting
A=1in (8.3) - (8.8) we get a primal program in which (8.6) and (8.7) are replaced by

l; > l;r, and l; > [;, respectively, and the resulting dual program is:

m m
1
Jmax ¢y g — o1y oyl (8.32)
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subject to

A=) a; <CT, i=1.K (8.33)
;BjESi

> yia; =0 (8.34)

j=1

a; >0 j=1m (8.35)

Again, the primal solution is related to the dual solution by w = E’]n:l ajyjr; and
the dual variables may be interpreted as reweighing of the samples of S: The weight
A;, the total weight of the samples in region X;, is bounded by the weight of region
X; in the set T'. In this pessimistic variation there is no restriction on AZTF or A7 and
the weight of region X; is fully allocated to the region samples with the highest loss.
This is natural since the support of the target distribution in every region might only

include points of such worst-case loss.

8.4 Robust Domain Adaptation for Regression

In the regression setting the label set ¥ and the domain X are each a bounded convex
subset of R. The classification loss at a sample z; = (z;,y;) is I(h, z;) = (h(x;) — y;)>.
Robustness of regression algorithms (e.g., Lasso, see [126]) implies that we may assume
a partition Y = UUK:leU of the label range for which Eq. (8.2) holds, and we define
the sample subsets S7 £ 9NX; xY,and S* £ SN X xY,. As before, we assume
that the target distribution is A-shift of the empirical distribution in every region X;.
We use the notation ¢ for the empirical probability (in sample set S) of label v in
region X;, and [! = [;(h,v) for the maximal loss of hypothesis h in X; x Y,. To solve
the domain adaptation problem in this setting, in addition to the usual constraints on
the losses [y > I(hyp, s) for each sample s € S, we want to constrain the losses to
satisfy I; > [3(h, X;) for each region X; (thereby minimizing l; implies that we minimize
13(h, X;)). As before, we achieve the latter condition by using a lower bound on I; which
upper bounds 13(h, X;) by Eq. (8.1). The algorithm selects among all linear functions
huwp(z) = wlx+b the one that minimizes the generalization bound, i.e., Eq. (8.2) with
an additional appropriate regularization term. We assume that for each region X; the

target probability distribution on the labels p; is A-shift of the empirical distribution
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0;. To simplify notation we denote the upper bound of p, the probability of label y,
in region X; by A; 2 X’(0;), and the lower bound on p? by A? £ A\’(0;). Finally, using

a trade-off parameter C results in the following convex quadratic program for Ridge

Regression:
a 1
i T2 + = |w|3 :
o in C; L5l (8.36)
subject to
10> y; — (whe; +b) Vji=1l.mst. (xj,y;) €S} (8.37)
1> (whe; +b) —y; Vji=1l.mst. (zj,y;) €S} (8.38)
LN+ ) WA Vi=1.Kx,Vv=1.Ky (8.39)

v F#v

For the pessimistic case (A = 1) the constraint (8.39) simplifies to l; > [ and for

the optimistic case (A = 0) it simplifies to I; > > o7l?.

To find the dual representation of the Ridge Regression problem in the general

case we introduce a dual variables a;r associated with the first constraint above, o

associated with the second, and B} associated with the last one. Setting the partial
derivatives (according to the primal variables w, b, [Y, and [;) of the resulting Lagrangian
to 0 we get the following relations: w =}, (Oz;_—aj_)xj, > oz;r =Y., Bi =2CTil;,
and 3, eon(@f +ay) = AUBY + X B, where B; =3, B and BY =X, ,, B

i

Using the above relations we derive the following dual problem:

1 + — + - g
max ¢ 5 1] DG — )+ D (0] —aj)us— g D G
J

) .
J

subject to

4We may similarly solve for Lasso Regression: replacing (8.36) with min ;10,15 C Efil T? +
|lw]|i. The robustness of Ridge Regression may be established in a similar manner to the proof of Lasso
robustness in [126].
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_ = .
Z (af +a;)=NB} + A\, B} i=1.K,, v=1.K,
(z5,y;)€S7

+_ —
dof =2 a5
j j

aj >0, a; >0 j=1.m

_l’_

The primal solution is related to the dual solution by w =3 _,(a; — a; )z;. Note also

o0 —
that o o =0.

8.5 Experiment

To illustrate the ability of performing the domain adaptation task by using our methods
we considered a synthetic one dimensional binary classification problem. We run the A-
shift domain adaptation SVM on a synthetic data set containing train and test samples
from significantly different domains. The experiment confirmed that for several values
of A (not necessarily 0 or 1) the test error of the optimal (with respect to the train set)

linear separator may be improved by using the separator returned by our algorithm.
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Figure 8.1:  Separators performance Figure 8.2: Performance of A-shift SVM
w.r.t. experiment data optimal separator

Figure 8.1 shows the resulting loss levels of the linear separators. The labeled train
samples are a mixture of three Gaussians, centered at —5, 0, and 5, producing positive,

negative, and positive labels respectively®. Standard deviation is 5 for the Gaussians

5Note that the positives and negatives are not linearly separable
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generating the positive labels and 3 for those generating negative labels. In the source
domain the probabilities of generating a sample for the first, second, or third Gaussians
are 0.4, 0.5, and 0.1, respectively, while in the target domain the probabilities are 0.1,
0.5, and 0.4. The upper curves (L =1, L = 0.5, and L = 0) correspond to the bounds
Lg on the average loss of the separator as computed by our A-shift SVM for A =1, 0.5,
and 0.

Now, the best linear separator for the train set will incur significantly higher loss
on the test set. However, the best linear separator produced by a A-shift SVM (corre-
sponding to the lowest points of each of the three upper curves of figure 8.1) may be
closer to the optimal linear separator of the test set, and therefore perform better in
the target domain®. Indeed, as figure 8.2 shows, running the A-shift SVM (on the same
data sets) with A ranging between 0.2 and 0.4 results in separators having loss that is

comparable to the loss of the best test-set separator.

8.6 Conclusion and Future Directions

Assuming the A-shift property and given a partition of the input-output space, we
showed a domain adaptation bound and related robust algorithms for classification and
regression. The algorithms were obtained by incorporating the A-shift restriction into
standard machine learning algorithms that minimize the domain adaptation bound. A
natural question is whether similar methods may be applied to other robust algorithms
described in [126] such as Principal Component Analysis and Feed-Forward Neural
Networks to obtain additional domain adaptation algorithms.

Another interesting question is the dependence of our algorithms on the specific
input-output space partition. Although the polynomial time-complexity dependence of
our algorithms on the number of regions in the partition, the number of regions may be
exponential in the dimension of the domain. Therefore, smart partition methods (that
may utilize the A-shift property and the available sample sets) are essential for making
our algorithms feasible in high dimensions.

Finally, the sensitivity of our algorithms to the A-shift assumption may be fur-

ther investigated. That is, the effect of small changes in the source or target domain

5Note that the precise loss values of the A-shift loss curve (loss bounds calculated by the A-shift
SVM) are not important, the value of interest is the specific separator that achieves minimal loss on
the curve!
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distributions on the actual A-shift property and on the algorithm’s output.
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Chapter 9

Distributed Information

Aggregation and Prediction

The social learning setting is introduced, followed by related background and prelimi-

nary results to be used in the work presented in Chapter 10.

9.1 Social Learning

In a Social learning setting, a population of agents, each having access to some private
information, collaborate (hence social) to compute (that is, learn) a quantity that
depends on the aggregate of the information. The private information possessed by
each agent is conveyed through an action of the agent! and the resulting computation
consists of the total effect of all actions. Two contemporary examples of such social
learning are the construction of instantaneous traffic load estimates based on the speed
and location reports of sensors in driver’s cellphones, and recommendation systems that
aggregate rating by individual agents.

The concept of distributed computing, motivated by parallelizing computation time,
savings in communication bandwidth, and other needs (e.g., privacy), is, of course, not
new in computer science. However, a key characteristic of social learning settings (vs.
the more traditional distributed computing scenario) is the treatment of the collaborat-
ing agents as rational economic entities. Namely, each agent has an incentive to take

part (or not) in the computation, that is not necessarily aligned with the goal of having

!Such an action depends on the specific setting, and may be explicitly announcing the value of the
private information, or some other action that depends on the private information.

157
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a result that genuinely aggregates the private information of the agents.

9.2 Endogenous and Exogenous Settings

We therefore distinguish between two conceptually different scenarios for social learn-
ing. In the Endogenous scenario, each participating agent has direct stake in the out-
come of the social computation. That is, the eventual benefit to the agent is a function
of his private type and the computation result. An example of such a setting is Resource
Allocation, where each agent has a (private) requirement for an amount of work to get
done and the social computation (given the reported work requirements by the agents)
results in an allocation of work to servers. The eventual time it takes for an agent’s
work item to complete depends on the work load of the server the item was allocated
to. Another example is a social choice scenario, where the result of an election is deter-
mined by accumulating the individual votes of agents, each having a desired outcome
of its own. Yet another example of an endogenous setting is an auction, where an agent
places a bid for an item to be auctioned, hoping to win for a price lower than its value
to him. The highest offered bid may be considered the result of the social computation
- aimed (by the auctioneer) at value discovery through the auction. All in all, in an
endogenous scenario, the benefit to the agent as a result of taking some action is not
inherent in the action but may depend on the actions of the other agents. Note that
agents can mis-report their information to improve their eventual utility (that is, act

strategically) in such situations.

In the Fxogenous scenario, the focus of this work, the eventual benefit to the agents
depend on an external set of exclusive events (that is, exogenous, hence the name) and
not on the result of the social computation. The private information of the agents is
related to the probabilities of the events occurring and the social computation can be
viewed as aiming at an estimate of the events occurrence probabilities, based on the
aggregate information held by the agents. The eventual benefit to an agent in such an
exogenous setting is inherent in the action taken by the agent (that is, regardless of the
actions taken by other agents and the result of the social computation) and determined
by the actual event occurring. To make this idea more concrete, consider the bonds
market. A bond is a financial instrument in which a firm commits to pay to the bond

holder certain amounts of money at different predefined times (as long as the firm does
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not go bankrupt). Therefore, the price of a bond reflects a probability of the firm
to bankrupt during the relevant time period.? Now, each trader (agent) may have a
private valuation of a certain bond (depending on his own estimate of the probability
of the related firm to bankrupt during the relevant period of the bond), and may take
action (e.g., buy) in case the current outstanding price is relatively low. The resulting
social computation in this case is the final price of the bond upon all transactions, and
may be interpreted as reflecting the aggregated estimate (over all trader’s beliefs) of
the probability of the firm to bankrupt. The eventual benefit to a trader in this setting
depends of course on the action taken (the price paid) and whether the firm is actually

bankrupt or not.

9.3 Information Cascading

The above interpretation of the resulting computation as reflecting the aggregate belief
of the agents regarding the probability of the occurrence of an event (specifically, the
price of the bond as the aggregated beliefs of the traders regarding the bankruptcy
probability of the firm) is justified by considering the agents as Bayesian. That is, the
agents update their private estimate upon witnessing the actions of other agents, and
may act again and again, whenever they may perceive such actions as beneficial to them.
Eventually, no more actions take place, and the resulting estimate reflects the common
consensus that was socially achieved. Moreover, in settings such as the bonds market
where wealth is involved, successful traders making good predictions have their wealth
increased over time, while others are taken out of the market by some sort of natural
selection. In such situations, the social computation, reflecting the aggregated wisdom
of the crowd, may also be regarded as an accurate estimate of the actual underlying
probabilities of the events occurrences.

One should be careful, though, with such interpretations. A population of rational
Bayesian agents in a sequential decision making setting (that is, agents that observe
the actions of previous agents and use the Bayes rule to infer regarding those agent’s
private information) might result in an Information Cascade (also termed herding) - a
situation where the early actions of a relatively small number of agents results in all

subsequent agents ignoring their private information and instead imitating the actions

2Tn addition to the risk-free interest rate.
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of their predecessors.

Consider for example the following scenario from [48]. An urn has either two blue
balls and one red ball or two red balls and one blue. Agents in turn take out a ball
from the urn (and put it right back) and predict based on the observed color of the ball
and the history (past predictions are publicly available), the state of the urn (two red
balls and one blue, or the other way around). A simple analysis shows that even when
the initial state of the urn is two red balls and one blue ball, if the first two agents
happen to pick a blue ball each in turn (and therefore predict an initial state of two
blue balls and one red ball), the rest of the agents would predict the same, regardless
of their observed ball. The resulting computation is therefore utterly wrong, whereas
the aggregate of the private signals would have resulted in a correct prediction with
high probability.

Evidently, such situations, when triggered, might lead to a resulting computation
that is by no means representative of the aggregation of the population’s private signals.
A phenomenon that can’t get fixed by merely increasing the population size. However,
the risk of herding may be precluded by introducing history independent agents to the
population® (namely, agents that ignore past actions for making their decision regarding
the action to take).

It is interesting to note that an endogenous variant of herding exists, where agents
may prefer imitating the actions of prior agents due to an eventual benefit that depends
on their action and the result of the social computation (rather than on the outcome of
some external event). This is the case of setting in which a network effect governs the
benefit related to actions taken by agents. For example, when choosing a social network
to join, the benefit to the agent depends also on the eventual size of the network (the
result of the social computation) and therefore an agent might choose to imitate the

actions of prior agents and to join a social network that was a-priori less preferred.

9.4 Ingredients of Agent’s Strategic Behavior

Market Scoring Rules are used to elicit agents to truthfully act in a way to best represent
their actual private information. This allows for the resulting computation (whether

directly as a result of the sequence of actions, or by an observing entity) to truly

3And of course, having all agents being aware of the presence of such history independent agents.
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represent the aggregate of the agents private signals. Market scoring rules make use
of scoring rules, which have a very long history, going back to [49], [35] and [61], and
studied in much subsequent work ([107], [123], [108], see also [60]). Basically, a scoring
rule associates a real score S(i, ) to a probability distribution '€ Ag over some finite
result space €2, and an actual result ¢ € 2. This may be interpreted as the benefit to
the predictor of p upon the actual realization of the event i. If the true underlying
distribution over () is some I;, then the expected score of a prediction p'is E;, 7S(i, p),
denoted Sy(p). A scoring rule is termed proper if for a fixed b the expected score Sz(P)
has a unique maximum at p'= b. A proper scoring rule, therefore, induces a forecasting
agent believing that the true probability distribution is b to act by predicting his actual
belief. Two widely used market scoring rules are the Quadratic Scoring Rule (QSR)
S(i,p) = 1—(1—p;)? and the Logarithmic Market Scoring Rule (LMSR) S(i, p) = log p;.

The abstract score resulting from the usage of a market scoring rule may represent
actual money. Now, the actual choice of an action (or lack of action) by an agent
takes place by considering a wtility function that represents the desirability level of the
different wealth levels attainable. Intuitively, for rational agents, such utility functions
are strict monotone increasing. Linear utility, for example, indicates that a certain
increase in wealth results in the same increase in utility, regardless of the initial level of
wealth. Such a utility function might not be appropriate in many real situations since
it suggests, for example, that an additional certain monetary amount (say 10000$) is
equally desirable by a poor person and a rich person. A more adequate utility function
for such circumstances is logarithmic utility, suggesting that the multiplication of the

wealth by a certain amount is equally desirable at all wealth levels.

A rational agent facing choice is expected to act according to the action that max-
imizes expected resulting utility. Action is not necessarily expected (if no action is
a possibility), however, since an agent might already posses a certain level of wealth
with a related utility. If, for example, the current utility level of an agent (based on its
current wealth) is equal to the expected utility upon taking action, a risk averse agent
(having a concave utility function) will avoid taking action, a risk taker (having a con-
vex utility function) will act, and a risk neutral agent (having a linear utility function)
will be indifferent in taking action (or not). In prediction markets, presented in the
next section, agents are assumed to be risk neutral. That is, will be inclined to act (and

thereby hint regarding their private information) whenever their private information
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indicates an opportunity of eventual positive benefit.

Finally, consider game settings, where the utility to an agent resulting from his
choice of action depends also on the action taken by the other agents. To simplify
notation we assume there are only two agents taking part in the game. Denote by
ua(a,b) the utility to agent A when agents A and B take actions a and b, respectively.
We similarly denote by upg(a, b) the utility to agent B upon that same choice of actions.
Now, for a fixed action b taken by agent B, the best response action for agent A has
highest utility max,ua(a,b). The pair of action choices (a,b) by agents A and B
respectively is said to be an equilibrium if each action by an agent is a best response to
the other agent’s action a = argmax ua(a’,b) and b = arg max, up(a, b'). That is,

given the other agent’s choice, an agent can’t improve his utility by switching actions.

9.5 Prediction Markets

A prediction market is a special case of an exogenous social learning setting in which
agents may benefit from some private information they have regarding the probability of
occurrence of some future event by trading related options® - financial instruments that
pay a predefined amount to the holder upon realization of an event. For example, in a
prediction market for the event of a Democrat or Republican president being elected,
an agent estimating the probability of a Democrat winning at 60% would be willing
to pay at most 60 cents (ignoring transaction costs, and assuming risk neutrality) for
an option paying 1$ in case the Democrat candidate wins the elections (and nothing
otherwise). As elaborated above, the outstanding price in a prediction market may be
interpreted as representing the aggregate beliefs of the traders population regarding
the probability of the relevant event occurring.

In many aspects, this setting resembles the stock market,” where the outstanding
prices of a security reflects the aggregate private information of traders regarding fu-
ture events effecting the financial prospects of a firm. In a prediction market, however,
trading is usually facilitated by an automated market maker® that sets the instanta-

neous prices and allows for liquidity. As indicated below, on average such a market

4Formally, termed Arrow-Debreu securities.

50One crucial difference however is the stock market being endogenous, since the value of a stock has
direct influence on the ability of a firm to pursue business endeavors.

5Whereas in a stock market a continuous double auction is used.
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maker suffers a loss” (although bounded, by tailoring a liquidity parameter). There-
fore, the market maker may be viewed as having interest in the the result of the related
social computation, namely, the resulting outstanding price reflecting the aggregate
of the trader’s private signals. Indeed, prediction markets have been implemented in
varied domains to assess the probability of significant events (such as the completion
date of a strategic project) using the distributed and private information® of relevant
stake-holders (see e.g., [96], and also[79)]).

Now, the market maker seeking to estimate the true probabilities of the outcomes
of a future event needs to elicit traders to take action (that is, purchase or sell options
if they believe their estimate is higher or lower than the outstanding price, respec-
tively). Furthermore, the prediction market should reward traders that increase the
accuracy of the prediction (and penalize those that decrease it). A market scoring rule
[65] is therefore used to set such rewards, eliciting traders to take action based upon
their belief. This Arrow-Debreu securities setting is shown (see [42]) to be equivalent
to the following alternative formulation (now formally defined), more resembling the
sequential social learning scenario treated in this chapter so far.

Let the result space Q@ = {1,2,...,N} be a set of mutually exclusive outcomes
of a future event, and let U = Agq be the set of possible states of the market (i.e.,
every state is a probability distribution over ). The market maker sets the initial
state by posting an initial probability distribution pyp € Agq, and thereafter traders
t € {1,2,...,T} sequentially change the state of the market by posting probabilities
P1,D2, ..., pr. Finally, a realization i € {1,2,..., N} of F takes place, and each trader
t (that changed the state from the previous outstanding prediction p;_; to his own
prediction ;) is rewarded? using a proper scoring rule S : U x  — R by the amount
S(i,pt) — S(i, pr—1). To simplify notation we use Sy(p) to denote E, »(S(i,p).

Note that by the properties of proper scoring rules, if trader ¢ believes (based on his
private information) that Et € Aq is the true underlying probability of F', his expected
reward upon changing the state of the market to p; € Aq is S; (P¢) — S, (P¢—1). Since
this expected reward is maximized by setting p; = 5t, it is optimal for a trading agent in

a prediction market to post his true belief regarding F', implying that the resulting state

7 Again, ignoring transaction costs, as assumed throughout this work.

81t is worthwhile noting (also considering the herding phenomenon detailed above) that the success of
such wisdom of the crowds methods relies heavily on the private signals being independent conditioned
on the exogenous event predicted.

9Note that a reward might be negative.
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truly reflects the aggregation of the genuine private signals of the traders. Similarly,

the expected cost to the market maker!? if b is the true underlying probability of F' is

T
Sy(or) — S5Bo) = > (S5(B+) — Sg(r-1)) - (9.1)
t=1
Now, the Bregman divergence (or Bergman loss function) with respect to a convex

differential function f,

Di(z,y) & f(z) = [f(y) + V() - (z—y)] (9.2)

is used by [12] to characterize proper'! market scoring rules'? as having the following

form:

S (i, p) = =D (&, p) , (9.3)

where €, is a unit vector with all mass concentrated in the i coordinate. This makes
sense since the Bregman divergence is non negative and S/ (i, ) is 0 when = ¢;. For

example, the quadratic scoring rule
ST, ) =1—(1-p;)?, (9.4)
corresponds to f(p) = Q(p) £ 3|[p]|?, and the logarithmic scoring rule
ST, p) = logpi , (9.5)

to f(§) = L(§) = X, pilog p;.

An interesting connection between prediction markets and on-line learning for pre-
diction using experts is presented in [42]. After showing the equivalence between a
market scoring rule-based prediction market and a prediction market based on Arrow-
Debreu options (i.e., by explicitly formulating the corresponding transaction in the
latter to a state update in the former), the authors reduce the on-line learning setting

to a prediction market scenario (specifically, by associating every expert with a possible

10The goal of the market marker is to learn the true probabilities, and thus, in general, would have
to subsidize the market, especially if the resulting price pr is close to the true underlying probability
of F.

11 A market scoring rule is called proper if it elicits truthful reporting by the agent.

12The characterization actually applies in a more general setting (and is stated accordingly in such
general terms) where the state space U is different from Agq, allowing for efficient pricing even for
scenarios of very large outcome spaces.
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outcome, interpreting every reported loss vector as a market transaction, and the re-
sulting probability state of the prediction market as the weight to be used over experts
by the on-line learner). Specifically, they show that for the logarithmic market scoring
rule (LMSR), the prediction market’s pricing mechanism effectively implements the
randomized weighted majority no-regret algorithm and re-derive the no-regret bounds

for RWM using the smoothness properties of the LMSR.

Yet another application of prediction markets to learning is introduced in [13], where
a setting in which agents collaborate by sequentially updating a hypothesis solution to
a supervised learning problem is investigated. In this setting, the private information
of an agent corresponds to the machine learning algorithm used, the probability of the
event corresponds to the posted hypothesis by the agents, and the eventual outcome
corresponds to the test set of the supervised learning problem (which is unavailable
to the agents). Finally, the scoring rule of a prediction market corresponds to a loss
function in this setting, such that after all agents posted their updates, the training set
is revealed and each agent’s profit is the difference between the loss (on the test set)
of his posted hypothesis and the loss of the preceding hypothesis. As with prediction
markets (which are shown to be a special case of the setting), the resulting hypothesis
may be interpreted as the aggregate of all the methods (the private ‘know how’) used
by the agents. Therefore, this crowdsourcing learning setup allows for collaboration
among (potentially competing) agents in which every agent is compensated according

to the relative improvement achieved by his proposed hypothesis.

9.6 A Prediction Market as an Estimator

As already noted, a prediction market may be viewed as a means for the market maker
to get access to the private information available to the set of traders regarding the
probability of occurrence of some future event. The market maker, however, is expected
to suffer a loss in such a setting. Indeed, the market maker posts the first probability
po (and related score Sy(po)), having little knowledge regarding the true underlying
probability b of the event. Furthermore, at the end of the trading chain, the resulting
probability in the market pr is assumed to reflect the aggregate of the trader’s private
knowledge, that is, an accurate estimate of b. Tt is therefore expected that the score

Sz(pr) be higher than the initial Sy(pp). All in all, the expected market maker cost
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Sy(Pr) — Sz(Po) (which by (9.1) is the sum of the payments to all participating traders)
is expected to be positive, thereby, reflecting an expected loss to the market maker,
which is effectively subsidizing the market.

In this section we quantify the relation between the expected cost to the market
maker and the quality of the resulting price pr as an estimator of the true underlying
probability b. More specifically, we establish and quantify the trade-off for the mar-
ket maker between its expected cost and the expected estimation error by showing a
conservation rule stating that the sum of those two quantities is constant. This con-
servation rule is stated in a general form, for market scoring rules and prediction error
measures that are based on Bregman loss functions.

We consider settings in which the private information of every trading agent ¢ is a
random variable V;. Since the trading agents use their private information to act (that
is, to change of the outstanding price from p;_; to p;), the outstanding price P, is also
a random variable (that depends on the set {V;}!_,). Hence, the resulting Pr may be
regarded as an estimator of a true (yet unknown to the traders) underlying probability
b. A common metric for measuring the performance of such estimators is the Mean
Squared Error (MSE). Specifically, for Pr, an estimator for b we have that the MSE is

the sum of the estimator’s variance and squared bias:
MSE(Pr) £ E[|Pr - b|*] = o*(Pr) + |B(P)]|* , (9.6)

where B(Pr) = E[Pr — b] is the bias of the estimator and o2 = E[||Pr — B(Pr)||?] is
the variance. Note that expectations above are taken over the random nature of the
realization of the estimator Pr, that is, over the realization of V = (Va,...,Vp).

As noted above using (9.3), any proper market scoring rules corresponds to a Breg-
man loss function (which in turn is characterized by a differential convex function f).
We can use the Bregman divergence to also generalize the MSE as follows. Let PeAy
be a random prediction vector, and fix beA ~ (this may be, but not necessarily, the
true underlying distribution that generates the signals in V which P depends on).

Define the mean f-Bergman loss of P with respect to b as follows:
ME! (b, P) £ Ez[D! (b, ). (9.7)

We get as special cases MEQ(b, P) = EV[\\E— p]1?] (the mean square error), and
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MEL(E, P) = By, s[KLGII)] = Eg 5 p[%, bilog ).

Turning back to scoring rules, we use the characterization (9.3) and the definition
of the Bregman loss (9.2) to get the following formulation for the expected f-Bregman
score of a resulting prediction p, when the true underlying distribution over the out-

comes is b

N N
SLE) 2 Y biSI () = f(B) = DI (B,) = Y _bif (&) - (9.8)

i=1 =1
Now, the above definitions of Bregman-based scoring rule S/ and mean error M Ef

—

apply to any estimator Pr = (V). Noting that the only term in (9.8) that depends on

—

p'is the f-Bergman loss function, we get that the expected score of the estimator 6(V)
is
N

Eg[SLOV))] = f(B) = ME?(5,0(V)) = Y _bif(&) -

=1

All in all, we have established that the sum of an estimator’s score and squared

error is constant:

Lemma 12. For a scoring rule S/ (i,p) = —D/(¢;,p) based on a convex differential
function f and a fized b, the performance of 9(‘7) a predictor of b (where the random

variable V may depend on b) satisfies
ME!(5,6(V)) + EglSLO(V)] = £(b) = Y _bif(&) -

Note the non positivity of the right hand constant (by convexity of f).

Finally, we define the following notation for the cost to the market maker
(b, Py, Pr) £ Ev[SL(Pr) — SL(Fy)) = Ev[SL(Pr)] - SL(R)
and get the desired result by applying Lemma 12 to our prediction market setting

Corollary 13. For a convex differential function f, for a fixed b and initial price B
in a prediction market based on a scoring rule SY (i, p) = —DI (¢, p) that realizes Pp as

an estimator for b:
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The corollary follows since,
ME! (5, Pr) + C (b, Py, Pr) = ME (b, Pr) + Eg|SL(Pp)] - S1(F))

N
= f(B) = D_bif (&) = S{(P)) = DI (5, 1),

where the second equality by Lemma 12 and the last equality by (9.8).



Chapter 10

History Independent Learning

We study a simple model of collaborative learning where agents sequentially contribute
based on their private signal but do not have access to the history, rather only to the
most recent state. We compare the optimal (Bayes) estimator for the unknown bias of
a coin given 7' independent Bernoulli signals, to the estimate produced by a learning
process where the signals are distributed amongst 1" agents. For a simple strategy space
available to the agents, we consider statistical properties of the resulting estimator in
general, for a social optimal update rule, and for the equilibrium update rule.

More specifically, we study the following scenario: some future event is to occur
with (unknown) probability b. Individual agents (sharing a common prior on b) get
independent signals, 1 with probability b and 0 otherwise. Agents arrive in a random
order and act exactly once (unaware of the past actions or their order of arrival) by
updating the outstanding estimate. The utility to the agents, determined upon the
realization of the event, using the quadratic scoring rule, is the difference between the
score of their posted estimate and the score of the estimate at their arrival.

In order to analyze the dynamics in this setting, we need to designate the class
of available agents’ strategies. We suggest that exponential moving averages is an
appropriate strategy class. Applying the exponential moving average to update the
last prediction has the effect that more recent signals (and, in particular, the private
signal of the agent) are given more weight than older signals whose effect will decay
with time. Also, to update the exponentially moving average incrementally, the agent
does not need access to the action’s history and specifically does not need to know how
many updates have been previously done.

Our setting can be considered to model a trusted recommendation chain, where the

169
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perception regarding the quality of a product is sequentially updated through person-
to-person recommendations.! After observing the recommendation of his predecessor,
each person in line gets the opportunity to use the product and provide to the next an
updated recommendation, based on his own experience. It is crucial to note that in
such a setting people are only considering recommendations from trusted others, and

will act truthfully since they care about their reputation by the advised person.

10.1 Model and Preliminaries

A model for a social computation that aggregates distributed signals is presented,
where the observed signals are generated according to some (unknown) value. The
interpretations of the resulting computation as an estimator of the underlying value is
discussed as well as related performance metrics and a connection to prediction market’s

prices and scores.

10.1.1 The Unknown Bias Generative Model

In our model there is a random variable B which is distributed uniformly in [0, 1], i.e.,
B ~ U]0,1]. The random variable B is sampled once, and its realization is b ~ B. The
realized value b represents the underlying bias of a binary (Bernoulli) random variable
V. That is, given b € [0,1], V' ~ Bernoulli(b), with Pr[V =1] =b =1 —Pr[V = 0].
We denote a series of T i.i.d. such random variables by ﬁl,T] = (V1,...,Vp) and their
respective realizations by oy ] = (v1,...,vr). An estimator 6(-) : {0,1}" — R for the
unknown bias b is a function that maps an observed sequence 0]y ] to some estimated

bias in [0, 1]. Two such estimators are presented next.

10.1.1.1 Bayes estimator for b

Given o]y 77, a sequence of T' ii.d. realizations of a binary random variable V' ~
Bernoulli(b), the Bayes estimator (-) for b is
_YuAl

L As opposed to public recommendation systems, e.g. Amazon ratings, where each recommendation
is available to the whole population.
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~

The Bayes estimator #(¥) is both the mean and the mode of the posterior distribution
(assuming a uniform prior for B). Equivalently, the Bayes estimator can be computed
iteratively as follows:

~ 1 ~ 1
0(”[1,t}) = <1 — H—Q) Q(U[t,”) =+ mvt, fOI‘ t = ]., e ,T. (102)

~

Note that 6()) = 3 which is consistent with B ~ U[0, 1].

10.1.1.2 The Exponential Moving Average Estimator for b

The Exponential Moving Average (EMA) estimator 6., (-) is parameterized by a prede-

fined constant ~:

T
O (T,17) = (1=7)70,(0) + > (1 ="y, (10.3)
t=1

where 6, (0) = 1/2. The exponential moving average “values” signals with higher indices
more than signals with lower indices, so it behaves somewhat like a moving average.

Equivalently, 0. (-) can be defined iteratively:
97(17[1,75]) = (1 — 7)07(6[1715—1]) + YUt fOI‘ t = 1, e ,T. (104)

If one compares the iterative form of the Bayes estimator 5() with the iterative
form of the exponential moving average 6,(-), they seem quite similar. The difference

being that 1/(¢ + 2) in (10.2) is replaced with a fixed constant 7 in (10.4).

10.1.2 Social Learning of the Unknown Bias Generative Model

A social learning process is established to learn the unknown probability b of some
future event F' occurring within some time frame. It is known that F' will occur with
some unknown probability b, where b was uniformly generated over [0, 1]. That is, we
may identify the occurrence of F' with a random variable V' ~ Bernoulli(b), taking the
value 1 if F' occurs and 0 otherwise.

Now, each of T' participating agents receives one binary signal v, the realization
of a random variable V; (identical to V as defined above, and independent of the
others). The T agents sequentially update (each in turn, only once) a posted probability

estimate. Namely, agent ¢ posts at time ¢ an estimate p, that may depend on the
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previously posted (outstanding) estimate p;—1 and its private signal v;. The resulting
posted estimate pr, an aggregation of the T agent’s private signals, is an estimator for
b, the unknown probability of F' occurring. Upon the last agent posting pr, yet a final

a realization of V takes place to determine the outcome F'.

To motivate rational agents, the quadratic scoring rule (9.4) is used to compensate
agents as follows: Sp(p) = 1—(1—p)? and Sz(p) = 1—p? defines the score attributed to
an agent posting a price p upon the eventual occurrence or no occurrence (respectively)
of the event F. For an underlying (‘true’) probability b of F' occurring, we denote by

Sp(p) the expected score related to a posted probability estimate p,

Sp(p) £ bSk(p) + (1 —b)SE(p) .

and we have for the quadratic scoring rule
Spp) =b(1—(1=p)+(1=b)(1—p*)=2bp—p°+1—b. (10.5)

Now, the net score of an agent that updated the probability from p;—; to p; (that is,
agent t — 1 posted p;—1) is Sp(pt) — Sp(pi—1) if F occurred and Si(p:) — S7(pi-1)
otherwise. Again, for an underlying probability b of F' occurring, the net score of such
agent is Sp(pt) — Sp(pe—1). Recall that the quadratic scoring rule (being strictly proper)

motivates the agents to post their best estimate of the probability of F' occurring 2.

If agents knew their position in the sequence, and all agents were rational, then they
could update the estimate for b using the iterative Bayes update (10.2). We consider the
alternative setting where agents are history independent, and that the order of updates
is a random permutation of the agents. In this case, agents cannot update the estimate
for b using the Bayes estimator — the t agent does not know how many updates have

been done, i.e., t — 1, and therefore does not know For reasons of symmetry, in

1
t+2°
this history independent setting, the update strategies of all agents could be identical,
since we know that the update cannot depend on the position in the trading sequence.
It is thus natural to consider exponential moving average updates. As we also assume
that agents participate only once, agent ¢ means the agent who updates at the t’th time

—

period. Let P;(V) be the random variable giving the distribution of the prediction of

ZNote that such posterior estimate should take into account the outstanding posted probability
estimate resulting from previous updates.
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agent t, i.e., py ~ P;. P, depends on ‘7[1,t] and how agents 1,...,t — 1 compute their

prediction.

10.1.3 Estimator Performance Metrics

A common metric for assessing the performance of an estimator is the Mean Squared
Error (MSE). Specifically, for Pr = 6(¥), an estimation for b we have that the MSE is

the sum of the estimator’s variance and squared bias:
MSE(Pr,b) £ Ey[Pr — b)?] = 0% (Pr) + 8%(Pr) (10.6)

where B(Pr) = Ey[Pr — b] is the bias of the estimator Pr = O(V) and o%(Pp) =
Es[(Pr — Ey[Pr])?] is its variance.
To assess the quality of the random variable PT(\?) as an estimator® of b we consider

the following properties:

e max, MSE(b, Pr): The worst case MSE, (providing a measure for the closeness

of a realized estimate p; ~ Pr to the true b.

e max; Proby(|Pp—b| > €): The worst case confidence §(€) of a desired e-accuracy.*
Quantifying the confidence-accuracy trade-off in terms of T and v where appli-

cable.

e Ep[MSE(b, Pr)]: The expected MSE, over the realization of b.

The following claim, a corollary of Corollary 13, indicates that in this social learning
setting, the performance of an estimator may also be quantified by the expected total

net score of the agents C(b, Py, Pr) £ E;[Sy(Pr) — Sy(Po)|B = b).

Claim 14. For a fixed b and initial price Py in a sequential social learning setting based

on the quadratic scoring rule,
MSE(b, Pr) + C(b, Py, Pr) = (b — Py)*.

Indeed, for a fixed b, by the above claim, the sum of the expected total net score and
the MSE of Pr is constant, implying that optimizing for total net score is equivalent

to optimizing for minimal worse-case MSE, the first metric above.

3To simplify notation we omit the dependence on V of the estimator Pr.
4And the related inverse, worst case accuracy ¢(d) of a desired §-confidence.
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o~

Revisiting the notation of Corollary 13, note that the Bayes estimator 6(-) is the
conditional expectation of the posterior distribution of B given the signals v. We
conclude that for any Bergman loss function (9.3), as shown in [20], the Bayes estimator
minimizes (among all estimators #(V)) the estimation error M E/ and is therefore our

key benchmark in assessing the performance of EMA estimators 6,(-) for v € [0, 1].

10.1.4 Notation

To simplify notation, we use the following abbreviated notation throughout the re-
mainder of this chapter. The process we consider has two stages, first, a random choice
b ~ B is sampled. Following which, signals tj; 7} ~ VT are generated. We consider
expectation of two kinds: expectations over the realization of @}, 7 for a fixed b, and
the joint expectation over both realizations of b and ;7).

Therefore, for any random variable X, we use the notation E(X) £ E;(X|B = b)
for taking the expectation over V while conditioning over B = b. The notation Ep(X)
and F By means taking the expectation also with respect to B. Similarly, we use the
notation Pr(X) £ Pry(X|B = b), i.e., the conditional probability given B = b of the

event X.

10.2 Estimator’s Performance

In this section we study the basic performance measures for the Bayes estimator and
EMA as a function of T, the total number of agents. We first compute the worse case
MSE and high probability deviation for the Bayes estimator and the EMA estimator
(for a general 7). Those results would be particularly handy when we later compute
for specific values of v and this will allow us to measure the performance in such cases
and compare them to the Bayes estimator.

Later in this section, we compute the value of v that maximizes the expected profits
of the agents in a social learning process that is based on the quadratic scoring rule,
and study its performance. The main goal is to show that the loss due to the restriction
of the agents to use EMA is rather minimal, assuming a non-strategic behavior of the
agents. This would be especially important in the next section where we consider the
equilibrium under the assumption of strategic agents. It will allow us to compare the

performance that results from limiting the agents to use a dictated v for the EMA
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versus the performance due to the strategic behavior of the agents.
We start with the analysis of the Bayes estimator, which is optimal as mentioned in
Section 10.1.3 and therefore a natural benchmark. Before stating the first key theorem

of this section, we need three technical lemmas. The first is McDiarmid’s inequality.

Lemma 15 ([86]). Let the function f: Dy X --- x D, — R satisfy for anyi € 1,...,n

sup | f(z1, .. xn) — (@1, i1, Ty Tig 1y - -5 T0)| < G
Tl sy Ty

Let Xq,..., X, be independent random variables, where X; € D;. Then
Pr(|f(X1,..., Xp) — E[f(X1,..., X,)]| > ] < 272/ (Eimed)

The second lemma is a bound for the worse case probability (over possible values

of b, the expected value of each of the signals {V;}/_,) of e-deviation of an estimator

o~ -

Pr=0(V) from b.

~

Lemma 16. For any estimator Pp = (V) and any b € [0,1], define
Buw = max |E(Pr) —b| , then
mgmer(|PT —bl>¢€) < mgxPr(|PT — E(Pr)| > €— fuw) -
Proof. Fix € > 0. For any b € [0, 1] and any p; (a realization of Pr) we have
lpr — b = |pt — E(Pr) + E(Pr) = b < |pt — E(Pr)| + |E(Pr) — b < |pr — E(Pr)| + Bu

Therefore, the event |Pp — b| > € implies the event |Pr — E(Pr)| + fw > €, and we
conclude that for any b € [0, 1], Pr(|Pr —b| > €) < Pr(|Pr — E(Pr)| + Buw > €).
Finally, since the above holds for any b € [0, 1] it holds for b* £ arg max;, Pr(|Pr —

b| > €) and we get

mgxxPr(\PT —b| >e€) < Pr(|Pr— E(Pr)| >€e— 3,|B=0")

< m?XPr(]PT — E(Pr)| > €— PBuw)
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The third lemma is a computation of the expected score® (10.5) of an agent using

the Bayes estimator in the social learning process.

Lemma 17. For the Bayes estimator Pr = 0(V), and Py = 3,

1 1
E, =[20Pr — P2 =~ - — ~
By20Pr = P =3 6(T +2)

Proof. Recall that E[Vi] = b, E[V;V;] = b? for i # j, and E[V;?] = b. Also, we have

T
Eplb] = £, and Ep[b?] = 3. Using the Bayesian update Pp = %, we have

T T 2
1 Vit+1 D Vi1
E_ -[2bPr — P2 =E,, - 2bZt—1 - t=1
5 [20Pr = Pil =By g T +2 T +2

Th+1 T2 +T(3b—b?) + 1
:EB{2bT+2]_EB[ (T +2)2 ]
@23)T+1 (1/3)T?+ (7/6)T + 1

T+2 (T +2)?
1 1
3 6(T+2)

O

The following theorem establishes upper bounds on the MSE and high probability
deviation, for any value of b € [0, 1], and the expected MSE assuming a uniform prior
for b ~ B. The interpretation of a worse case upper bound is a guarantee about the
performance measures regardless of the realization b ~ B, in contrast to the expectation
over b ~ B whose guarantee is much harder to interpret given a specific realization of

be[0,1].

~

Theorem 18. For the Bayes estimator Pr = (17), for any b € [0,1],

(1) MSE(b, Pr) < 37775y

T
(2) With probability at least 1 — § we have |Pr — b| < TLH + 1;—7‘5, or equivalently,
Pr(|Pr —b| > ¢€) < exp(—2(e — ﬁ)zT) , and

(3) For Py = §, Ep[MSE(, Pr)] = 5tz

Proof. For the first claim (1), recall that MSE(b, Pr) = B?(Pr) + o(Pr). Now, we

B*(Pr) = (E(Pr) —b)* = (Tb+ ! b>2 = (}[;2217)2 ,and

have

T+2

SDisregarding the terms that do not depend on the estimate P;, those are canceled out when
computing the net score Sy(P;) — Sp(Pi—1)
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T T T
o (Pr) = o? (W> o (Zt=1vf> =LY ey = D)
T ( ;

T+2 T+2 T +2)? (T+2)2 "

where the last equality follows since each V; is a Bernoulli random variable with prob-

ability of success b. Taking the sum of the two expressions above we can see that

the maximum is attained for b = % resulting in an upper bound for the MSE of

T o1
(T+2)2 > 1(T+2)-

For the high probability bound (2), we first use McDiarmid’s inequality (Lemma 15)

~ -

as follows. Recall that Pp = 0(V') = TLH —|—ZtT:1 %HW This implies that the influence

of V; on Pr is abounded by ¢; = T%rQ Therefore, >, c% = ﬁ and we get:

—2¢2

Pr(|Pr— E(Pr)| >¢€) < ettt — ¢

—2e2(7+2)2 2

Plugging into Lemma 16, we get

1
ml?xPr(\PT — bl >¢€) < mftXP?’(!PT — E(Pp)| > e— m) < o 2e—725)°T

1
As required. The equivalent formulation is achieved by setting § = e 2= m52)T and

solving for e.

For the third claim (3), we have

Ep [MSEy (b, Pr)] = Ep ¢[Sy(Po) = Sp(Pr)] + Ep[(b — Py)?] (10.7)

1 1

= - —F_:[20Pr — P} = ———
5.7120Pr = 1 6(T+2)°

. (10.8)

where the first equality is by Claim 14, the second equality by the definition of the
quadratic scoring rule (9.4), and the last equality by Lemma 17. O

Next we establish bounds for the performance of the Exponential Moving Average
(EMA) as a function of the parameter v and the number of agents 7. Again, we first
need a couple of technical lemmas. The first, a closed form for the variance of the EMA

estimator.

Lemma 19. For the EMA estimator (10.3), 02(07(17)) = b(;:z)fy — b%:bhﬂ — )27
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Proof. For Pr = Hﬁ,(\_/’) we have

T 2
ElPf] = E <P0(1 —) ) (- ')’)T_tvt>
t=1
T
= F3(1 =) +2R(1-9TED_~(1-»""Vi]+ Z 221 = )2 BV
t=1 ij=1

The first term is a scalar. For the second term we have,

T
ED (1 —7) "] = fbel— - M:b(l—(l—y)T).

t=1 Y

For the last term, recall that E[V?] = b and E[V;V;] = b* for i # j. We have

T T T
Y PA-TTHEVV = Y P —y)TTEV Y+ Y (1 - )T HEV
ij=1 ij=1,i#] t=1

T
— Z,y ( 2T i— Jb2+2’)/ 2T 2t(b b2)

T
= <ny(1 T tb) +Z,y T t(b_b2)
t=1
O e ) N S € ek O el P
_<b7 v ) 1—(1—7y)? b1-b)
2T
= (1= (1-7) )b2+fyl_;l__77)b(1—b).

Also, E(Pr) = b+ (1 —v)T(Py — b) and we have E?(Pr) = b + 2b(1 — v)T(Py — b) +
(1 —9)?T(Py — b)% Finally, 0*(Pr) = E(P2) — E*(Pr) and we get

1—(1—9)*

y— D)+ (1 (1))

o?(Pr) =P3(1 — ) +26Py(1 — )T (1 — (1 = )T) +~

— (1 +2b(1 =) (Po = b) + (1 = 9)* (P — b)?)
gl
T2

+(1—~)2 <P02 — 2P — %5(1 —b) + b2 — (P — b)2))

——b(1—b)+b* — b+ (1 — )T (2bPy — 20> — 2bPy + 2%)

=5 b= = (=P T b1 )
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The following lemma provides closed form expressions for several expectations in-

volving the EMA estimator.

Lemma 20. For the EMA estimator Pp = 97(17)
(1) By p[2bPr] = 3+ (1 - 71" (P — 3)
(2) By pPH = gty + (1 =T — 3]+ (1 - V)QT(PO P+ 5)

(3) B p20Pr — P7] = gioty — (1= 1)1 (F§ = Po + gipy)

Proof. Note that E[Pr] = b+ (1 —~)7(Py —b), Eg[b] = 4, and that Ep[b?] = . We

therefore have

2 2
Ep, [20Pr] = Eyup[26* — 26°(1 —7)" + 20Py(1 —7)"] = 3+ - N (Py — )

proving (1). To prove (3), we use the derivation of E[P2] in the proof of Lemma 19

and average over b ~ B to get

Eg y[2bPr — P7] = % (1= )T (Py— 2) = P21 =) = Ry(1 =)7L = (1 = )7

3
1 Y
_g( _(1—’7)T)2—m(1—(1—7)ﬂ)
_4-3y 4 — 3

Finally, since E, [P} = E [2bPr] — E 5[2bPp — P7], (2) follows immediately from
(1) and (3) . O

We can now establishing performance bounds for the EMA estimator.

Theorem 21. For the EMA estimator Pr = 97(17), for any b € [0,1],

(1) MSE(b, Pr) < 3+ (1-7)*",

(2) With probability at least 1—6, we have |Pr—b| < (1—+)T+ \/m, or equivalently,
Pr(|Pr—b| >¢€) < exp(—QM) , and

(8) For Py = %, Eg|MSE(b, Pr)] = gy + (1 — 1) {3522 -

Proof. To bound the MSE in (1), we first take the expectation of Pp = 8(V) w.r.t. V

in (10.3) and rearranging we get E(Pr) = b+ (1 — )T (Py — b). We therefore have

B(Pr) = (E(Pr) = b’ = (1 =9)" (R~ b)* < (1 —)*".

Using Lemma 19, the bound (1) follows by maximizing the sum MSE(b, Pr) =
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B%(Pr) + o%(Pr) over b. For the high probability bound (2) we first apply Lemma 16
mgixPr(\PT —bl>¢€) < mgxxPr (|Pr— E(Pr)| > e—(1— 'y)T) . (10.9)

To further bound the right hand term of (10.9) above, we use McDiarmid’s inequality

—

(Lemma 15) as follows. Consider the definition (10.3) of Pr =60, (V)

T
Pr=PR(1—y"+> 1 -y""V.
t=1
)

Each signal V; contributes to Pr at most ¢; = (1 —)T~!. and we have

N
-

T
Dot =1t (1= =4 S = - (1) <y
t=1 t=1 t

I
o

Therefore by Lemma 15) we have
Pr(|Pr — BE(Pr)| > €) < e 2¢/20 ¢t < 72/,
and combining with (10.9) we get the desired bound,
max Pr(|Pp —b| > €) < max Pr (|Pr — B(Pp)| > e = (1= )") < o 2(e=(1-mT) /1y

Finally, for the expectation (3) we use (10.7) again and apply Lemma 20 (giving a
closed expressions for E [2bPr — P7] for EMA). O

The statistical consistency (MSE approaching 0 when 7" — oo ) of the Bayes estima-
tor is evident 6. EMA estimators 6.,(-) are consistent for v = w (#) (which guarantees
that (1 — )7 vanishes). Note also that if the agents know b (i.e., Pr = b) then
MSE(b, Pr) = 0 and the resulting expected score of the agents is E[(b — Py)?] = %
(assuming Py = 1/2. We may therefore interpret 5 — Ep ¢Sy(Pr)] = Eg[MSE(b, Pr)|

as the penalty to the agents of the remaining uncertainty regarding b.

10.2.1 Non-Strategic Agents

We now turn to study the performance of the exponential moving average estimator

—

0,(V) for a specific value of v, namely, the v that maximizes the total score of the

5This also follows from Theorem 18 above
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traders. This is not in equilibrium (we compute the equilibrium ~ later, and the two

are not the same). For a fixed v € [0, 1], the expected agent score is

T

@r(3,0) £ 2 S E(S)(P) — Si(P1)) = ISy (Pr) — S(B),
t=1

where the second equality follows by the linearity of expectation and the telescopic
nature of the summation.

To find the v maximizing the expected profit we can ignore the constants % and

Sy(Po) and then,

*
’7max

£ argmax Eg®r(v,b) = argmax E, .5,(Pr) = argmax E o (2bPp — P3),
8 8! ’ 8 ’

where the last identity is from (9.4), and noting that the additive term of 1 — b is
independent of ~y.
Theorem 22. For the EMA estimator Pr = 0,(V, 1)), and Py = 1/2,

N InT
Ymax = ﬁ + (bv where ‘(N S

Nl

Proof. From Lemma 20 we have that for the EMA estimator,

4 — 3y

4 —
aT(V)éEBJ?[%PT_PZ%}:7_(1_7)2T(P()2_P0+m

). (10.10)

4—
Now, Let 7(y) £ 6(2_33) = % — ﬁ, we have

ar(y) =r(M[L =1 =]+ (R~ F)(1 = 7)*
ar(y) =r' (L — 1= +2T(1 =) r(y) — (P — F)]
ap(y) =" (ML= (1 =2+ 4T (3) (1 = )* 7 =2T2T = 1)(1 = )* 2[r(7) — (P — )]
Note that r'(y) = —ﬁ and r"(v) = —ﬁ. For v € [%,1] we have
ap(7) < —;7(1 —272T) ¢ 2T2*2T+1(% - i) <0,

so the maximum value of ar(7) is at v = 3 which is included in the next case. For

v € [0, 4] we have r(y) — (Py — P}) > r(3) — 1 = & and also r(y) — (Py — F}) < 3.
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3+1nT

—34+InT

We consider two values of v: v = 5T

and v_ =
We have that (1 —~4)?T = =Ly and (1 —~_)*T = T' This implies that

Te3
/ / or 271 2 L2
ar(y+) = 7' (74) 1 = 1 =74) 71+ 2T (A =74)" T r(v4) = (B~ F)l < — 45 ta3 <0
Similarly,
/ / 2T 271 2 4 4 31
ar(y-) =1 (7=) 1= (1=y=) " 42T (A—7-)" 7 r(v-) = (Po—Fp)] > — oot ommt2e52 > 0
This implies that v .. € [v—,7+] O

Note that a similar proof applies to any value of Py € (0,1). It is worthwhile to
compare the resulting 7, ..., maximizing agent score using the EMA estimator with that
of the Bayesian estimator. In the Bayesian estimator the agent is aware of the history
and knows his location in the permutation, and when his location is ¢ he updates using
Ybayes = H% If we average over all the locations we have that the average update
magnitude is %Zthl tJ%Q = % Note that this is only a factor of 2 larger than the
resulting update maximizing total agents’ profit” using EMA.

Now, based on Theorem 21, we derive the following performance of the EMA esti-

mator O (V):

Corollary 23. For the EMA estimator Pr = Gmax(V), for any b € [0,1],
(1) MSE(b, Pr) = O('21) |
1
(2) With probability at least 1 — &, we have |Pr —b| = O( %) , and
(3) For Py =%, Eg[MSE(b, Pr)] = 2L — L.+ O(%)

Prrof Sketch. Note that (1 —~%,,)?T ~ 1/T, and that for v = 2L we have (1 — )T

1 or _ - :
7. Also, for v = f we have (1 —v)*" =e VT, Finally, the term ﬁ approaches
s

5 and the term m approaches - i5- Plugging the above in Theorem 21 yields the

—_

corollary. O

We can contrast the bounds with those of the Bayes estimator Pr = 5(‘7) The MSE
bound increased by a logarithmic factor O(InT) (from O(%) to O(*2L) and the high
probability bound increases only by a factor of O(y/logT). This logarithmic increases
show that the impact of the limitation of the updates to EMA is rather limited.

“Which by Claim 14 is the update minimizing estimator’s MSE!
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10.3 Strategic Agents

—

We consider the learning process with agents using the EMA estimator, 6,(V'), where
agents are strategic. ILe., we seek a value of « such that, for all ¢, given that agents
1,...,t — 1 compute their prediction using EMA with parameter v, then it is a best
response for agent ¢ to do likewise. Such a choice of v gives a symmetric equilibrium
for the more general setting where agent predictions use individual update parameters.

To find such a value of v, let A(7y) be the best response of an agent, assuming that
all other agents use update factor . (For brevity we will use A, when clear from the
context.) An agent arriving at time ¢t will update the outstanding prediction P;_; as

follows

Pi(v,A) = (1 = N)P—1(y) + A\Vi

where Pi_1(y) = P;—1(7,7) assumes that the first ¢t — 1 agents update using 6,,. Since

the agent does not know her location, her expected score is,

T

u(r ) = 2 3 By ISPy N) — Sy(Pra ()]
t=1

Therefore, an agent maximizes her expected score, given that all other agents update

using 7, by choosing the best response \*(7),
A () = arg max u(y,A) and in equilibrium A*(y) = . (10.11)

An update parameter that achieves equilibrium is denoted 7, i.e., A*(v7,) = 7¢,. Note
that we are assuming that the total number of agents T is known by the agents. Hence
the utilities and updates defined above may all depend on T' (e.g., 7;,(7)) which is
omitted from the notations for clarity when not needed explicitly. In Section 10.4.1 we
discuss the extension to the case where the agents have only a prior distribution over
the number of agents.

Aiming at the value of 7, (T') we first derive a closed form for A\*(7y).

Lemma 24. Let Pr = 07(17). For Py =1/2,

V2T + (1 —3)%(1 — (1 —v)*Da(y)

() = 29T + (1 —9)2(1 — (1 —%)*)a(y)

where a(y) = (1 — 7).



184 CHAPTER 10. HISTORY INDEPENDENT LEARNING

Proof. Recall that,
P(v,A) = A= A)Pa(y) + AV,

For A\*(7) to be a best response, we need to maximize
T

> By p20Pi(v,0) = PH(v,A) = Sp(Pr(7))] -
t=1

1
) =—
u(yA) = 7
Now, Since Sp(P;—1(7y)) does not depend on A, we only need to maximize
L I
=3 B 5 [26Pa (v, M) — By p[PRA (1. V)] -

T
t=1

Taking the derivatives w.r.t. A we have

d
aPt(% AN =Vi—P_1(v),

and similarly,

L P2(0,0) = 2R3 A P, V) = 2R N Vi~ P (7).

Therefore, to maximize u(7y,\) we need that

Nl

T
LHS = % Y Epp 26(Vi— Pa()] = 5 Y By 2P, ) (Vi — Pioi(v))] = RHS .
t=1 t=1

For the LHS, taking the expectation first w.r.t. V and then w.r.t. B we have,

T - . o T
LS = 15 Eao b= (1= (R~ 9] = (- PR )
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For the RHS we have
1 I
RHS — - Z Ep ¢12P1 (7, A) (Vs — Pu(7))]

T
- % D Epp (1= NPB(y) + AVi1) (Vi — Bi(7))]

+(1 -7t (PO - g) HA=mT <P°2 S 6?2_—3%)
ORI s

Then we have
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Putting it all together we get the equation

#41_7)% (p0_2> :)\L_(l_wﬂ <p _2>

3(2-7) T 3 3(2-7) YT 3
(] — 2T _

Simplifying, we conclude that A(v) is maximized only if

v _,2 1-(1-y* 4—3y
3 =A3 - 20-)(- 7)27—T <P02 - P+ 6(2_7)> : (10.12)

Setting Py = 3 in (10.12) and rearranging we get

T+ (1= 7)*(1 = (1 = 7)*)ay)

() = T+ (=21 = (1= )a(y) (10.13)
where a(y) = (1 — %) O

The following theorem derives the value of 77, (T') and shows that it gives the unique

symmetric equilibrium.

Theorem 25. Let Py = % and let v, be the update parameter in a symmetric equilib-

rium, then

. 1 6
’qu(T) = ﬁ - 6 ) and 6 S [07 T] )

and this is the unique symmetric equilibrium.

Proof. By Lemma 24, since in equilibrium we have A*(y) = -, we need

Lo VT (A=)’ (1 = (1= 9" Jaly)
29T+ (1 =7)*(1 = (1 =)*Na()

Reorganizing we get

T = (=P - - (1- 52 (10.14)

Now, For v < IH?T, the right hand side of (10.14) (RHS) is O(1) whereas the left hand
side (LHS) is O(%). For v > %, the LHS increases with v while the RHS decreases

with ~ therefore there is a unique equilibrium.
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First, we show that for v = \/% the LHS of (10.14) is larger than the RHS.

3T =5 > 3000 (152

since the three rightmost terms of the RHS above are less than 1. Second, we show

that for v = \1/% the LHS is smaller, for € > \/1% In this case, for the LHS of (10.14)
we have,
1-e?,_ (-6’
T = .
2T 2

For the RHS of (10.14) we have,
11— 1-e\2T 2
S(1- 153 1—(1— 6) ——E
2 AT V2T 2 - 1=

a7
o-85) (- 13 ()3 wi)

So we need that

1—c¢
l—e<l—e<1-12
(1—¢) 57
which holds for € > % O

—

We now revisit the EMA estimator Pr = 6,(V') performance for the equilibrium

T
update g, = \/% As in the case for non-strategic agents, note that (1 —fy;‘q)T ~ e_\/;,

and calculating similarly to the proof of Corollary 23, we derive the following corollary

—

of Theorem 21 for the case Pr = 0. (V)

Corollary 26. For the EMA estimator Pr = 0. (17), for any b € ]0,1],

(2) With probability at least 1 — &, we have |Pp — b| = O(T /4, /log(T) log(3)) , and
(3) For Py = §, EgMSE(b, Pr)] = ;7= +0(e™?T)

~

Comparing the bounds above with those of the Bayes estimator 6(V') and with the

— ~ - —

exponential moving average 6. (V). Both #(V') and 6. (V) achieve a mean square
error of O(%) VS. O(ﬁ) for the symmetric equilibrium. For the high probability bound
(2) the gap is between O(ﬁ) and O(ﬁ) This is both good news and bad news.
The good news is the process converges to the true probabilities even when agents are
unaware of the trading history (and use EMA updates). The bad news is that the

convergence rate deteriorates due to selfish strategic behavior.
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10.4 Extensions

Three separate extensions to the basic setting are considered. Analysis of the equilib-
rium update is presented for the case where the total number of agents is unknown
and for a setting in which all agents except one are fully informed (that is, have direct

access to all the signals). Finally, the utility gain for a single aware agent is analyzed.

10.4.1 Distribution Over the Number of Agents

An interesting extension is to assume further uncertainty, where even the total number
of agents, T, is unknown. It may be unrealistic to forecast the number of agents. A
more reasonable assumption may be a common prior over the number of agents. The
obvious question is how this additional uncertainty impacts our results. So, we want

to compute the symmetric equilibrium in this setting.

Theorem 27. For strategic agents that know neither their position in line, nor the
total number of agents, but share a prior on the total number of agents with E[%} < %,

the equilibrium update is 75, = O(y/E(%)).

Proof. We first establish the following condition for the update v}, of strategic agents

at equilibrium.

1—(1—9)*"

T ]p<fh775wt)7 (10'15)

(’Y;z‘st)2 =6(1— %Zst)BET[

where p(Py,v) £ (Py— )%+ 122(_23_1)) € (0,1). Repeating the derivation of Eq. (10.12)

from the proof of Lemma 24, we have that +}, , must satisfy

1-(1-9*
~T

4—3
¥ =2X—6(1 = A)(1 —7)2(Ff — Py + o)

602 _,y))ET[

] (10.16)

Since at equilibrium A = v we must have that the following expression is positive,

4 — 3
6(2—7)

1-(1—9)*
~T

6(1 = A)(1—7)*(F — P+ )ET ]

Now, since all the terms of the above expression except (PO2 —Po—i—%) are guaranteed

4—3v

to be positive, we must have p(Py,7y) = PZ — Py + 5= > 0 . Now, at equilibrium,

setting A = v = 7,5, in (10.16), and simplifying we get the condition (10.15). We
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therefore have
1—(1—7)T 1

) =e(ErlL))

We now need to show that v, is not too small. First note that by the above cal-

culations we can bound (vj;,)? < 2E[7] < 7. Therefore, 73, < 3 and we have
p(Po, Vi) = % . Substituting in (10.15) we get

/1 N2T
e N

O]

Note that by the Jensen Inequality,® the condition E[+%] < é implies E[T] > 8.
Namely, we are dealing with situations in which the agents assume there are not too few
of them (in expectation). Note also that the resulting equilibrium update parameters
is ©(y/E(%)), which is different from @(E(ﬁ)) Conceptually, this is very good
news. Recall that the Bayes update would have mean square error equal ©(E(1/T)).
This implies that the EMA equilibrium update 7}, ,, which is only square-root of that
quantity, has a mean square error of @(\/@), assuming that for a = \/?%) we

have E[Te T = O(4/E (%)) This establishes the following corollary to Theorem 21

part (1), for v, = O( E(%))

Corollary 28. If the Bayes estimator MSE is bounded by € then for agents in equiliria,
the mean square error is at most O(y/e + E[Te T]).

10.4.2 Single Unaware Agent

Assume all agents do the correct (fully informed, Bayesian) update 6(-), except for one
agent which is not aware of the history and his location. Such a setting assesses the
penalty of an agent not knowing its location. Alternatively, this measures the maximum
price that such an agent would be willing to pay to gain the information, in the extreme
case that all other agents know their location. One can view the unaware agent as a
late adopter of a technology that determines an agent’s location, and we compute the
penalty associated with this late adaptation.

Technically, this implies that when the unaware agent arrives at the process, the

price is set by the Bayesian update é(U) We now compute the v that maximizes the

8Stating that E[f(X)] < f(E[X]) for a convex function f of a random variable X.
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agent’s score. Let ¢t be the unaware agent, then we have,

1+ 30V

Pl =(1=)PZ +9%; and P2 = —=5

I

where Py = % The average profit of the unaware trader, assuming a uniform distribu-

tion over his arrival ¢ € {1,--- , T}, is,

Z — Sy(PEy)]-

H \

The following theorem establishes the optimal update parameter.

Theorem 29. The optimal update parameter ] for a single unaware trader model,

when Py = %, 18
InT
T+ 1InT

*

"=

Proof. First we compute

Ep p[20P)] =Ep 5[2b(1 = \)PE | + 2bAV]]

1+b(t—1)
b+b2(t—1) 9
=2(1 — A\)Eg|——————=| + 2AEB[b
(1 = VB[ oAE(Y
a2 =D/ 2, 2 1=
t+1 3 3 3(t+1)
Summing over ¢,
T T
2 2T 1—-XA)InT
ZE 2bP’Y :Zf 7_&
t=1 v i 3 3

The expected second moment is,

By pl(F))?] =Ep (1 = M2(PEZ1)% + NV2 + 201 = \)ViPE

)

—(1 = N2E (B2 + VB V2] + 2M(1 - NE,, p[ViPP ]
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We now compute each of the terms above:

By o[V =Enlb] = =
t—11, _ _
EBy[VtPEﬂ _EB,\?[WH}_’:_Z'?VT = EB[bl +tb_(:1 1)] - : +t _|(_t1 2 % a 6(t:- 1)
ENIED v AN
EB,\?[(PtEil)Q] —EB,V[ (t+ 1;2 I= (t+1)2 Epy [+ 2A ZV ;VZ ]
1 B e o2 St—1)+ 3t —1)(t—2)
= Bl 3 = 1)+ (¢ = 1)(t = 2)07) = L
1 1
T3 6(t+1)

Substituting the terms and summing over ¢,

We can now compute the expected payoff

T
2T 1-—2\ AT T InT
t=1

The derivative is,

InT T InT
= AT H+2\ = - ——
v =T +)\<3 6)

9 . . _ _InT
is achieved at A = T T O

and requiring U’ = 0 we get that the maximum

Recall that when none of the agents are informed, the utility maximizing update

parameter is % while if all the agents are informed and use Bayes updates then the

average update parameter is thT The update parameter above is a small step from

the update of all informed Bayesian traders to all uninformed EMA traders.

9Note that U” < 0.
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10.4.3 Single Aware Agent

This setting can be seen as the flip-side of the previous setting. Here we consider the
case that only a single agent is informed regarding his location. This models the benefit
that a trader can gain by being able to access his location. One way of gaining the
information is through buying it exclusively, the utility gain bounds the price the agent
would be willing to pay for such an information.

Technically, assume a single agent doing the correct (fully informed, Bayesian)
update 6(-), and all other agents (not aware of their location) are restricted to use
EMA 0, strategy and are either unaware or ignore the fact that a single agent is using
a different strategy. We define

1 ‘|‘E§:1V%

B
Pl =(1-9)P3+V;1 and P = D)

When the single aware agent is in location t his expected utility is F B7v[5b(PtB ) —
Sp(P1)]. We consider the average expected utility of the single aware agent, denoted
UT(’Yv Bayes)a iS)

T

1
ur (7, Bayes) = D EgplS(PP) = Sy(PLy)].
t=1

Theorem 30. For v = lg—g we have uT(lg—g,Bayes) = G(IH;T) and for v = \/% we

have uT(\/%,Bayes) = @(%)
Proof. Let up(Bayes) be the average expected utility of the agents using Bayesian

updates, i.e.,
|z 1 I
ur(Bayes) = > CPb, Py, Pr)=(b—R)* - T > MSE(b, P?)
t=1 t=1

where the first equality follows since the gain of the Bayesian agents is identical to the
cost to the market maker, and the second equality follows from Claim 14.
Similarly, let up(vy) be the average expected utility of the agents using EMA 97(‘7)

updates, i.e.,

T

T
1
UT(’Y) = T E C’Y(ba POaPT) = (b* P0)2 - f E MSE(b’ Pt'y)a

t=1 t=1
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where again, the first equality follows since the gain of the Bayesian agents is identical

to the cost to the market maker, and the second equality follows from Claim 14.

We first show

ur (7, Bayes) = ur(Bayes) — ur—1(7).

Let ¢ be the location of the aware trader.

T

ur(y, Bayes) = 3 By p[Su(PP) — Sy(P,)]
1 t;l .
=7 > By 3186(PP) = Sy(Po)l + = > Ep plSe(Po) — Se(P] )]
t=1 t=1
1 T—-1
=ur(Bayes) + T EB"‘/-’[Sb(PO) — Sp(P)]

~~
Il
—

=ur(Bayes) — up(y)

Using the identities for uy(Bayes) and up(vy) we have,

T
1
ur (v, Bayes) = — ;MSE(b, P)) — MSE(b, PP).
By Theorem 18 we have MSE(b, PP) = ©(1), and hence 1 ST MSE(b, PP) = o(h).
By Theorem 21 we have MSE(b, P)) = ©(12¢) for v = 8T and % "] MSE(b, P]) =
O™ 1), Similarly, MSE(b, P}') = 0(-) for v = —L and L7 MSE(b, P)) =

T Vi Nen
@(ﬁ) Combining the two bounds derives the theorem. O

When all agents are symmetric then the utility of an individual agent is @(%), since
the total utility of all the agents is constant. It follows from the theorem above that

the utility to a single aware agent is significantly higher. Thus, the value of knowing

1

the position is (about) ik

10.5 Summary and Discussion

The main results are further discussed in this section, followed by a short review of

related models and future reserach direction.
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Guaranteed accuracy
Expected Mean
for confidence 1 — ¢:

Update Worst case Mean Square Error: .
€(0) = argmin, maxy
process Square Error: EpMSE(b, Pr)
) ) Prob(|Pr — b| < ¢)
max, MSE(b, Pr) B uniform in [0, 1]
>1-6
Baves 1 1 1 /lg
Y A(T+2) 6(T+2) T+2 27

Exp. Moving Averages:

Symmetric

T 1 —2T 1 —V2r /log(T) log(1/6)
Equilibrium T e T72T—6 +0 (e ) (0] ( T )

wzl/ﬁ

Socially Optimal n n o (T) 1oa(1/3
i o+ - +0(h) | o/ DRl
= ( oT )
. 2-3
Arbitrary T+0-97 | g+ -7 | Jimi+ -7

Figure 10.1: Performance metrics for Exponential Moving Average (EMA) method versus Bayes
optimal benchmark for estimating (Pr) the unknown bias b of a coin. T is the total number of updates
and +y is the averaging constant of EMA. The mean squared error (MSE) in the second column is over
realizations of the signals Vi,...,Vp. The expectation in the third column is assuming a uniform
prior of b € [0,1] and initial prediction Py = 3. The values in this table come from Theorems
18,21,22, and 25.

10.5.1 Main Results

We considered three measures of quality for a predictor:

1. The worst case mean square error (for any choice of b € [0,1]). (Column 2 of

Figure 10.1).

2. The expected mean square error (where b is uniformly chosen in [0, 1] before the

signals are generated). (Column 3 of Figure 10.1).

3. The guaranteed accuracy for a given level of confidence. (Column 4 of Figure

10.1).

The rows of Figure 10.1 are for Bayes updates and various values of v for exponential

moving averages.

e Bayes update, this is equivalent to agents knowing the complete history, namely,
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Bayes

Exponential

Moving Average

Computing Bayes
Predictions P = (1 - H%) P1+ 5V

Incrementally

Computing Exponential
Moving Averages Po=1—=7)P_1+V;.

Incrementally

Figure 10.2: Bayes Update vs. Exponential Moving Average, uniform [0,1] prior,
po =1/2, V= Vi,...,Vp, where V; is the private signal to agent . Agent ¢ is the t’th
agent to act. Note the similarity of rows 3 and 4. Agents that do not know their index
cannot do incremental Bayes update.

the count and values of previous updates performed.

e Updates performed via exponential moving averages, in two settings:

1. Agents are strategic, and v (= \/% — see Theorem 25) is a symmetric
equilibrium.
2. Choosing v (= % — see Theorem 22) so as to maximize the social score.

By Claim 14, This is equivalent to choosing v to minimize the mean square

error.

We also give the general form of the estimators performance metrics for any value

of v (last row of Figure 10.1).

In Lemma 12 we prove that the sum of the agents’ net score (that is, the cost of
subsidizing the whole process) and the Bregman loss function (e.g., the mean square
error, when the quadratic scoring rule is used) always sums to a constant. This implies
that an extra expenditure of x as a subsidy to the information market means a reduction
of the same amount in the mean square error expected. Thus, one can view such
processes as information markets where the market makers pay (in subsidies) in return

for quality of information (reduction in the mean square error, or other Bregman loss
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function).

Now, comparing Row 1 (Bayes estimator) of Figure 10.1 with Row 3 (max profit
possible with exponential moving averages) suggests that agents lose little by restricting
their strategy space to exponentially moving averaging. Their total profit cannot exceed
that obtained by the Bayes estimator, and they are very close to this upper bound.
Le., the difference is O(%) This loss (in total agents score) is the consequence of
agents being unaware of the historical trades and using an exponential moving average
estimator.

Now, comparing Row 2 (symmetric equilibrium using exponential moving averages)
of Figure 10.1 with Row 1 (Bayes estimator) shows that the mean square error increases
by a @(\/T ) factor and that the error probability for a given confidence increases by a
@(T‘i) factor. Note that the mean square error still vanishes at a polynomial rate (in
T), and that, for any constant accuracy, the error probability remains exponentially
small.

Subsequently, we dealt with several extensions that include the following:

1. The number of traders 7" is unknown to the agents but is sampled from a known
prior distribution. We show that the mean square error, for strategic agents, in

equilibrium is y/e where € is the mean square error for the Bayes estimator.
2. We further consider two related settings:

e All but one agent do Bayesian updates, what should the outlier do? In-

tuitively, she should not value her signal too highly. The correct choice is

~ InT
TR T

e All agents do exponential moving average updates (with v = \/%), but one
agent knows her position in line. What should she do? What is the value to

the trader to know her position in line? Here, the correct choice is v ~ ﬁ

10.5.2 Related Models

Our setting can be casted'” in the model of partial information presented by [17].
The issues studied in [17, 58, 87] are how communication leads agents to revise their

posteriors until they converge, given that the agents have common priors.

1%Tn a somewhat non-standard use of the Aumann’s model, because there are aspects of the state of
the world that are not interesting in and of themselves, whereas in our setting agents are only interested
in the underlying probability of the event occurring.
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Other work discussing aspects of information aggregation among agents having
private information differ by the nature of the information to get aggregated. In [76],
addressing the impact of information on pricing, informed traders (insiders) and “noise”
traders are modeled, and prices are set by a market maker according to the aggregated
demand. The informed trader, aware of the impact of trades on prices, behaves strategi-
cally, thus, trades so that private information is incorporated into the market slowly in
order to maximize utility. Eventual convergence in probability of an information market
using market scoring rules is investigated in [94]. Their model, however, assumes that
all trades are public knowledge, and does not consider uncertainty regarding historical
trades. Moreover, the rate of convergence is not quantified. Convergence in informa-
tion markets with incomplete information is also considered by [54]. They consider
a version of Shapley-Shubik market games'! [112] where, in multiple rounds, traders
simultaneously submit bids, and market clearing prices are computed and revealed.
This repeats until convergence (if it converges, as characterized by [54]). Agents in this
model, however, are not utility maximizers (the only goal is to compute some function),

and therefore, contrary to our model, there is no notion of a strategic equilibrium.

10.5.3 Closing Remarks and Future Work

Inherently, in information markets, agents have private signals and trade options (or
make predictions) based upon incomplete information. Knowing the history of past ac-
tions makes a difference because it reveals much about the signals of other participants,
under appropriate assumptions (See [54], [78]). Our setting relaxes this assumption of
available history, and therefore also fits scenarios in which this information may simply
be unavailable.

Note that an agent having access to the actions history could use her own signal and
compute the optimal (Bayes) estimate for the bias b. The Bayes estimator is the best
possible in the sense that it minimizes the expected loss of any Bregman loss function,
see [20].

Let alone the whole history, even just the timing of the action (that is, the “po-
sition in line”) is critical. consider the first and last agents to act. The first to act

associates little value to the initial prediction (based entirely upon the common prior),

11n a somewhat unusual setting, where Bayesian traders indicate how much they are willing to
spend, but not how much they value the security.
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and accordingly values her own signal highly. Contra-wise, the last to trade has good
reason to assume that the current prediction (imperfectly) mirrors the wisdom of the
crowd and that her signal has much less importance. This reasoning is irrelevant in
our setting, where agents don’t know how many agents acted before them. Strategic
agents would decide on the their action based on their “belief ” on the way other agents
perform their updates, hence suggesting our analysis of equilibrium strategies for utility
maximizing agents.

Our analysis of history-independent social learning settings was mostly based on
the quadratic scoring rule. This raises the question regarding the socially optimal
and equilibrium updates resulting in settings where different scoring rules are used,
and any qualitative and quantitative differences (if at all). Conducting the analysis in
more general terms for families of scoring rules (e.g., based on their characterization as
Bregman loss functions) may also be the subject of future research.

Finally, the choice of strategy space for the agents is usually key in the analysis
of equilibrium in game-like scenarios. Future research allowing for strategies beyond
those assumed in our investigated setting (e.g., an update rate v that also depends on
the outstanding prediction) may result in different equilibrium (and socially optimal)

strategies, and, as a result, in different properties for the related predictors.
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This thesis investigated the usage of machine learning in different settings and
related robustness aspects. In the first setting, the Trading Agent Competition, a
model-light approach to the design of a competing agent in the TAC-AA game proved
to be top performing. Also, evidence of robustness of top performing agents to changes
in the synthetic game environment suggests the applicability of their strategies to real
scenarios. Furthermore, a new TAC game, AdX, was implemented as a platform for
evaluating the mechanisms used in the Ad Exchange setting, and evidence from the
first competitions conducted during 2014 provide insights regarding successful adver-
tiser’s strategies. In the second setting, Domain Adaptation, the methods of Robust
Optimization and the concept of Algorithmic Robustness are combined to derive a
generalization bound and a related Domain Adaptation SVM learning algorithm. The
last setting researched in this thesis, sequential multi-agent learning, is introduced and
shown to be robust to the unavailability of transaction history. That is, interpreting
the state of the social computation as a predictor of an unknown underlying random
variable, it’s performance in equilibrium is quantified and shown to perform compa-
rably to the optimal predictor having access to the full history. In what follows, the
main results of the thesis are detailed together with possible related future research

direction.

First, a simple model-light competing agent for TAC-AA was implemented, mainly
relying on the model-free RWM on-line-learning algorithm. Making it into the final
rounds of the TAC-AA 2010 competition proved the approach viable. In subsequent
TAC-AA competition, the agent performance was significantly improved by modeling
the TAC-AA user population distribution across states using the Particle Filtering
method. Contrary to other reported implementation exploiting the game specification,
ours was based on the model-free KNN algorithm for estimating the particle filter in-
puts. Due to the high inherent unpredictability in the TAC-AA scenario and related
diminishing benefits of modeling improvements through Machine Learning, our simpli-
fying approach proved to be as successful, eventually winning TAC-AA 2013. To cope
with the relatively high estimation errors introduced by using KNN for particle filter
inputs, an unorthodox exploration-exploitation particle-advance method was used, in
which a small randomly chosen subset of the particles are not advanced and kept for
the subsequent time step regardless of the observation. Theoretical analysis of this

method is challenging and would be a very interesting future research.
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Aiming at an assessment of the applicability of strategies employed by success-
ful TAC agents to real scenarios, an empirical study of the robustness of TAC-AA
agents was conducted. A series of experiments that varied different underlying game
parameters (the competing agents being unaware) provided surprising evidence for the
superior robustness of the top performing TAC-AA agents. This is surprising since
one could expect that the high performance is due to fitting the strategies to the game
spec, making such agents vulnerable to modeling mismatch. Therefore, the robustness
results suggests that the strategies may be universally successful in a sense and appli-
cable to more complex and unpredictable scenarios, such as those taking place in real
settings. Another result obtained in this thesis regarding the TAC scenario is the abil-
ity to identify agents and predict their profitability by simple machine learning using
agents’ behavioral attributes (e.g., agent bidding activity, distributions of some events
for different query types, and resulting ad position). Principal Component Analysis
(with only two principal components sufficing) was used for agent identification, and
3-Nearest Neighbor for profit estimation. Associating the agents robustness and this
characterization is left for future research, as also ways to use it as part of a TAC-AA

competing agent’s strategy.

Finally, for the TAC setting, a new TAC game for the Ad Exchange setting - TAC-
AdX - is introduced and implemented, with competitions taking place during 2014.
The game simulates key elements of the Ad Exchange setting (e.g., users of different
types visits to publishers’ web sites, impression opportunities announced and auctioned
at the Ad Exchange, campaigns being allocated to advertisers) and competing agents
implement that advertisers strategies aiming to acquire and execute targeted marketing
campaigns. As with other TAC games, TAC-AdX provides a platform for evaluating
in conjunction different competing agents strategies as well as alternative implemen-
tations of the underlying mechanisms of the scenario (e.g., the auction performed at
the Ad Exchange, the pricing of information regarding users’ attributes by dedicated
third-parties, and the reserve price setting by the publisher). Reports by teams that
implemented agents for the first TAC-AdX competitions suggest the effectiveness of
some real-world methods for the TAC-AdX game, although a methodological evalua-
tion of applicability of successful strategies by TAC-AdX agents to real setting (e.g.,
through robustness, as done for TAC-AA) is left for future research. Another natural

follow-up research may include the empirical evaluation (given implementations of com-
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peting agents) of alternative schemes for implementing a related TAC-AdX mechanism
(e.g., reserve price optimization by the publishers).

Next, the Robust Optimization approach is used to derive a generalization bound
and learning algorithm for the Domain Adaptation setting. A measure of discrepancy
(A\-shift) between distributions is introduced, allowing its incorporation into a related
generalization bound (Theorem 11). Furthermore, interpreting the prior knowledge re-
garding domain discrepancy and Algorithmic Robustness requirements as constraints on
a related optimization program for learning a classifier, fits into the Robust Optimiza-
tion framework and results in Domain Adaptation variants of SVM for classification
and regression that are inherently Algorithmically Robust, with the dual formulation
(8.17) suggesting a re-weighting interpretation. Natural extensions of this work as part
of future research include the application of similar methods to other Algorithmically
Robust learning algorithms (e.g., PCA), and the analysis of optimal space-partition
methods (over which the A-shift metric is defined) which were left out of the current
research.

Last, this thesis considers the social learning setting, where a chain of agents (that is,
a common computation propagating through a chain of communicating agents) seek an
estimate of the probability, b, of some future binary event, based on private independent
signals (each a realization of a binary event having the same underlying probability b).
This research introduces strategic behavior to current models of influence propagation
in social networks and provides a prescription for combining the private signal and the
preceding agent’s advice, quantifying the resulting performance (in equilibrium) of the
Exponential Moving Average (EMA) strategy vs. the optimal achievable using Bayes
updates (that is, having access to the full history). The quality of pp, the prediction
of the last agent along a chain of T agents (which may be viewed as an aggregate
estimator of b that depends on the private signals of T agents) was studied and shown

to be as follows

e (Theorem 18) When agents know their position in the sequence, the expected
mean square error of the aggregate estimator is @(%) Moreover, with probability

. , . : In(1/5)
1 — 6, the aggregate estimator’s deviation from b is © ( T).

e (Corollary 26) If the position information is not available, and agents are in equi-

librium, the aggregate estimator has a mean square error of O(%) Furthermore,
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with probability 1 — ¢, the aggregate estimator’s deviation from b is 0] ( %)

Extensions of the model are also analyzed for the cases where the total number of
agents is only available through a common prior (the equilibrium update for this case
is given in Theorem 27), for the case where there is only a single unaware agent (the
optimal update rule for the single agent is provided in Theorem 29), and for the case
where there is only a single aware agent having access to the full history (Theorem
30 quantifying the performance of the related resulting estimators). Future research
directions for this setting include dealing with other Bregman-based losses beyond the
quadratic loss analyzed in this work, and considering the resulting equilibrium for richer
strategy spaces for the collaborating agents (in the most general case, where the agents’
update may arbitrarily depend on the outstanding prediction and their signal), beyond

the linear updates assumed herein.
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