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Natural languages distinguish between count nouns like boy which can be counted, shown in English by the possibility to combine them with numerical modifiers - e.g. , one boy, three boys: - and mass nouns like salt which cannot be counted, shown in English by the impossibility of modification with numerical modifiers - e.g. #one salt, #three salt.  While it is possible to express this difference in the grammar solely by uninterpreted features [± COUNT],  the semantic tradition that I belong to assumes that the distinction is a semantic distinction which is expressed in the denotations of the nouns in question:  that is: count nouns are count, because their denotation consists of entities that we can and do count, while mass nouns are mass because their denotation consists of enitities that we cannot and do not count.  The fundamental semantic question then is: what is it about the denotations of count  and mass nouns that makes the contents of the first but not the second countable?  In short:  why can we count boys, while we cannot count salt?

The literature on mass nouns contains a variety of proposals for the answer to this question.  Most of these proposals take what I call a vertical perspective:  look down in the denotation of the count noun, and you will see clearly and distinctly at the bottom a set of elements that are eminently suited for counting the denotation of the noun; look down in the denotation of the mass noun, and you will not see a similar set, either because it is not there, or because the mass noun denotation lacks the means of seeing it.  


In this paper I will propose an alternative, horizontal, perspective.  On the theory developed here, the reason that you can't count the denotation of mass nouns is not that you don't see any countable entities, or not enough of them, but that you see too many.  
The basic idea about the mass-count distinction is that mass is a perspective on the world as made of stuff that can be liberally scrambled without losing its identity, whereas count is a perspective on the world  that resists liberal scrambling.  
I will assume a pretty standard perspective on count nouns, whereby (in context) the denotation of a count noun is generated by and counted in terms of a unique set of mutually disjoint minimal parts.  Such a set I call a variant.  The idea about mass nouns is that their denotations are (liberally) closed under variants, where the variants correspond to rearrangements or scrambles of the part-of structure.  The mass noun denotation can be seen as generated simultaneously by different variants, different sets of mututally disjoint minimal parts, which can be seen as scrambles of each other.  On this perspective, counting the denotations of mass nouns in terms of minimal parts is not appropriate, since you couldn't avoid counting the same things many times over.   
The paper is structured as follows.  I have separated the development of the theory (which is done in part One of the paper) from the discussion of alternative proposals (part Two).   In section 1.1. I  introduce the idea of variants and of mass noun denotations as closed under variants.  This idea is formalized in section 1.2, and in section 1.3 I argue that we can succesfully build a semantics for mass nouns on these denotations.  In section 1.4. and 1.5 I formalize the mass-count distinction and propose a grammatical framework incorporating it.  In 1.6. I come back to the notion of scramble and argue that mass entities and count entities have different  cross-temporal identity conditions, and that this leads to empirically detectable semantic differences even for close minimal pairs like hair/hairs, against the claims of Pelletier and Schubert 1989 and Chierchia 1998.    

In the second part I discuss various alternative ideas about what makes mass nouns non-countable.  In 2.1. I argue in favor of denotations of mass nouns that are generated from minimal parts, and hence against theories that analyze the mass-count distinction in terms of the presence or absense of minimal parts in the denotation of the nouns.  In 2.2. I similarly argue against characterizing the mass-count distinction in terms of the presence or absence of (Boolean) atoms in the denotation of the noun, and with that against the idea that counting is counting of (Boolean) atoms.   In section 2.3 I argue that standard notions of vagueness cannot by themselves create the mass count distinction, because the vagueness in question is found for mass and count predicates alike.  I argue that it is possible to analyze the mass count distinction as a form of higher order vagueness, vagueness of the part-of relation, because it is possible to understand  my own proposal that way.  Finally, in section 2.4. I discuss the proposal in Chierchia 1998. 

PART ONE: A THEORY OF MASS NOUNS AND COUNT NOUNS
1.1. VARIANTS
1.1.1. Salt

To begin with, I will set up a little model for discussion.  Let us assume that we have a liquid, say, pure water, and there is salt in it, say, to keep the models small, two molecules worth of it.  The salt is kitchen salt, sodium chloride, NaCl.  In the water are two sodium atoms, which I will call Na1 and Na2 and two chlorine atoms,  Cl1 and Cl2.  We have two predicates of atoms, SODIUM and CHLORINE, and clearly,  the denotations of these predicates in the domain B, which represents this situation, are:

v SODIUM bB    = { Na1, Na2} 
v CHLORINE bB = { Cl1, Cl2} 
Now, I am interested in the denotation of the predicate SALT, sodium chloride in the situation sketched. 
Let us assume our domain B is a Boolean algebra and let us take the four atoms that we have specified as the Boolean atoms in B.  The Boolean algebra generated by these atoms will have sixteen elements.  In the generated structure we can then define the denotation of salt, sodium chloride, in accordance with its chemical formula:  salt consists of sodium and chlorine and nothing else, and it contains as much sodium as it contains chlorine.  

There are several respects in which this is inadequate as a definition of salt, and I will comment on that shortly.  But for the purpose of exposition, I will take this literally:  for the moment, I will not acceptt something as salt if it doesn't contain as much sodium as chlorine, or if it is infected with something else, nor will I, for the moment, require more structure in order to count as salt.     

For any element  b of B, with set of atoms ATOM and ordered by part-of relation v, we define: 
ATOM(b) = {a 2 ATOM: a v b}.  
And with that we define the denotation of predicate SALT in B in accordance with the chemical formula as:  

v SALT bB = 
{ b 2 B: ATOM(b) µ v SODIUM bB ( v CHLORINE bB and
              | ATOM(b) ( v SODIUM bB  | =  | ATOM(b) ( v CHLORINE bB |  }

According to this definition, the elements that are SALT are the black circles in the Boolean algebra below:

● Na1tNa2tCl1tCl2
o



o

o

o

o        Na1tCl1
●     Na2tCl1 ●      Na1tCl2 
● 
     
● Na2tCl2      o

o

o

o



o

NA1               Na2                   Cl1                                            Cl2    


        0
●   

Now you should see that there is something very peculiar about this structure.  Let's say that I got the solution by putting two molecules of salt in the water.   The top element of the Boolean algebra, Na1tNa2tCl1tCl2, is, presumably, what corresponds to what I put in the water.  That is, it should be worth two molecules of salt.  But, as we see in the structure, the denotation of SALT has four minimal elements, each of which is worth one molecule of salt (that is, it is in the extension of SALT, and consists of one Na atom and one Cl atom).  

Very peculiar, we put in two, and get out four…

We see more peculiarities from a semantic point of view.  The denotation of SALT doesn't itself form a Boolean algebra. In fact, it doesn't form an algebra, since it isn't closed under the operationso of join, t, and meet, u, of the algebra.  And this means, semantically, that the principle of cumulativity doesn't hold for this mass denotation. And cumulativity is a standard assumption about the semantics of mass nouns:  when you have salt, and you add to it salt, you get salt.  

This principle is not valid in the structure given here:  
Na1tCl1 2 v SALT bB and Na2tCL1 2 v SALT bB, but 
(Na1tCl1) t (Na2tCL1) ( v SALT bB.

Related to this is a problem of restriction.  
Let us take the standard semantics of the σ operator as the interpretation of the definite article the:


vσPbB =  t(vPbB) if t(vPbB) 2 vPbB; undefined otherwise   
Now suppose that an element is yellow if it has Cl1 in it, but not Cl2 (where yellow is, of course, a technical term in chemistry).  Then the denotation of YELLOW SALT is {Na1tCl1, Na2tCl1}.  This set is not closed under sum.   This means that the definite expression the yellow salt is undefined:

σ(YELLOW SALT) is undefined, because 
(Na1tCl1) t (Na2tCL1) ( v YELLOW SALT bB.

This is strongly at variance with what is standardly assumed about the semantics of mass predicates.  Researchers like Bunt 1985, Link 1983, Lønning 1987, Landman 1991, Chierchia 1998, and many others, assume that the denotations of mass predicates form Boolean algebras, or at least join-semi lattices (meaning that they are closed under sum).

Note too that the problem isn't just that the denotation of SALT doesn't form a Boolean algebra under the operations of B.  The denotation of SALT as given here has six elements, and no Boolean algebra does, so we couldn't even endow this denotation with a different Boolean structure.  

There is an obvious way of solving all these problems.  I call it the reductive strategy.  It is simple and, one would think, intuitive.  I put two molecules of salt in the water.  Say, they were Na1Cl1 and Na2Cl2.  The reductive strategy tells us the obvious:  you had two actual molecules before putting them in the water, you have two molecules after putting them in the water.  It is a mistake, on the reductionist view, to consider the salt as composed of four molecules.  Two of these can only be virtual molecules, not actual molecules, since they are recombinations of what we put in the water.  There aren't four molecules, there are only two.  Thus, we simply form a Boolean algebra, by reducing the denotation of SALT of the above model, according to physical reality.  This gives us the obvious four element Boolean algebra (ignore the angles that the fat lines make and only look at black dots).
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Now the denotation of SALT, real salt, is well behaved:  salt plus salt is salt, and the yellow salt is just Na1Cl1.  So our problems are solved.

But are they?  


Remember, I assumed that we had a solution, water, and there was salt in it, two molecules worth of it.  The reductionist strategy tells us that the salt dissolved in the water is built from two molecules of salt.  But which two molecules?
The salt is dissolved in the water.   The physical picture is as follows:











In this picture the sodium atoms are represented as circles, the chlorine atoms as squares and the water molecules as suns.  This picture represents the physical reality of salt dissolved in water, as we understand it.  The picture tells us that there is two molecules worth of salt in the water.  But physics actually doesn't tell you which two of the four combinations which would make one molecule of salt are real molecules and which two are virtual molecules.

Note that this is not a matter of vagueness.  If it were, the situation would be that two of them are real, two are not, but we don't know, or it is indeterminate which two.  But the physical reality is that the salt is not in molecular form in this solution, even though there is two molecules worth of salt.  And the semantic reality is that sentence (1) is true:

(1) There is salt in the water.
But then, if we take physical reality seriously, we must deny the physical motivation for the reductionist model.  It does not correspond to physical reality.     What corresponds to physical reality in this example is one of two options:  

The first is: none of the molecules in the Boolean algebra exist in the physical sense,  that is, none of these four molecules exist as actual salt.  So we should remove them from the denotation as salt.  But then, we should remove the top element as well: if its parts don't exist, the sum doesn't either.  This means that there is no salt in the water, at least, not in the sense that we thought there was.

But, of course, there is salt in the water, just not in the form of actual physical molecules of salt.  So we need a second option.  It seems to me that for each of the four combinations, Na1Cl1,  Na1Cl2, Na2Cl1, Na2Cl2, a plausible case can be made that it counts as a legitimate part of the salt in the water, a part which itself is salt.
1.1.2. Naturalistic constraints on mass denotations.
The definition of salt that I started out with is obviously inadequate, because it disregards physical structure.  No sane person would count the sum of an Na atom in my spine and a Cl atom on Jupiter as a physically existing salt molecule.  Yet, the model of Boolean sums counts anything as salt as long as the ingredients and proportions are right.

Or, to give a different example, simply because my body contains lots of atoms of all sorts of kinds, it also contains atoms that could be put together to form cyanide.  However, this doesn't mean that my body contains lots of cyanide.  These atoms obviously don't stand in the right relation.   But on a definition of cyanide along the above model, any such  sum of the right kind would count as cyanide. 

This is, of course, not correct, so let me be clear.  I am not trying to define salt in this paper.  About the definition of salt, I will take a naturalist position:  You and I decide whether something is salt or not.  I will assume that you and I agree that – in the above situation - there is salt in the water, and, since you are pedantic about these matters, I will assume that this means that there is an equal proportion of sodium and chlorine.  I will accept with you that, while the mass entity in the water is salt, and is composed of sodium and chloride, not every logical sum of sodium and chloride counts as salt  by your definition.  It so happens that the mass entity in the water is salt on your definition.

Moreover, you happen to have a robust sense of reality, which I am going to share.  Take an Na atom which is not part of the mass entity that you count as salt, and take one of the Na atoms that is part of the mass entity that you count as salt.  Now make a thought experiment:  make a transformation that preserves physical relations: cut both Na atoms out of their physical environment, and switch them, making sure that in the process they take on exactly each other's physical relations.  That is, the transformation preserves physical structure.

If you were able to do this, you would probably accept, as the physicist you are, that the resulting mass entity in the water is also salt.  But, since you have a robust sense of reality, you would not count the resulting mass entity as the same mass entity as the one you had before: it has different parts.  Of course, it may be the same thing in a cross-temporal sense (like Heracleitos' river), but it's not the same mass entity.  

I will share this robust sense of mass identity, and it is enough to tell us that there isn't lots of cyanide in our body.  Look at the cyanide there is in our  body.  By doing the kind of substitution described above, we could take an assorted lot of the right kind of atoms which are scattered in our body, and substitute them into the actual cyanide in our body.  This brings them together as real cyanide, if we preserve physical structure, but the resulting cyanide is not part of the actual cyanide in our body, it would be a different mass entity.  So the scattered atoms do not together make actual cyanide, not directly, and not through substitution. So, no there isn't lots of cyanide in our body.

Coming back to the situation sketched in the previous situation:  I assume that we are given a mass entity that by independent criteria we classify as salt, and we assume that it consists of the atoms it consists of, and that it doesn't have any parts that aren't built from the atoms it consists of.  

Then still there is the question of what the parts of this salt are.  And, as I said above, it seems to me that for each of the four combinations, Na1Cl1,  Na1Cl2, Na2Cl1, Na2Cl2, a plausible case can be made that it counts as a legitimate part of the salt in the water, a part which itself is salt.

1.1.3. Cross temporal scrambles.
We now consider another thought experiment.  Let us ignore the salt, and focus on the water.  The water is, of course, H2O, and the stars in the picture are really Mickey Mouse molecules of the form:

The water is in the solution in molecular form: we have molecules M1 and M2 (and many more  besides, but we will focus on these two).

   H1

   H2
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M2         H3

     H4

        O2  

We assume that these molecules are far apart in the water, they're not interacting.  It seems that the physical reality is that we don't have a molecule O1H3H4 in the water, even though that satisfies the chemical formula of water, and would be in the denotation of water on the model we started out with.  In other words:  we assume that M1 and M2 are really existing molucules of water, but O1H3H4, the oxigen atom of M1 and the hydrogen atoms of M2 do not themselves form a molecule of water.

I accept that, but this concerns, of course, the count predicate molecule of water.  The question I am concerned with is:  does that mean that O1H3H4 does not count as water?   And my answer is:  not at all, it may well count as water.HH 

Let us do the same thought experiment as we did before with the cyanide, but now between parts of the water.  Let H1 and HHH3 change place, and H2 and H4, while preserving all physical relations.  The result would definitely count as water, physically.  It has the same physical relations as the original water (we made sure in the thought experiment to preserve all relevant quantum numbers), that is, it has exactly the same physical structure, and it has exactly the same parts as the original water. 
The difference is that, unlike in the case of the cyanide, I do not see that I must regard the result of this structure preserving transformation as a different mass entity.  I am perfectly happy to assume that it is the same mass entity, the same stuff, after, it's water, and it has the same parts as before.

I will call the result of applying a structure preserving transformation to the parts of a mass entity a cross-temporal scramble of the mass entity.  I call it cross-temporal because the thought experiment involves moving parts in space-time.  
1.1.4. Variants.

The result of applying a structure preserving transformation to an entity produces, of course, a different part-of structure from what we had before.  The basic idea of the theory of mass nouns that I will be trying to develop here is that, even without actually doing the scramble, you can see the part structure that would be produced by the cross-temporal scramble sitting there in the original mass structure.  That is, the parts are, admittedly, not sitting  in the right place, in the right locations, but they are all there, and you can see how they assemble to give you a cross-temporal scramble.  

What does it mean that we can see the part structure of the result of scrambling without actually doing the scrambling?  I take it to mean that we recognize the part-of structure of the result of scrambling as already expressed in the original structure.  And that means that the part-of relation on the mass entity as it is is richer than we thought.     We did not want to recognize the scattered water molecule 
O1H3H4 as a proper part of the water.  But it forms a legitimate part of the same water in a scramble, and I propose to encode this in the part-of structure of the water as it is by making it a legitimate part of the water as it is.  I will call cross-temporal scrambles that are already recognizable in a mass denotation variants.  The idea then is that in a given mass denotation you may already recognize different variants.  

How should we think about this?  Go back to the picture for salt, and let's start with a reductionist analysis.  So we assume that the denotation of salt is, say, {0, Na1Cl1, Na2Cl2, Na1Cl1 t Na2Cl2}, and we assume that this is a picture of physical reality, so every part of this set is sitting in the location where it is actually sitting in physical reality.  Here is a picture of how the salt may be located in space:
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Now, a legitimate scramble of this structure would be:
SCRAMBLED REDUCTIONIST SALT:
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Here Cl1 and Cl2 have interchanged position.
The claim that the structure of scrambled reductionist salt is already visible in the original structure of the parts of reductionist salt, means that the part-of structure of reductionist salt and of scrambled reductionist salt were already present when the salt parts are not scrambled:
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I will call reductionist salt and the structuring of its parts that corresponds to the structure of scrambled reductionist salt variants.  And I am proposing that mass entities are closed under variants, stuff is closed under variants.


A variant, then, has the same structure as a cross-temporal scramble.  But the the properties of the elements of the scramble, like their location, are not those that they have in the cross-temporal scramble.   


In sum, then, even if physical reality were to tell us which salt molecules are real , say, in a salt crystal,  I will still assume that the mass denotation includes scattered salt besides that.  And as we have seen, with salt dissolved in water, physical reality itself is probably more scattered than the reductionist model allows.
1.1.5. Liberal closure under variants.

I am not denying physical reality, I am not denying that H3 is actually sitting inside M2 (well, in as much as that is an adequate physical picture in the first place).  
I can represent that by assuming what I will call a start variant as a frame of reference, which we can think of as a neat picture of reality.  The start variant is really what the reductionist picture gives you.    In the start variant H3 is sitting inside M3, in fact, the start variant is a postulate about where  everything is sitting.  The start variant is where you and I decide to agree what the parts of the salt or the water are.  But I will assume that when we regard salt or water as stuff, we make the picture less neat, in fact, messy:  we don't care to distinguish between variants, and accept them as the same stuff.  And we do this by closing the mass predicates under variants for the start variant.
Thus, even if the salt is in crystaline form, and we decide in the start variant that it is built from molecules Na1Cl1 and Na2Cl2, closure of the predicate salt under variants gives us all four salt molecules in the denotation of salt, and since I do not care which variant the salt stuff, as a mass entity, is made out of, I will accept that it is, so to say, made out of all of them.   
The notion of variant is dependent on a notion of structure preservation.  For the sake of the physical example here, I have taken the strongest notion of structure preservation I could think of. to show that even with that notion we can make a case for variants.

But I assume that in practice, the notion of structure is context dependent and variable.  Even for mass nouns like water and salt I assume that, in practice, we use a notion of structure to be preserved to count as the same stuff which is much more liberal, and for other nouns like furniture the notion is likely to be highly context dependent.  

Think about the mass noun lego, which is like furniture.  You have built a castle from lego pieces.  The lego forms a castle.  But the same pieces could be rearranged to form a bungalow.  If you were to do the rearrangement, and form the bungalow, you would say that it's the same lego you had before.  At present, though, it forms a castle, and not yet a bungelow.  At present the lego forms what we could call a scattered bungalow.  The main idea about the mass-count distinction that I want to develop in this paper is that the crucial difference between mass nouns and count nouns lies in this notion.  We have a castle, and not a bungalow.  These nouns are count nouns.  A scattered bungalow does not itself count as a bungalow when its parts are arranged as a castle, nor does it count as a castle, because the part-of structure implied by its bungalow nature is not realized.  But the castle and the scattered bungalow do count simultaneously as the lego at the present moment,  they are variants, variant arrangements of the parts of the lego that can be recognized in the lego as is.  Mass nouns, unlike count nouns, are generously closed under variants, where variants are potential rearrangements of the part-of structure and where 'generous' means that the notion of rearrangement involved can be context dependent and liberal.     
The problem with the reductionist model is that it imposes an exact structuring on the denotations of the  mass nouns.  But even in terms of physical reality, such an exact structuring is just an illusion.  

Take stuff which is in crystaline form.  Say, we have a structure as follows
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We can regard this structure as built up from minimal cristals:



.............o

o

o

o

o.................

.............o

o

o

o

o.................


But there is usually no reason to think that this way of building up the structure from mimimal parts is unique.  That is, the following division  might be equally 'real':
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One reason for this is that chemical stuctures usually contain bonds which count as part of both molecules.  In that case we have variants that strictly speaking have a different structure (in the strict sense), but it is not clear that that difference in strict structure has physical reality.


And this is true even when we look at a single molecule. Take our water molecule again:



We're looking here at one molecule of water.  

But are we?  Look closer.  The water molecule consists of one oxigen atom and two hydrogen atoms.  But the electrons that form the bonds, are they part of the oxigen or of the hydrogen?  Which oxigen atom is this molecule built from?  That is, do we have an oxigen atom with a full set of electrons and a hydrogen lacking an electron, or the other way round?  And the answer is, of course, that it doesn't matter, both are perfectly legitimate (or perfectly pointless) descriptions of the actual situation.  That is, as far as physics is concerned, we can regard the stuff that we have here as  built in the one way or the other, we don't need to make a choice.  When we think about the quantum situation inside the molecule, the situation becomes even wilder.  The point about quatum numbers is that they have to add up in the right way, but you can't actually tell which exact combination of parts is responsible for them.
All that means that, as far as physics is concerned, we have one molecule worth of water, but we don't have to think of this as one molecule in the reductionist sense as uniquely determined by its minimal parts.  The last trace of that idea was left behind when quantum mechanics gave up the picture of atoms as little solar systems.  


Thus, what we call a water molecule is at best an equivalence class of a great multitude of variants, with equal claim to being the real one (and that means, not a very strong claim), or an atribtrarily chosen representative of that set.


This means, of course, that the notion of a single start variant is an illusion.  
We should start out with a set of start variants and define reality as a set of invariance relations on that set.  We should keep that in mind, though in the technical elaboration in this paper, I will, for the sake of simplicity, use a single start variant. 


In a nutshell, my proposal about the mass-count distinction starts from the idea that on a count perspective you see (in the above set up) one water molecule in front of you, but on the mass pespective, all you see is this great multitude of variants.   
I think that in this particular case, it is the count perspective, if anything, that has a less direct relation to physical reality as we understand it. 

What this means, then, is that the model for the denotation of the mass noun SALT that I started out with can be regarded as a very simplistic, but nevertheless for the purpose of discussion useful representation of the interpretation of the mass predicate SALT as closed under variants.


I come back to the semantic problems raised for it.  Unlike a large part of the literature (including my own earlier work), I haven't imposed a Boolean structure on the denotation of the mass predicates.   And so far I have argued that the reductionist strategy for imposing a Boolean structure on mass predicates may actually be much further from physical reality than an approach that allows variants. 

The question that needs to be addressed now is:  how bad is it actually for the semantics of mass nouns if the denotations of mass nouns would not form Boolean algebras?  What I want to argue in this paper is that not only can this approach  be made semantically legitimate, but it actually helps us in understanding the mass-count distinction better.
1.2. MASS NOUN DENOTATIONS AS RELATIVELY COMPLEMENTED SETS CLOSED UNDER VARIANTS
I  will assume as domain a complete atomic Boolean algebra B = <B,v,(,t,u,0,1>. 
I will first define a notion of a variant.  For this I start by listing some standard notions:   

Let X µ B:

*X is the closure under complete sum of X:


*X = {y 2 B: for some X' µ X: y = tX}

Note that, since Ø µ X and tØ = 0, 0 2 *X.


Let x, y 2 B¡{0}:

x and y are disjoint iff x u y = 0

Two non-zero elements are disjoint if they have no non-zero part in common.

Let X µ B¡{0}

X is disjoint iff any two x,y 2 X are disjoint.

A set of non-zero elements is disjoint if all its elements are mutually disjoint.


Let X µ Y µ B.


X is maximally disjoint in Y iff X is disjoint and for every Z µ Y:


If Z is disjoint and X µ Z then X = Z 

A disjoint subset of set X is maximally disjoint in Y if it is not part of a bigger disjoint subset of Y.  I will call X a maximally disjoint subset of Y if X is a subset of Y which is maximally disjoint in Y.

Let X µ B, x 2 X

x is a minimal element of X iff x ≠ 0 and for every y 2 X ¡ {0}:



if y v x then y = x


min(X) is the set of minimal elements of X

I will now define a notion of variant.

Let X µ B, tX 2 X, 0 2 X

V is a variant for X iff 


1. V is a maximally disjoint subset of min(X).


2. V* is a subset of X which containts tX.
A variant for X is a set of maximally disjoint minimal elements in X for which the closure under Boolean sum generates only elements of X, including the top element of X.  For each variant V for X, *V forms a complete atomic Boolean algebra with top tX and V as the atoms.

The next notion is that of a set generated by variants: 

X is generated by variants for X iff 



1. For every x 2 X there is some variant V for X such that x 2 *V.



2. Every disjoint subset of min(X) is part of some variant for X. 

A set X is generated by variants if every element of X is generated under complete sum by some variant for X, and every disjoint subset of minimal elements in X is part of a variant for X.

Next I introduce the notion of the set of X-parts of an element in x:

Let x 2 B


The ideal generated by x:


(x] = {y 2 B: y v x}

The ideal generated by x is the set of all its Boolean parts.


Let X µ B, x 2 X.


The part set of x in X:


psX(x) = (x] ( X

The part set of x in X is the set of all x's Boolean parts that are in X.  The part set of x in X is the set of x's X-parts.

With these notions we can now define:

X is closed under variants iff 



for every x 2 X: psX(x) is generated by variants for psX(x).

The next notion I introduce is the standard Boolean notion of relative complement:

Let x,y 2 B, y v x.


The relative complement of y in (x]:

(xy = t{z 2 (x]: z u y = 0 } 

The relative complement of y in the set of x's Boolean parts is the sum of all Boolean parts of x that have no (non-zero) part in common with y, the remainder within (x].  (x] forms itself a Boolean algebra with x as top element under relative complement. 

Let X µ B

X is relatively complemented iff for every x,y 2 X: if y v x then (xy 2 X.
This means that for every x 2 X, psX(x) is closed under relative complement.
All in all I have defined two notions:  X is closed under variants and X is relatively complemented.  

Whereas in the Boolean approach the denotations of mass predicates and count predicates are required to be Boolean algebras, I will assume here the following weaker general constraint:


CONSTRAINT ON MASS AND COUNT PREDICATES:

If P is a mass or count predicate then vPbB is a subset of B which is 

generated by variants and relatively complemented.
We come back to SALT as we defined it above.  Let's make, for illustration purposes the model a bit bigger.  We have three sodium atoms {1,2,3} and three chlorine atoms {a,b,c}, and we take, for purpose of illustration, these to be the atoms in B.  Then B is the 64-element Boolean algebra, too big to draw here, but we can list the denotation of  SALT, if we were to determine it along the lines of our earlier example:
vSALTbB =
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12ab
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12bc
13ab
13ac
13bc
23ab
23ac
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1a
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2a
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3a
3b
3c  
     min(vSALTbB)
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In this picture 12ab stands for 1 t 2 t a t b
First I remind you that this set is not closed under sum.  For instance, 1a t 1b is not in the set.  But the set is generated by variants.  
Look at the whole set. There are six variants for vSALTbB:
{1a,2b,3c}, {1a,2c,3b}, {1b,2a,3c}, {1b,2c,3a}, {1c,2a,3b}, {1c,2b,3a}
In this, we claim that {1a,2b,3c} is a variant for vSALTbB.  

It is obviously a maximally disjoint subset of the set of minimal salt elements and 

*{1a,2b,3c} = {0, 1a, 2b, 3c, 12ab, 13ac, 2b3c, 123abc}.  All of these elements are in 

vSALTbB, and the top is indeed the top of vSALTbB, so indeed {1a,2b,3c} is a variant for vSALTbB. 

And so, of course are the other sets given.  
Secondly, it is easy to see that every disjoint set of minimal elements is a subset of one of these variants, and also that every set in vSALTbB is in *V for some variant V for vSALTbB.

This means that ps(t(vSALTbB) )is generated by variants.

Take 12ab.  ps(12ab) = {0, 1a, 1b, 2a, 2b, 12ab}. 

In this case, {1a,2b} and {1b,2a} are variants for ps(12ab) that generate ps(12ab).

Again, it is easy to check that this holds for every part set.

Thus, vSALTbB is closed under variants.
Secondly, we can show that vSALTbB is relatively complemented.     
This means that for every element x in the denotation of SALT, the set of x's SALT-parts is closed under remainder, relative complement.

Look at 123abc.  ps(123abc) = vSALTbB.

Take 12ab.  The set of elements of (123abc] that have no (non-zero) part in common with 12ab is {0, 3, c, 3c} and t{0, 3, c, 3c}= 3c.  So, the relative complement of 12ab, (123abc(12ab) = 3c and 3c 2 vSALTbB
It is easy to check that all elements of vSALTbB have a relative complement in vSALTbB:

1a and 23bc are each other's relative complement, and so are: 1b and 23ac, 1c and 23ab, 2a and 13bc, 2b and 13ac, 2c and 13ab, 3a and 12bc, 3b and 12ac, 3c and 12ab, and finally 123abc and 0.
Now look at 12ab.

ps(12ab) = {12ab, 1a, 1b, 2a, 2b, 0}

(12ab] = {0, 1, 2, a, b, 1a, 1b, 2a, 2b, 12, ab, 12a, 12b, 1ab, 2ab, 12ab}

Let's look at 1a.

The set of elements of (12ab] that have no (non-zero) part in common with 1a is 

{0, 2, b, 2b}. t{0, 2, b, 2b} = 2b, and 2b 2 ps(12ab).  

So in ps(12ab), 1a and 2b are each other's relative complement, and so are 1b and 2a and 12ab and 0.  

So indeed ps(12ab) is closed under relative complement.  

It is easy to check that for every other element its SALT-part set is closed under relative complement.  Hence, the denotation of SALT is relatively complemented.


What I haven't incorporated in the model is how you get the denotation of SALT.  But the idea is: by closure under variants.


For this we make the intepretation of SALT a pair of a denotation as given above vSALTbB1 and a set vSALTbB2 which is a variant in vSALTbB1, the start variant. Say, in our example the start variant V is {1a, 2b, 3c}.  

The start variant determines a Boolean algebra *V, {0, 1a, 2b, 3c, 12ab, 12ac, 23bc, 123abc}, and we will count the elements of *V as salt, start-variant salt.  Next, we scramble the elements of the variant  (this is the transformation):  for instance, we let 1 in 1a and 2 in 2b change place.  This determines a variant V': {2a, 1b, 3c}.  While these elements would be coherent salt elements in the scramble, with respect to the start variant they are scattered salt elements.  Nevertheless, we add them and their sums in *V' to the mass denotation of SALT.  This we do for all scrambles, and we end up with the mass denotation of SALT,  vSALTbB1.


The idea then would be to associate with a mass predicate a start variant V and a set of legitimate scrambles for V, S(V), and assume that the mass noun denotation is the closure under scattered sums corresponding to scrambles starting with V, SV.  The constraint on scattered sums, then, should be, that SV is relatively complemented.

Defining such scrambling operations and a theory of invariance is far beyond the scope of this paper.  It is the denotations we would end up with that concern us in this paper.  On the theory developed here, the denotation of SALT that I derived at the beginning of the previous section form legitimate mass predicate denotation.  What I want to claim now is that a semantics for mass nouns based on the above weakened denotations works as well as a semantics in which the mass noun has a Boolean denotation.  This brings us to the next section.

1.3. CAN WE DO SEMANTICS ON MASS PREDICATE DENOTATIONS? 

.
In making my case that we can, I start with taking a look at the basic intuitions that motivated the Boolean approach to mass nouns.


The first basic intuition is cumulativity:  salt + salt = salt.  

What does this mean?  It means that if you have salt, and you add to it salt, what you get is more salt;  the salt in my shaker and the salt in the pack in the cupboard together form salt.  
But obviously, we are talking here about putting together two bodies of salt that are disjoint.  This means that the cumulativity pattern that is supported by the above intuition is not (2a) but (2b) (see also Krifka 1989):


(2) a. If SALT(x) and SALT(y) then SALT(x t y)


      b. If x and y are disjoint, and SALT(x) and SALT(y), then SALT(x t y)

As we have seen, with the denotation of SALT as given, the (2a) pattern is invalid.  But the (2b) pattern is perfectly valid.  

Let x and y be disjoint and SALT(x) and SALT(y).

There is a variant Vx for ps(x) and a variant Vy for ps(y).

Obviously Vx ( Vy is disjoint in the set of minimal parts of the denotation of SALT, and hence it is a subset of a variant for the denotation of SALT.  But that means that t(Vx ( Vy) is in the denotation of SALT.  But t(Vx ( Vy) = x t y, hence

SALT(x t y).


Thus, the present theory respects the fundamental intuition of cumulativity. 

The second fundamental intuition is:  Look at the salt in the shaker.  Take some, but not all of the salt away.  What you're left with is salt.  
This intuition, of course, corresponds to closure under relative complement.  It is not a surprise, then, that also this intuition is perfectly valid on the denotation of SALT as given here.


So, where do differences come in?  
Boolean subsets of B are closed under the join and meet operations of B.  This means that when we intersect them, we get a set which is itself closed under join and meet of B, and which can itself be endowed with a Boolean structure.  This means that the intersection of two mass predicates on the Boolean view will itself be a mass predicate.   And this seems to be an attractive feature when we think about restrictions of mass predicates.
Thus, let's say we start out with the salt in the house.  Now we restrict our attention to the salt in the shaker (where the shaker is in the house).  On the Boolean approach it is guaranteed that the salt in the shaker has itself a nice Boolean structure, and that means, for instance that it is relatively complemented.  Which is good, one would think, because when we take some but not all salt out of the shaker, we are left with salt.  


Here the theory that I am proposing has a problem, at least at first sight.  There is no guarantee that the intersection of two sets each of which is relatively complemented and closed under variants, is itself a set which is relatively complemented and closed under variants.  

And that means, that when we intersect all the stuff that is salt in the house with all the stuff that is in the shaker, it is not guaranteed by the structure that the resulting set is nicely relatively complemented, or even, that it has a top element.  So it isn't guaranteed by the structure that the salt in the shaker is well defined.
Is this an argument for the Boolean approach?  I don't think so, for the following reason.  The only difference so far between the Boolean approach and the present one lies in the question whether the intersection of the denotations of two mass predicates should or should not itself satisfy the constraint on the denotation of mass predicates.  But I associate mass predicates with mass nouns (the precise relation is discussed in the next subsection), I haven't claimed anything so far about the interpretation of modifiers of mass nouns like in the shaker.    That means that so far the issue at stake is whether the intersection of the denotations of two mass nouns should itself be a mass noun denotation.  And the answer to this question is not at all clear since, as is well known, it is not straightforward at all to find noun combinations with a simple intersective interpretation.  That is, compounds are rarely intersective on the composing noun interpretations (i.e. a waterpipe is not a pipe which is water), nor are noun conjunctions intersective on the conjoined nouns (i.e. boys and girls or salt and pepper do not denote the intersection of the conjoined predicates, because these intersections are empty).  Thus, if we are merely concerned with noun combinations it is not at all clear whether it matters whether the intersections of the denotations of two mass nouns forms itself a mass noun denotation.  

So clearly, the more interesting question is what happens when you combine a mass noun with normal modifiers.  And what happens, on either the Boolean or the current account depends on the semantics of those modifiers.     

Thus, it may not be guaranteed by the structure that the salt in the shaker is well defined, but it may be well defined by the semantics of the locative restricting predicate in the shaker.
Let us assume that in the shaker determines a region of space, a location .  Then its mass denotation will be the stuff that is inside that region, including stuff inside the region that is scattered within the region.  


Now, the whole point of distinguishing between a scramble of salt and a variant, is that if you start from a given variant, and you scramble, in the scramble the elements have moved physical position, but in the variant corresponding to the scramble they have not.  This means that we can unproblematically assign position, location to the elements of the mass denotation of SALT.  Some of its elements will have coherent locations, some will have scattered locations.  The location determined  by in the shaker is, of course, itself a coherent location.   What we need to do to get the denotation of SALT IN THE SHAKER is look at the locations of the elements in the denotation of SALT.  If the location of an element in the denotation is fully inside the location determined by in the shaker, we count it as salt in the shaker, whether or not that location is itself scattered or not.  But if its location is only partially inside the shaker – and that would be the case for many scattered salt elements, then, of course, we don't include it as salt in the shaker.   

So, in our model, we can assume that the location of 1, 2, a, b is inside the shaker, while the location of all other atoms in the structure is outside the shaker. Then the location of elements 1a, 1b, 2a, 2b, and 12ab in the denotation of SALT is going to be inside the shaker, and no other element in the denotation of SALT has a denotation inside the shaker.  Thus the denotation of SALT IN THE SHAKER 
is {0, 1a, 1b, 2a, 2b, 12ab}.  This is psvSALTb(12ab).  It has a top element, so the salt in the shaker is perfectly well defined, and it has itself the form of a relatively complemented set closed under variants, so it has itself a perfectly regular mass noun denotation.  Note that the denotation of SALT IN THE SHAKER still contains scattered salt,  but, of course, only scattered within the location of the shaker, which is as it should be.

Thus I don't accept the objection as a general objection.  It is true that not for any predicate P the intersection of the denotation of P and that of SALT is itself a mass noun denotation.  But whether or not it is, and whether or not we want it to be is something we need to determine, on the basis of the semantics of the restricting predicate.

And, frankly, this situation is not different in the count domain, the domain of singulars and plurals.  Yes, we make the denotations of plural count noun BOYS a Boolean algebra.  But we allow predicates in our language that do not have a Boolean denotation, and we allow those predicates to restrict our Boolean predicate BOYS, without requiring that the output predicate should itself be a Boolean predicate.  The most obvious examples of this are the numerical predicates.  Exactly three boys denotes the set of all BOYS elements that are sums of exactly three elements of the denotation of BOY (singular boys)  Obviously, that set is not usually itself a Boolean algebra.  


In the mass domain, the situation is similar to this.  What we get out, when restricting a mass denotation by a predicate, depends to a large extent on the semantics of the restricting predicate.


Let us suppose, for example, that YELLOW is a property of mass entities that mass entities have, if they have it all, in a certain bulk.  Let's say, that, underlying the property yellow of yellow salt may well be a property of smaller salt parts of having a certain light absorption property, but the visible effect that we call yellow is only present when there are enough such parts together in the right positions.  But once there are enough such, we call it yellow.  In that case, the denotation of YELLOW could be like an ice cap floating in the denotation of SALT, for instance:
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In this case, YELLOW SALT would not itself satisfy the properties we imposed on mass noun denotations like salt.  The question is: would this be a problem?

Let's see.  In the first place, the yellow salt would be systematically built from non-yellow salt.  Isn't that incoherent?  Doesn't that mean that 123abc, the supposed yellow salt, is also non-yellow salt, since it is the sum of homogeneously non-yellow salt (namely the minimal elements)?  The answer to this is patently no!  We're making a mistake here in assuming that non-yellow salt , in this sense of non-yellow, is closed under sum.  But, of course, it isn't:  the sum of the non-yellow salt is itself not in the denotation of NON-YELLOW, because of what we assumed about yellow salt, hence, the non yellow salt in this sense of non-yellow is not defined, and it is certainly not the top element.

Of course, there is another, stronger, sense of non-yellow salt, the sense in which in this particular example there isn't any.  And that is the relative complement of the yellow saly in the denotation of SALT.  That is perfectly well defined, since the denotation of SALT is closed under relative complement, it is the 0 element, showing that indeed there is no non-yellow salt, besides the yellow salt.        

The latter point becomes clearer if we assume that there are two kinds of salt, yellow salt and green salt, both of which are ice cap predicates, and the salt is parceled into one of the two kinds.  Then obviously the top element, the salt, is neither yellow salt nor green salt.  The non-yellow salt, in the stronger sense, is the sum of all the stuff  that has no part in common with the yellow salt, and is salt, the relative complement of the yellow salt in the denotation of SALT, and that is, in this example, the green salt.
Thus, as Lønning 1987 stresses (the present discussion concerns what he calls the Gold Paradox), we must distinguish between these two senses of non-yellow, which correspond, of course, to two senses of negation:  negation as set theoretic complement obviously gives you a predicate NON YELLOW SALT which obviously has none of the closure properties that we associate with mass predicates, for instance, it is not closed upwards, nor downwards inside the denotation of salt (in the second example the top element is non-yellow, but contains yellow salt).  This is not a problem, this is just as it should  be.  

Negation as relative complement gives you a predicate NONRC-YELLOW SALT which is similar to YELLOW SALT.  It is not identical to GREEN SALT, by the way, since NONRC-YELLOW SALT includes the minimal salt elements disjoint from the yellow salt that GREEN SALT did not include.  But it includes GREEN SALT, and, in our example, it has the same top element as the green salt, so the green salt is the nonRC yellow salt.  And again, this is just as it should be.


Now lets look inside the yellow salt.  We go back to the ice cap of the picture above.  
Let's take out a bit of salt, say, 1a.  What remains of the salt, 23bc is still yellow salt, because, we assume, its bulk is big enough to count as yellow salt:
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But 23bc does not have a relative complement inside the yellow salt.  So, indeed what I claimed before about YELLOW SALT is true: the denotation of YELLOW SALT does not itself satisfy the constraints on mass nouns: it is not relatively complemented.  

Isn't this a problem?  


On the contrary!  It is the approach that requires the denotation of YELLOW SALT to form a Boolean algebra which has a problem!  

That approach says: take the yellow salt, take out some yellow salt, what you're left with should be yellow salt.  But for predicates like our YELLOW that require some bulk, this is just not true, and shouldn't be made true.  Our salt is yellow salt 123abc.  I take out yellow salt, in fact, almost all of it, namely 23bc.  What I am left with is salt, namely 1a, but it's too small to count as yellow salt, so it isn't yellow salt.     
A Boolean approach, like Lønning's, gets away with this, by imposing a structure on SALT and on YELLOW SALT which ignores parts of salt that aren't salt, and parts of yellow salt that aren't yellow salt.  This means in essence that such approaches put much stronger restrictions on the part-of relation.  For SALT we kick everything out of the part-of structure of salt that is too small to count as salt.,  For YELLOW we kick everything out of the part-of structure of yellow that is too small to count as yellow.  When we intersect the denotations of YELLOW and SALT, we kick everything out of the part-of structure of yellow salt that is too small to count as yellow salt.  That is, we impose the restriction that in yellow salt we only look at those yellow salt parts whose relative complement in yellow salt is itself yellow salt.   In that way, obviously, by stipulation, yellow salt is homogeneoulsy made of yellow salt, and we're left with yellow salt, if we take out yellow salt.  
But that only means that we restrict the semantics of our language in such away that we cannot express the situation I sketched above.  Obviously, given our situation sketch, the yellow salt 123abc has a non-yellow salt part 1a.  But on the Boolean approach to the denotation of YELLOW SALT, this is not a part in the same sense that any yellow salt part is a part.  These mass entities, on that approach, are not related to each other by the relevant part-of relation.  This means, of course, that what the Boolean approach says about yellow salt is compatible with the above situation sketch  (meaning that I can define in my denotations a more restricted part-of relation that works just like that), but it cannot express in its basic part-of relation being left with something that is too small to count as yellow salt.  And it seems to me that that is a problem.  

Let's diagnose the problem properly.  It doesn't have to do with whether or not the denotation of SALT should be Boolean or satisfy the weaker restrictions I assume.  It has to do with what kind of predicate YELLOW is.  If YELLOW is a predicate on the mass domain that works like at least 20 works on the count domain, then also if we assume just a Boolean denotation for SALT, we don't want YELLOW SALT to denote itself a Boolean algebra, just as we don't want AT LEAST 20 BOYS to denote a Boolean algebra,   If from the denotation of AT LEAST 20 BOYS I take out a sum of boys which is itself at least 20 boys, there is obviously no guarantee that I will be left with a sum which is at least 20 boys (because I can take out the sum of all boys except for Fred, and I will be left with Fred, and he is not at least 20 boys.  And this is despite the fact that if I take out a sum of boys from the denotation of boys, I will be left with a sum of boys.

The moral, for my purposes, is the following: for adjectival restriction in the mass domain, we don't want to assume a priori that the result of restricting a mass noun with an adjective has a denotation which is guaranteed to be closed under relative complement.  I have given one case, locative predicates, where we can argue that due to the locative semantics of the predicate, the restriction will be closed under relative complement, and one example, bulk predicates, where that is not, and should not, be guaranteed.  We need to look at this question case by case.  

And this means that my mass denotations come out rather well of the present semantic discussion.  They respect the basic intuitions of cumulativity and relative complements that led to the Boolean approach, without massaging the cases where intuitively the intuition does not accept the generalization out of the structure.  
Thus, if you propose a Boolean approach, you obviously are not going to accept the sum of salt 1a and salt 2a as salt either, but your approach will  be to define a (reductionist) part-of structure in which that sum just doesn't exist.  My approach is to allow it in the part-of structure, but not in the denotation of SALT, which means that I have to reformulate the cumulativity principle in a more restricted form than you do.  But it seems that that is all for the good, because it leads to clarity about the intuition.  
Thus, as far as the basic semantic intuitions are concerned, and the semantics of the definite article, it seems that you can do semantics just as well on my denotations as you can in the strictly Boolean approach.

Let's next think about additive mass measures, like weight.  My approach here is not spectacular at all.  I assume that weight, like location, is an invariance in the underlying Boolean structure.  Thus, we assign weight to elements of the Boolean algebra, just like we assign position to them.  The simplest way to do this is to assign weight value 0 to 0 and weight values to the atoms in the full Boolean structure and let the weight values of the other elements be defined by that.  So:
Weight measure weight is a function w from B to the real numbers R such 
that:
1. w(0) = 0

2. For every a 2 ATOM(B): w(a) 2 R+
3. For every b 2 B: w(b) = Σ({w(a): a 2 ATOM(b))
where Σ is the arithmetic sum.
As Krifka 1989 has argued, we don't need to assume that positive weight values are actually assigned to the atoms, maybe our atoms are too tiny to be weighted, and we assign weight only higher up in the structure.  But, as Krifka stresses, in that case we should use the proper notions of measures, as they are defined in measure theory for Boolean algebras, see the definitions in Krifka's paper.


Alternatively, we can take a bit more simplistic approach towards assigning measurable weight:  assume that measurable weight is a partial function from B to R mw based on the postulated weight function w.  That is, the function mw, when defined, assigns exactly the same values as w (because weight is invariant), and the measurable weight value of any sum of elements with defined values is itself defined, but measurable weight may only get defined higher up in the structure.  Thus, the undefined positive measure values, on this picture, become postulated, or extrapolated – but not directly measured  ¡ values.  
Even with measurable weight values like this, weight is going to be assigned correctly to the elements of my salt.   Let us assume that the weight values for the minimal elements of my salt are measurable values.  and let's assume that the weight (but necssarily the measurable weight) assignment to the atoms is:

w(1)=3, w(2)=3, w(3)=4, 
w(a)=6, w(b)=6, w(c)=7
Then we get the following measurable weight assignment 
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And these are, of course, the correct weight values.  There are two relevant points:  The first is about variants.  In measure theory for Boolean algebras, additive weight values are computed for non-overlapping sums.  Let's call an additive weight  measure that assigns values to the elements generated by a single variant  a Krifka-measure.The Krifka-measure will assign additive values to all the sums in a variant, because the elements of the variant don't overlap.  Since the mass noun denotation is generated by variants, every element will be assigned a value in this way by Krifka measures on the Boolean algebras generated by the variants.  

That the Krifka measures for different variants will assign the same value to elements that both generate will be guaranteed by our assumptions about the values assigned to the minimal elements.  Take two sets that are part of different variants, like {1a, 2b} and {1b, 2a}.  Since these sets are built in different ways of the same stuff, the values assigned to the elements of these sets are interrelated.  It is precisely because we assume that weight is invariant that we would impose a constraint on the Krifka measures for the variants that they be compatibe:  two Krifka measure that both assign one and the same element of the denotation of salt a weight value, assign it the same weight value.  This constrains the possible choices of the assignment of weight values to the minimal salt elements.  

Of course, the measurable weight function as I have set it up, will automatically assign compatible values to the minimal salt elements.

We see then, that there is no problem in setting up a correct theory of measures while using the mass denotions I assume.  The whole point of additive measures on anybody's theory is that you shouldn't measure the same things twice and add them up as if they were different things.  That can be guaranteed for my denotations for mass nouns as much as for Boolean denotations.


I will end this section with some discussion of quantification.  I will not here present a full theory of quantification, but I will suggest a semantics for most.

For that, I will be a bit more precise about relative complements.  Let me make the above discussion about nonRC yellow salt more precise here.  


I will assume the following denotation of the predicate NONRCYELLOW SALT:

vNONRCYELLOW SALTbB = 
psvσ(SALT)bB(  v(σ(SALT)(σ(YELLOW SALT))bB ) 
                                              if v(σ(SALT)(σ(YELLOW SALT))bB 2 vSALTbB

undefined otherwise.

We see here that I assume that for the denotation of the predicate NONRC YELLOW SALT to be defined, firstly σ(SALT) and σ(YELLOW SALT) should be defined, i.e. the salt and the yellow salt should be defined.  This is to guarantee that the relative complement of the yellow salt actually exists.  This is still not enough for NONRC YELLOW SALT to be defined.  For it to be defined, a further condition is that the relative complement is itself in the denotation of salt.  If it is, then NONRCYELLOW SALT will denote the part set in SALT of the relative complement of the yellow salt, and the nonRC yellow salt, σ(NONRCYELLOW SALT), will denote that relative complement.   
De facto this means that the nonRC yellow salt will denote the relative complement of the yellow salt, if that relative complement is in the denotation of SALT.  If it isn't, the denotation of the nonRC yellow salt is undefined.


In our case, since the denotation of SALT is closed under relative complement, the nonRC yellow salt is indeed defined.


Let's apply this same definition inside the denotation of YELLOW SALT as given above.  Let us assume that the noun phrase the ph7 yellow salt is defined and denotes 23bc.  So, both, the yellow salt and the yellow ph7 salt are well defined, and that means that the relative complement, the denotation of  
(σ(YELLOW SALT) (σ(PH7-YELLOW SALT) is defined.  And this denotation is 1a.   It is important to stress that the relative complement of the ph7 yellow salt does exist.  This is, because the definition of relative complement is the standard Boolean notion on B.  What is special about this case, is that the relative complement of the ph7 yellow salt is not itself an element of YELLOW SALT.  And that means that the denotation of the predicate NONRCPH7-YELLOW SALT is not defined, and neither is the denotation of the nonRCph7 yellow salt.  This is as it should be, because the relative complement of the ph7 yellow salt is 1a, which isn't itself yellow salt, so it shouldn't be the denotation of the nonRCph7 yellow salt.
Now we come to the semantics of most on the mass domain.  I will make the plausible assumption that this involves a measure, and for the purpose of our example, we can just as well assume that it is the measure weight w. I propose the following semantics:
(3) Most salt is yellow

w(vσ(YELLOW SALT)bB) > w((vσ(SALT)bB(vσ(YELLLOW SALT)bB)
On this analysis, Most salt is yellow presupposes that the yellow salt and the salt are well defined, otherwise we couldn't have a relative complement.  In the case of our example this is indeed the case, and most salt is yellow is true if the weight of the yellow salt is bigger than the weight of the nonRC yellow salt.
The crux of the present discussion comes in the next example

(4) Most yellow salt is ph7.

w(vσ(PH7-YELLOW SALT)bB) > 
w((vσ(YELLOW SALT)bB(vσ(PH7-YELLLOW SALT)bB)
On the current analysis, Most yellow salt is ph7 pressuposes that the yellow salt and the ph7 yellow salt are defined, and is true if the weight of the ph7 yellow salt is more than that of its relative complement under the yellow salt.  This means that most yellow salt is ph7 is true in our example if w(23bc) > w(1a), which we assume is the case.  

Note crucially that the semantics of most requires the yellow salt and the ph7-yellow salt to be defined – which is reasonable, but it doesn't require the non ph7 yellow salt to be well defined:  we compare the ph7-yellow salt with its relative complement in the yellow salt, whether or not that counts itself as yellow salt.  Crucially, we don't compare it with the denotation of the nonRC ph7 yellow salt.   The latter would make the quantificational statement trivial or undefined.

Thus, we have a semantics of most which seems right, and, importantly, applies unproblematically in the present example.  This is important, because this too seems right: if the weight of 23bc is more than that of 1a, and (importantly) the predicates are as given, I think we would say that most yellow salt is ph7.

With this I conclude that also for quantification, the mass noun denotations I assume here seem perfectly adequate for semantic purposes.
1.4. THE MASS-COUNT DISTINCTION

We are inside a complete atomic Boolean algebra B and we are interested in the set X  of all sets that are closed under variants and relatively complemented.  

Now obviously we can define a function CARD which assigns to every set X in X a cardinality function CARDX for X, which counts the elements of X in terms of their cardinality in B:


CARD = λX 2 X: CARDX


For every X 2 X: CARDX = λx 2 X: |ATOM(x)|

Now, as we have seen, for the notion of counting that we are concerned with, the function CARD is quite irrelevant, because we are not counting the elements of a noun denotation in terms of the atoms in structure B, but in terms of the minimal elements in that denotation.  What we need is a function: 

COUNT = λX 2 X: COUNTX
which assigns to elements  X of X not the cardinality function on X, but a function COUNTX which counts the elements of X  the way we want.  I will assume that the function COUNT is a partial function on X defined as follows:






COUNTX 
if COUNTX is a total function on X
COUNT = λX 2 X: 





undefined otherwise


Let X 2 X

COUNTX is a partial function from X to cardinal numbers given by:



1. COUNTX(0) = 0






    COUNTX(x) = 1 if min(X) is a variant for tX



2. For all x 2 min(X): 





    undefined otherwise



3. For all x 2 X ¡ (min(X) ( {0}):



    COUNTX(x) = Σ({COUNTX(y): y 2 psX(x) ( min(X)})

On a set X 2 X, the counting function for X assigns 0 to 0; it assigns 1 to all the minimal elements, if these form a single variant for X, and it assigns additive values to the non-minimal elements.   This means, of course, that if the set of minimal elements in X does not form a single variant for X, COUNTX is not a total function, and COUNT(X) is not defined.  In other words, the function COUNT assigns counting functions to all sets in X  that are generated by a single variant, and is undefined for all other sets.   

I will give some definitions for predicates of the logical language.  Let P be such a predicate:


P is regular iff for every model <B,v bB>: 


vPbB is a subset of B closed under variants and relatively complemented.


Let P be regular.

P is count iff for every model <B,v bB>: COUNTB(vPbB) is defined


P is mass iff  for every model <B,v bB>:  COUNTB(vPbB) is undefined

Let P be a predicate.


P is singular iff for every model <B,v bB>: 

vPbB = { b 2 B: COUNT* vPbB(x) = 1}

P is plural iff for every model <B,v bB>:
vPbB = { b 2 B: (n[COUNT vPbB(x) = n]}

I will let pluralization operation * in the logical language be only defined on 

semantically singular predicates:



* vPbB 

if P is singular
v*PbB = 


undefined otherwise.

And I will assume that the logical language contains counters: one, two three,…,n,…

n           = λP. λx.P(x) ( COUNTP(x)=n

This is what I assume about the logical language, I now come to nouns in natural languages.  In the following discussion, when I say 'noun' I mean a form of the noun which is not inflected, in particularly not for number.  For clarity I will write this as noun[ ].  This means, for English, that I distinguish between boy[ ] and boy[SING], the first is the uninflected noun stem, the second is inflected for number, even though the two have the same morphological form.

I will first specify what I assume is universal.  I will give the semantics of nouns, by assuming that the grammar associates with each noun a set of predicates of the logical language, its interpretation set.  This interpretation set is constrained in the following way:


UNIVERSAL SEMANTICS:

Let L be a natural language, noun[ ] a noun in L.

The interpretation set of noun[ ], i(noun[ ]) is a set of predicates of the 


logical language such that:

1. For every P 2 i(noun[ ]): P is mass or P is count.


2. For some P 2 i(noun[ ]): P is mass.

I will use NP for nominal phrases (including nouns).  The grammar will, of course, assign NPs compositionally interpretation sets.  I give functional application as an example:


i([function argument]) = {(α(β)): α 2 i(function) and β 2 i(argument) and

                                                                  (α(β)) is wellformed and felicitous}

And I assume that interpretation sets are only felictious if they are non-empty.

I will define (for felicitous interpretation sets):


Let L be a natural language, NP a nominal phrase in L.


i(NP) is mass iff for every P 2 i(NP): P is mass.


i(NP) is count iff for every P 2 i(NP): P is count (or *P is count)

We can call NP mass/count if i(NP) is mass/count.

With these assumptions, it is quite possible that language L contains mass nouns, nouns noun[ ]  whose interpretation set only contains mass predicates.  I will assume that prototypical mass nouns like water[ ] are indeed mass nouns.  But, on the present definition of count, no natural language has count nouns.  Natural languages, of course, can and do have nouns that do have count interpretations in their interpretation sets, but no noun has only count interpretations.  Thus, prototypically count nouns like boy[ ] obviously have count interpretations, but, I assume, boy[ ] has a mass interpretation as well.  Hence, the noun boy[ ] is not a count NP in the sense defined here.  As we will see, while natural languages do not have count nouns, they do have count NPs.  And this is important, because I will assume that this property  count plays a central role in the interpretations sets of noun phrases modified by counting modifiers.


For counting modifiers I will have the expressions one, two, three,…,n, and I will assume, with one exception, as interpretation sets:


Let n be a counting modifier:


i(n) = {n}, where n is the corresponding counter in the logical language.

The exception is that in languages like English, I assume that:


i(one) = 1', where 1' is:

1'     =      λP. λx.P(x) ( COUNT*P(x)=1

1' requires the imput predicate to be semantically singular, which is what we want in English.


But, and this is where count comes in, I assume a constraint on counting modification:


COUNTING MODIFICATION:

Let n be a counting modifier and NP be a nominal phrase:

 



{α(β): α 2 i(n) and β 2 i(NP)} if i(NP) is count

i([NP[num] n NP]) =
and (α(β)) is well formed and felicitous





empty otherwise

Thus, the constraint is that numerical modifiers can only modify NPs that are count, whose interpretation set only countains count predicates (or, for the case of one in English, singular predicates).


Since I assume this as a universal, it follows that:

There are no natural languages in which nouns of the form noun[ ] can be 
modified by counting modifiers.  

So how do we count?  Languages have different strategies for that.

Classifier languages don't specify number but contain classifiers.  


Now, I will not give here a semantics for classifiers,  I will only mention the obvious constraint on the meanings of classifiers:


MEANING CONSTRAINT ON THE SEMANTICS OF CLASSIFIERS
Let cl be a classifier and NP a nominal phrase such that, if defined, 


i([NP cl NP]) ( = {α(β): α 2 i(cl) and β 2 i(NP)}. 

Then the meaning of i(cl) is such that, when defined, i([NP cl NP]) is count.

I assume this for classifiers in classifier languages, but also for classifiers in English (like bottle in bottle of water).  Again, I am not going into the semantics of classifiers here, and the many ways in which they could achieve satisfaction of the above constraint.  Let me just mention, as an example, that there could be in a language a minimal classifier cl, which takes the interpretation set of its complement and removes all interpretations that are not count.  This classifier could combine with prototypical count nouns like boy[ ], and remove the mass interpretations, leaving only count interpretations.  It could not combine with prototypical mass nouns like water[ ], since the result of applying it wouldn't be count (but empty).

This would mean that, while, as we have seen, boy[ ] is not count, 

[NP cl boy[ ]] is count.  And that means that the NP cl boy[ ] can be modified felicitously by counting modifiers. 

We come to number languages like English.

Here the language specifies two kinds of nouns:

-Nouns for which number is not specified: nouns like water[ ]. 

-Nouns for which number is specified: nouns like boy[ ].

Using English as our model, for the latter we find three variants:

boy[ ], boy[SING], boys[PLUR].


How is number specification related to the mass-count distinction in languages like English?  This can be done in different ways.  I will make the following suggestion:  in English there is a grammatical constraint on interpretation of uninflected forms, and by that I mean that it is a constraint on occurrences of such forms in grammatical representations of in derivations (whichever your framework currently favors):

GRAMMATICAL CONSTRAINT ON ENGLISH:

If number SING or PLUR is not specified on a noun N on a node in a grammatical representation, i(N) at that node is mass.  

This constraint tells us that if we find the form boy[ ] in a sentence, rather than boy[SING] or boy[PLUR], the interpretation set of that particular occurrence boy[ ] contains only predicates that are mass, i.e. that have a mass denotation in every model.

An example of this would be the occurrence of boy in sentence (5), said by the witch in Hanseln and Greteln:

(5) Hm…There's boy for dinner tonight.

This occurrence of boy is the uninflected form boy[ ] of the number-specified noun boy[ ].   By the grammatical constraint the interpretation of this occurrence is mass. 
Note that the constraint is formulated for occurrences of the form noun[ ] in grammatical representations.  It doesn't mean that, because we find sentences where  noun[ ] occurs, noun[ ] is mass, it means that, when noun[ ]  occurs at a node, all count interpretations of noun[ ] are kicked out of i(noun[ ]).  So, the constraint only says that boy has a mass interpretation in example (5).  But the constraint has a general consequence for nouns that are not specified for number, like water:

In languages that have the above grammatical constraint nouns that are 

not specified for number are interpreted as mass in every occurrence .


We come to the count noun forms that are specified for number, like boy[SING] and boy[PLUR].


I will give them them following semantics, which follows Krifka 1989.

i(noun[SING]) = {λx.COUNTP(x)=1: P 2 i(noun[ ]) 

                               and λx.COUNTP(x)=1 is well formed and felicitous}

i(noun[PLUR]) = {λx.(n[COUNTP(x)=n]: P 2 i(noun[ ])

        and λx.(n[COUNTP(x)=n] is well formed and felicitous}

These definitions tell us something about number specified nouns:


Number specified nouns only have felicitous singular and plural forms if 


their interpretation sets contain count interpretations.

Thus, a number specified noun which only allows mass interpretations 


would have infelicitous singular and plural forms (with empty 


interpretation sets).

It is plausible to assume that such nouns don't exist.


Let us see what we get for for English.
-We assume that we have mass noun water which has only form water[ ]

water[ ] is morphologically realized as water and has interpretation:

 i(water[ ])  = {WATER}, where WATER is mass.

-And we assume we have count noun boy, with forms:

boy[ ] is morphologically realized as boy and has interpretation: 

i(boy[ ]) ={BOY, BOYmass}, where BOY is count.
boy[SING]  is morphologically realized as boy


boy[PLUR] is morphologically realized as boys
In this case:

i(boy[SING]) =  {λx.COUNTBOY(x) = 1} 

And this interpretation denotes in a model the set of minimal elements of the 

denotation of BOY, the single variant that generated that denotation.


i(boy[PLUR]) = 


{λx.(n[COUNTBOY(x)=n} =


{BOY}

Thus, the interpretation of the plural denotes in a model the set generated by 


the single variant.

Let's look first at the non-inflected forms.


For counting modifier n, n water[ ] will be undefined.

This is for the same reason as in classifier languages:  the counting modifiers cannot modify nouns noun[ ].   (I like the idea of keeping this constraint as a universal constraint, but even if we didn't assume it for English, they would still be undefined because of the grammatical constraint.)  For the same reason n boy[ ] will be undefined.


The crux of the semantics given for noun[SING] and noun[PLUR] is the following fact:


If noun[ ] has an interpretation set that contains at least one count 


interpretation, then noun[SING] and noun[PLUR] are count.


This means that noun[SING] and noun[PLUR] only allow count 


interpretations. 

And this means that, while counting modifiers cannot modify uninflected forms of number specified nouns: 

Counting modifiers can modify NPs that are specified for number SING 

or PLUR, i.e. the forms noun[SING] and noun[PLUR].


Given the semantics for one in English, one boy[SING] is well defined and gets the intepretation set:


{ λx.COUNT*P(x) = 1: P = λx.COUNTBOY(x) = 1}

Since *(λx.COUNTBOY(x) = 1) = BOY, this is just:


{λx.COUNTBOY(x) = 1}

On that same semantics, one boys,  one boy[PLUR] is not well defined.

Its interpretation set would be:


{λx.COUNT*BOY(x) = 1}

But * is only defined for singular predicates, λx.COUNT*BOY(x) = 1 is unwellformed, and doesn't inherit into the interpretation set, so the interpretation set is empty.


For mirror image reasons, three boy[SING] is not well defined.  With the semantics for three its interpretation set would be:


{λx.COUNTP(x)=3: P = λx.COUNTBOY(x)=1}

But for such a P, COUNT is not defined: COUNT is only defined for predicates that denote sets that are generated by a single variant, not for sets that denote that single variant.  This means, that for this P λx.COUNTP(x)=3 is not defined, and doesn't inherit into the interpretation set.  So, again, the interpretation set is empty.


But three boy[PLUR] is well defined, and its interpretation set is:


{λx.COUNTBOY(x)=3}, 
The set of sums of boys that are the sum of three individual boys.


When we compare what we find here with what we found in classifier languages, we see that classifiers and number specification are truly two different strategies of achieving the same thing:  defining count NPs out of nouns that allow count interpretations.  If the classifier language has something like the minimal classifier cl given above and we assume the same starting interpretation set for the noun boy[ ] in that language as {BOY,BOYmass}, then we see that the languages are obviously expressively equivalent:  the interpretation set of cl boy[ ] will be {BOY}, the same as boy[PLUR] in English.  And the interpretation set of one cl boy[ ] will be

{λx.COUNTBOY(x) = 1}, the same as boy[SING] in English.  


Thus, the classifier approach and the number specification approach do not represent different ontologies, or even radically different approaches to semantic distinctions:   they represent different ways of accessing exactly the same ontologies and the same semantic distinctions:  number languages and classifier languages differ in how they access the semantics of nouns, with lexicalized number or with classifiers.  But they don't differ in what is accessed:   

0.  Relatively complemented sets closed under variants 

     (noun denotations)

1.  Sets in 0 that are generously closed under variants 

     (mass denotations)
2.  Through the operation COUNT, sets in 0 generated by a single variant
      (semantically plural count denotations)
3.  Through the operation COUNT on the sets in 2: single variants of the 

     sets in 2. 

      (semantically singular count denotations) 

The only difference between the languages, then, lies in how the operation COUNT is accessed in the grammar of the language.  In English this is through number specification, in classifier languages it is through COUNT-classifiers.  But the result makes for the very same structure of count predicates:  In English,  complex predicates which are pluralizations of singular COUNT-predicates are, like mass predicates, sets closed under variants, except, because they are count, they are generated by a single variant.  A classifier language can have the very same count sets as the denotations of its COUNT-NOUN complexes, generated by the very same variants.

Concerning the sets in 0-3.  While access to the sets in 0 is a universal constraint on nouns,  access to the sets in (1)-(3) can lexicalize in languages, meaning that we can lexicalize a feature on nouns that picks out just those sets.


On the other hand, the theory given here provides no basis for assuming that access to any of the following sets can lexicalize in languages:


4. The set of all atoms in B.


5. The set of all minimal elements in a set in 0, other than through 3.


In particular:


5a. The set of minimal elements in a set that is generously closed under 


      variants.


5b.  The set of minimal elements belonging to a single variant in a set that 
                    is generously closed under variants.

In fact, we can plausibly hypothesize that access to such sets cannot lexicalize in languages: 
.


HYPOTHESIS CONCERNING ON LEXICALIZATION:  

Access to sets of minimal elements in a denotation can only lexicalize through features that are defined in terms of COUNT.

With this constraint, there could not be a language that lexicalizes a feature [MINIMAL ELEMENT].  In that language water[MINIMAL ELEMENT] would pick out the mass minimal elements of the denotation of water.  Since this property cannot be defined with COUNT, there cannot be such a feature.

This means that while languages can choose to have a feature SING such that 

noun[SING] picks out just the set of minimal elements of a count denotation, they cannot choose to have a feature similarly picking out the minimal elements of a mass noun.

1.5. PRIMARY INTERPRETATIONS AND MAPPINGS BETWEEN INTERPRETATIONS.
I have built an asymmetry into the system.  As I mentioned, I assume that in (5) boy is just the uninflected form boy[ ] of the number-specified noun boy[ ]:

(5) Hm…There's boy for dinner tonight.

And with this I assume that prototypical count nouns like boy  always have mass interpretations as well.  On the other hand, in (6) I do not assume that waters is water[PLUR]:


(6) The spirit of the Lord hovered over the face of the waters.

I assume it is water'[PLUR], the plural form of a (derived) number specified noun water'[ ].  I assume that the prototypical mass nouns like water do not themselves have count interpretations.

The system, so far, is conceptually static:  it just assigns denotations to the predicates, but doesn't tell you how these come about.  And most importantly, it doesn't tell you how nouns get to be mass or count.  And this is, because there is still one aspect of interpretation missing in the theory, it is what I call the primary interpretation.

Let's assume that water is a non-ambiguous mass noun.  I have assigned it a set of mass interpretations.  We can think of this set as containing water per se and its various contextual restrictions.  Alternatively, we can let the interpretation set contain only one mass interpretation, and derive the contextual restrictions though an operation.   Both of these alternative ways of setting up the semantics can be developed in the framework.  While my sympathy lies, for various reasons, with the first approach, I will, for clarity, in this discussion here assume the second.  


Assuming, then, that an unambiguous mass noun has one mass interpretation, I will also assume that an unambiguous count noun like boy has one count interpretation.  The interpretation set of the latter, then, will contain one count interpretation, and at least one mass interpretation.  
I will assume that in the interpretation set of boy the count interpretation has a special status, I will call it the primary interpretation.  More generally, I will assume that every unambiguous noun specifies in its interpretation set one interpretation as the primary interpretation.  Thus, we redefine interpretation set(for unambiguous nouns):

The interpretation set of unambiguous noun noun[ ] is a pair


<i(noun[ ]),p(noun[ ])> with i(noun[ ]) as above and 

p(noun[ ]) 2 i(noun[ ]).


 p(noun[ ]) is the primary interpretation in i(noun[ ]) 

In languages that have number specification, there is a direct link between number specification and the primary interpretation:


In languages that have number specification, noun[ ] is unspecified for 


number iff p(noun[ ]) is mass.  

The primary interpretation is the interpretation of the noun derived by the conceptual system.  By that I mean that conceptual system derives this interpretation for the noun by applying what it counts as a definition.  
For prototypical mass nouns like water, there is only one interpretation, so it is the primary one.  It is a mass denotation, since we assume that the conceptual system defines water as a mass predicate (i.e. water is the stuff that comes out of the tap, that you can drink, etc.).  For prototypical count nouns, like boy, the primary interpretation is the count interpretation, because conceptually we define boy in a count way (a boy is a young male human, etc.)  For these prototypical mass and count nouns it is conceptually clear where the definition is going to put the primary inteprertation, on the mass side or on the count side.  
For other nouns, like furniture, or the hair[mass] hair[count] pair it is not a priori conceptually clear whether the conceptual definition should come out as count or mass.  Take the case of furniture in Dutch: we have a mass noun meubilair and a count noun meubel.  I assume that in such minimal pairs, the language has a choice as to the primary interpretation.  Thus we can assume interpretations that are only minimally different:

i(meubilair[ ]) = i(meubel[ ])


p(meubilair[ ]) is mass


p(meubel[ ]) is count

This will make meubilair a noun that is not specified for number, and hence, on every occurrence it will have a mass interpretation.  Meubel, on the other hand comes out as number specified, and will have mass interpretations only in occurrences where number is not specified.  

It should be clear that for nouns for which the defining criteria are not a priori conceptually count or mass, we can expect cross-linguistic variation:  languages can choose a mass or count primary interpretation, and hence choose to make the noun number-specified or number-unspecified.  

In general, in the interpretation set of a noun, one of the interpretations is the primary one, which is assumed to be conceptually based, derived from defining criteria.  Let us think now about the relations between the primary interpretation and the other interpretations in the interpretation set.

Let us take a prototypical count noun like boy.  It has a count interpretation BOY, and it has mass interpretations.  The count interpretation is linked to the mass interpretations at least in the following way:

Let P 2 i(boy[ ]) and P is mass then: 


For every B: there is a variant V in vPbB such that vBOY0B µ *V and  


t(vBOY0B) = t(*V) and V = 
{p 2 min(vPbB): (b 2 min(vBOY0B): p v b}. 
For reasons to be discussed in section 1.7, I will assume this constraint as a constraint on interpretation in default contexts.   The constraint says that for every mass interpretation of boy, the denotation of the count interpretation BOY should minimally be a Boolean ice-cap floating in the stuff generated by a single variant of the mass stuff.  For prototypical count nouns like boy the mass interpretations are derived from the count interpretation through grinding.  The constraint says, that you grind boy to boy-stuff,  by choosing a grid of grinding, typically considerably smaller than the grid of the minimal parts of the count denotation. This grid is a variant V and the count denotation is part *V.  The constraints are meant to guarantee that the minimal elements of this variant make up the elements of the count denotation.  The mass denotation is derived from the grid by liberal closure under variants for the grid.


The grid itself is a vertical concept.  It represents what, in context, we may decide is big enough to count as boy-stuff, minimal boy stuff.  For prototypical count nouns like boy, the primary interpretation, and that means, the conceptual interpretation, is count, and it is fair to say that there is no conceptually natural mass interpretation:  unlike in the case of prototypical mass nouns, it is an illusion to think that there is a conceptually natural definition of minimal boy-stuff.  This means that, in grinding, the grid is set quite arbitrarily.  And, in fact, in context, it may be set more or less fine.  Thus, for prototypical count nouns like boy, the mass interpretations are derived from the primary interpretation through grinding, and since we are not assuming that there is one and only one closen natural grid level, we will derive in context as many mass interpretations as we allow settings for the grinding knife. 

Note that in the case of prototypical count nouns, where the mass denotations represent grindings, the set of minimal elements in the count denotation is usually not itself a variant in the corresponding mass denotations:  it is a composite of elements in one of the variants.  As food, Hansel is a composite of , say, eatable bites.  This means too that recomposing the count denotation from a ground mass denotation is more than simply restricting yourself to one variant.  You can of course do the latter. It is packaging.  But what you get is a count set of packages, the denotation of  Hansel-bite, which is distinct from the denotation of BOY, and in fact, what you get is not a count interpretation of boy[ ] at all.  (7) isn't true because there were three Hansel-bites in the garden:


(7) There were three boys in the garden.

Hence, while I assume that grinding is an operation on i(noun[ ]), I do not assume that packaging is similarly an operation on i[noun[ ]).  This is why I assumed above that packaging the denotation of the mass interpretation in i(water[ ]) doesn't give you a count interpretation in i(water[ ]).  It gives you a count interpretation in i(water'[ ]).    

For nouns whose primary interpretation can be either mass or count the situation is somewhat different, and not exactly the same in all cases.  If the primary mass denotation of furniture is, say, stuff that plays certain functional roles in interiors, then the denotation may, in context, argueably consist of variants made up of pieces of furniture.  In that case, a count interpretation can be derived just through restriction to a single variant.  Sinilarly, if the primary interpretation is mass, as in meubel, you can derive a mass interpretation through grinding, but you can also derive a coarse-grained interpretation though recombination, scrambling, without going to a smaller grid. The latter could then give you just the primary mass denotation of furniture, without including smaller furniture stuff.  


The case of hair is slightly different.  We have a conceptual criterion for single hairs and a conceptual criterion for what counts as hair-stuff.  But hair-stuff comes in two forms:  ground hair that we find in the barbershop and thick hair, hair that is so tightly packed that you can't tell anymore what bit belongs to what (hair in paintings is like that).  The first kind of hair is hair with very small minimal hair parts, but the latter is more like furniture, in context, we may well assume that it corresponds to a scramble of very course grained minimal parts, including, possibly, hairs.  In the latter case we may get to the primary count interpretation by simple restriction to a single variant, or by collapsing variants (which is the painful variant, since it means, pulling the hairs out one by one).


I will continue the discussion of furniture and hair in section 1.7.  
1.6. THE CONCEPTUAL BASIS FOR THE MASS-COUNT DISTINCTION
On the present theory, mass nouns are generously closed under variants, while count nouns are generated by a single variant.  Technically, mass nouns cannot be counted, because for mass predicate P, whose denotation is generously closed under variants, COUNTP is not defined for its denotation.  And this is not an arbitrary decision of definition:  COUNTP is not defined, precisely because P is closed under variants.

In the current analysis, the reason that mass entities cannot be counted by the COUNT function is that if you insist on counting, you cannot avoid counting the same things many times over, and counting becomes senseless.


It may be instructive to look here at a real and notorious count example that brings out the problem.  Suppose you want to know how many songs Schubert wrote.  

Well, since it doesn't happen much that different texts get the same music, Deutsch - who made the catalogue of  Schubert's works - first divided the songs by the texts set, and assigned songs different numbers if they set different texts.  Having done that, one discovers that for many texts, there is a considerable number of manuscripts containing a Schubert song to that text.  

Deutsch distinguished different settings of the same text in terms of their musical substance.  One assigns them different numbers, count them as different songs, if Schubert set the same text to different music, as he did  very often.  At least, that is the idea.

But one finds that even so, for the songs distinguished by the above means, there are still alternative manuscripts, sometimes quite a few.  These are variant settings of the same song.  


In some of these cases anyone would regard these indeed as just minor variants of the same song.  For instance, in some cases the only difference between two manuscripts is the key the song is set in.  Since Schubert songs are routinely transposed for singers to fit their voice range - and this was already the case when they were premiered with Schubert at the piano, one wouldn't count a transposition of a song as a different song.  In other cases, the difference between two version may be as little as one piano mark.  

But there are also cases where the musical difference is considerable.   Thus, the difference between a setting and a variant is not always clear.  And it is this that makes the question how many songs Schubert wrote a difficult one to answer exactly.


What is clear in the example, though, is that in counting Schubert songs, we don't count separately what we regard as variants of the same song.  To resolve the vagueness, as one does in a catalogue, we decide what is a setting and what is a variant, and then we count, either choosing per setting one variant, and ignoring the rest, or counting equivalence classes of variants. Either way, in counting we eliminate variants.

Mass predicates are liberally closed under variants.  Hence, for any mass predicate, the set of its minimal parts will liberally contain variants.  If we were to ignore the restriction to a single variant in the definition of the COUNT function, and count anyway, the COUNT function would count a minimal part and all its variants which you might have taken instead as distinct elements.  But we don't think of the variants as literally distinct things, we think of them as, well, variants.  


When we come to the mass domain, we can expect, by liberal closure under variants, that any suffiently large mass body allows an astronomic number of variants.  And clearly, the bulk of these fall solidly in the category of transpositions: variants that it would be foolish to count as distinct.  But, of course, that is precisely what the COUNT function would be doing on mass denotations if we ignore the restriction to a single variant:  it would  count variants as distinct.  Which means that it would do a Very Foolish Thing.  


THE PRINCIPLE OF PREVENTATIVE SEMANTICS:


The semantics doesn't allow its operations to do things that are very 

foolish (if it can help it). 

So how do we count?  We count by imposing a restriction to single variants.  We make a predicate count by eliminating and collapsing variants, so that on the result COUNT is defined. The idea about counting here is different from that in a Link-style plurality theory, where counting is in terms of atoms.  With the current notion of counting, it is not the atomicity of the structure which is the defining characteristics of counting, nor the fact that there are minimal elements in the denotation, but the assumption that these minimal elements form a single variant for the sum of the elements in the denotation.
Why isn't there contectual pressure to restrict the denotation of a mass predicate to a single variant?     The grammatical constraint that I proposed, of course, forbids this.  But there is an intuitive or conceptual reason too.  

Count and mass present two perspectives on the world: one as neatly parceled, one as messy, as not coming with a ready-made parceling by a conceptually natural variant.  As I will argue in the next section, these are perspectives that come with different cross-temporal identity conditions:  on the count perspective, entities lose their identity if you scramble them, on the mass perspective, they do not.  We don't feel the need to eliminate mass predicates in favor of count predicates because both perspectives are valid, useful and important.    

Scientific discoveries about minimal parts of salt and water have not  affected the semantic of these mass nouns:  they wouldn't, on the horizontal perspective of variants, because these discoveries have not make salt-stuff or water-stuff less closed under variants.  Think of the Mickey Mouse water molecule from section 1.1.  It is a single molecule of water.  This is the count perspective.  But this molecule is at the same time a large set of different variants (that is even quantum mechanically justified).  It doesn't have proper parts that are themselves water, but in how it is built from its non-water parts we can recognize many variants.   The latter perspective is the mass perspective, and on this perspective we cannot count, because what we have is a mess of variants (all worth the same count molecule of water).   And it is this perspective that allows us to use the mass noun water even in this case, so that we can truthfully say that, even when we are looking at a single molecule of water, there is water present.
On this view, then, mass predicates are less restricted than count predicates.  Count imposes a constraint of contextual disjointness.  When we select a denotation for a count predicate, we think of the minimal elements as disjoint.  In this we remove, ignore, or collapse variants.
The theory actually assumes that count predicates involve presupposed neat parceling, rather than stipulated neat parceling.   A count predicate doesn't assert a neat parceling into a variant, it presupposes it.  This means that if you use a count predicate like boy and I point out the existence of problematic world-overlapping individuals like, say, siamese twins, you don't stop using the count predicate boy because the variant it requires happens not to exist. Rather what you do is to continue to presuppose that a variant does exist, and you follow one or the other strategy to maintain it:  like, you fit the dubious cases in by making your parceling more finegrained; or you make the predicate vague: keep the criterion that makes the variant for the clear cases that fall under the predicate, but allow for borderline cases. Or some other strategy.  
There are count nouns for which things are not as simple.  Some of them have a venerable history of discussion in philosophy, nouns like thing or place, others have some history of discussion in semantics, like fences, sequences, mirrors, etc. (see Rothstein 2004 for discussion).  How many things are there in the world?  How many places?  How many fences does a farmer build, while he thinks he is building just one?  
These nouns do not come with a natural strict distinctions by their semantics because they are naturally divisable.  However, divisibility is a vertical notion, and it doesn't make nouns mass on the present perspective, and when used in context these nouns too presuppose strict distinctions as much as other nouns.  


When some years ago my daughter expressed the wish to acquire for her fifth birthday a barbie-doll, she said: "But I don't want one that's just like that, I want one that comes with...things."   

It would not have done to tell her: 'They all do!"


Thus, when we use a noun like things in context we usually assume a neatly parceled domain in that context as well. 


I say usually, because there are special contexts where we can loosen the neat packaging constraint somewhat.  For instance in cube-counting games, where four little cubes can form one big cube.  In  this case we can, under the right circumstances, allow groups of cubes in the extension of the singular predicate cube and count them as well, even though, strictly speaking then the denotation of the set of minimal elements of cube doesn't form a single variant.  These are deviations from the norm, but controlled deviations.  We don't have to make up for the presupposition, because multiple counting is the point of the game, and, crucially,  the extra count that is introduced is controlled by the conditions of the game.  For instance, scattered groups of cubes are not added to the denotation of cube, let alone groups of parts of different cubes even if together they are sitting in a perfectly cube-like position.  Thus the denotation of cube in such a context is arguably far from a typical mass-noun denotation.       

These are special cases.  For normal count nouns in normal contexts, neat parceling is assumed.  What I will argue next is that to this distinction between the denotations of count nouns and mass nouns corresponds a further semantic difference between them, namely, a difference in cross-temporal identity conditions.
1.7. CROSS-TEMPORAL IDENTITY: THE EVIDENCE FROM FURNITURE AND PAVAROTTI'S HAIR
It is by and large a standard assumption in the literature that theories of mass nouns and count nouns that distinguish their denotations up to the point that their supremums come out as distinct entities (say, a mass sum versus a count sum),  make a distinction that is not supported by the linguistic evidence. Schubert and Pelletier 1989 express this point most eloquently:


"It seems to us that there is simply no semantic or pragmatic fact which could 

be used to account for the belief that, in the following list, the former are mass 

and the latter count.  There just is no difference [and no differences] between 

change and coins, between clothing and clothes, between shit and turds, 

between footware and shoes, between furniture and furnishings, between fuzz 

and cops, or between gin and orange juice and orange blossoms which could 

be used." (p. 342)

Chierchia 1998 calls this the supremum argument, and stresses the cross-linguistic side of the issue:  the English expression Pavarotti's hair, with mass noun hair, translates into Italian as I capelli di Pavarotti,  with plural count noun capelli, and the two expressions seem to have the same meaning.  

We need to be a bit precise about the claim, because strictly speaking there are obvious semantic differences between the plural noun phrase Pavarotti's hairs and Pavarotti's hair with the mass noun hair: differences that have to do with plurality: 

(8) a.    Pavarotti's hairs were painted one by one.

                  b. #Pavarotti's hair was painted one by one.
So let us restrict our attention to predicates that allow a collective interpretation, as the predicate in (9), and compare the noun phrase with the mass noun (9b) with the plural noun phrase on the collective interpretation, as in (9a):


(9) a.  In yesterday's light, Pavarotti's hairs had a magical golden shine.


      b. In yesterday's light, Pavarotti's hair   had a magical golden shine.

I take Pelletier and Schubert's claim to be that in pairs like (9a,b), there is, if we ignore plurality effects, no detectable semantic difference between the cases.  

The supremum argument says that this is because the complex nouns hair of Pavarotti
and hairs of Pavarotti have the same supremum, and hence Pavarotti's hairs and Pavarotti's hair have the same denotation.  This is why Italian can unproblematically translate Pavarotti's hair as I capelli di Pavarotti:  anyone would assume that I capelli di Pavarotti has the same denotation as Pavarotti's hairs, by the supremum argument that is the same as Pavarotti's hair.


I want to argue in this section that the claim by Pelletier and Schubert and by Chierchia that there is no detectable semantic difference (except for plurality effects) between the cases in (9a,b) and similar cases is actually false:  there are semantic differences, subtle semantic differences, between these cases (and since they are subtle, one can expect them to often go undetected).

Now, I am not going to argue here that Pavarotti's hair and Pavarotti's hairs cannot have the same denotation.  In the theory I propose there is no reason to assume that they can't:  the supremum of the denotation of hair[SING] can unproblematically be the same entity as the supremum of the denotation of hair[MASS].   Even stronger, I would assume with Pelletier and Schubert and Chierchia that, dynamically, in a starting context, that is exactly what you would be assuming.  But, on my perspective, this only means that the noun phrases Pavarotti's hair and Pavarotti's hairs have the same denotation in starting contexts. 

Pelletier and Schubert and Chierchia, however, suggest something much stronger: they suggest that these expressions have the same denotation in all contexts, and hence have the same intension.  And this I deny.  Even if we would naturally set in starting contexts the supremum of hair[MASS]  and hairs to the same object, the noun phrases the hair[MASS]  and the hairs have different intensions, because the intensional mass object THE HAIR[MASS] has different scrambling potential from the intensional count object THE HAIRS.  That is, as intensional objects, they have different cross-temporal identity conditions:  the intensional mass object THE HAIR preserves its identity cross-temporally under scrambling, while the intensional count object THE HAIRS does not. 

Mass predicates are liberally closed under variants.  For the mass noun salt, we can regard the salt dissolved in the water as being built up from a particular choice of molecules, but we can see different variants of salt sitting inside that structure.  

A variant is a scrambling potention, scrambling is cross-temporal realization of a variant by structure preserving transformations (where structure is a contextual notion).  Cross-temporally, this means that, if a variant of the salt we have right here right now materializes as a scramble the next moment, we still regard it as the same salt, the same intensional mass entity. 

This is different for count predicates.  Count predicates are not liberally closed under variants.  Take the lions.  Each sum of lions is built from a set of atomic lions, coming from the same variant.  If I take for each lion its body, and attach it to the head of another lion, i.e. I scramble the lions, I don't get the lions back,  I get, as Woody Allen has pointed out, a set of mythical beasts (or, if I don't do it well, I get a mess).  Thus, the intension of the lions is not closed under cross-temporal scramble.
And this difference, I want to argue now, shows up even in close mass-count pairs like the ones that Pelletier and Schubert and Chierchia discuss.

ON BUYING FURNITURE

I will first take up furniture.  In Dutch we have two nouns, meubilair, which means 'furniture', and is a mass noun, and meubel, which means 'item of furniture', and is a count noun.   

You have ordered furniture from a catalogue, and you are writing an angry letter to the company:

(10)  
Dit zijn niet de meubels die ik besteld heb.



Ik heb acht meubels besteld: een tafel, zes stoelen, en een bank.


Toen ik na de aflevering thuis kwam, vond ik vijf meubels: een tafel,

vier banken, en geen stoelen.

These are not the items of furniture that I have ordered.

I ordered eight items of furniture, a table, six chairs, and a couch.

When I came home, after the delivery, I found five items of furniture, three 

tables, two couches, and no chairs. 

The situation is, as you may guess, that the company sells the kind of furniture that can be put together in different ways, say: from the same pieces, either two chairs can be assembled, or one couch, or one table.  I can't tell you the construction system, it's patented, but, unfortunately, once assembled, it cannot be dissembled anymore.   

Since you intended to leave these items of furniture to your eight grandchildren, I can see that you are pertubed.

What is important is that I actually more than sympathize with you.  In the situation sketched, even knowing about the company, I regard your statement in (10) as true.  

But now suppose you had said (11) instead of (10), in the same circumstances:


(11)  Dit is niet het meubilair dat ik besteld heb.


This is not the furniture that I have ordered.

In this case, I wouldn't agree with you.  I would think that the shop is quite right to argue that it actually is the furniture that you have ordered, it's just put together in the wrong way.  Thus, I regard your statement in (11) as false.

Now, we find ourselves here in an area here close to the heart of philosophical experimentation about the identity conditions of objects in the denotation of count nouns, like ships with changing parts.  And I agree that this can have a blurring effect on the judgements concerning the count noun statements.  This is why in (10) I set up the context so as to specify the cardinality.  

While one can take a ship, replace all its parts in a continuous process and still regard it as 'the same ship', one cannot take two ships, build four ships from their parts in a continuous process and regard those, without force, as the same four ships as the two ships we had.  

Of course, there are contexts where this is exactly what we do, like in cube-counting puzzles.  But this is not the normal situation.  When we count mirrors or hedges, we build count minimal parts by dividing the world along natural, or reasonable, or even plainly arbitrary lines, and taking as minimal parts the things that maximally fit those lines.  And in doing so, we ignore the possibility of reordering the same material into sums of different minimal parts.  

This is why, even in an area where you can decide to count in different ways, our intuitions about the truth conditions of (10) can be more robust than you might expect at first:  the count noun meubel is not liberally closed under variants, precisly because, as a count noun, we associate with it in context a definite count: eight items of furniture is eight items of furniture and not five items of furniture.

But this isn't true for the mass noun furniture.  The mass noun furniture is closed under variants in a way that the count noun is not.  I am not assuming that it is closed under every way of reassembling, but I think it is closed under various ways of reassembling.  

I think that, will all cautionary caveats, the contrast between (10) and (11) is striking, and it, of course, derives precisely from the semantic difference between mass nouns and count nouns that I have assumed:  mass nouns are liberally closed under variants, while count nouns are not.

THE MAD WIGMAKER
One night, while Pavarotti is asleep, he falls victim to the Mad Wigmaker (a first cousin of the Sneekse snikkelsnijder discussed in de Wijs 2001).

The Wigmaker cuts off his hair, and takes it to his secret laboratory.

He spreads out the hairs, numbers them, and cuts each of them into five pieces, numbered 1 ... 5, top-down.

Then he takes piece 2 of hair 1, piece 1 of hair 2, piece 5 of hair 3, piece 4 of hair 4, and piece 3 of hair 5, and by innovative molecular techniques combines these pieces in that order in the normal way for hair.  He goes through all of them in this criss-cross way.  After this, since he wants the hair to be longer, he takes half of them, and attaches them with the same molecular techniques to the other half.  The result he sticks in a wig.

A hundred years pass.  The wig gets discovered, Scientists do extensive genetic analysis on it.  They find the genetic match with Pavarotti, and the wig is put into a museum under special light.

Enter two museum attendants.

(12)   Paola:
This is Pavarotti's hair.  As you can see, in 

this light, Pavarotti's hair has a magical golden shine. 


(13)   Paolo:
These are Pavarotti's hairs.  As you can see, in this light, 

Pavarotti's hairs have a magical golden shine.

Paola's statement, I think, is unproblematic.  It is Pavarotti's hair, and presuably, there is a magical golden shine. Paolo's statement, on the other hand, is problematic.  I do not think that it is true that what we have here is Pavarotti's hairs.  I don't have a problem assuming that what we have is hairs, but they're not Pavarotti's hairs. 

Consequently, the continuation of Paolo's statement following is, as far as I am concerned, infelicitous.  

What we see is the following.  In the starting context, where Pavarotti's hair is on his head, it is unproblematic to assume that the supremum of the mass predicate hair of Pavarotti  and the supremum of the count predicate hairs of Pavarotti are the same.  The wigmaker transforms this context into a context where the mass predicate hair of Pavarotti has a supremum which is arguably cross-temporally identical to the supremum of hair of Pavarotti in the original context, but the count predicate hairs of Pavarotti has become the empty set, because there are no longer hairs of Pavarotti, and hence the supremum of the count predicate hairs of Pavarotti is zero.  Thus we have a derived context where the supremum of the mass predicate and the supremum of the corresponding count predicate in the Pelletier and Schubert and Chierchia pairs are not the same.  

I've used the hair-case to stress a point.  Of course, it's a bizar story.  What is interesting is that the bizarness of the story doesn't affect the contrast, or at least not much.   You might expect, in such a bizar story, to just loose your intuitions completely.  But that is not the case: there is, I think,  a clear contrast between (12) and (13), and it is the same contrast as that between (10) and (11).   This is evidence that even in very close pairs like de meubels/het meubilair and the hair/the hairs the mass expressions and the count expressions are intensionally distinct, and what distinguishes them intensionally is precisely their cross-temporal scrambling potential.  And this, of course, is to be expected if the central distinction between mass nouns and count nouns is that the first are liberally closed under generating variants while the second are generated by single variants. 

PART TWO: DISCUSSION
2.1. MINIMAL PARTS
On my proposal the denotations of mass predicates are liberally closed under variants.  Variants are maximally disjoint sets of minimal parts.  This means that I assume that the denotation of a mass noun is, like the denotation of count predicates,  built from elements that are minimal in the denotation of the noun, i.e. salt is built from minimal salt parts, just like boys is built from minimal boys parts.


The question of whether mass entities have minimal parts has a venerable history in philosophy, to which I can hardly do justice (see the discussion in Pelletier and Schubert 1989).   With some notable exceptions (like Chierchia 1998), the semantic tradition I am part of has assumed that the denotations of mass nouns, as they play a role in semantics, are not built from minimal parts. (e.g. Link 1983, Bunt 1985, Landman 1991), non-atomic or even atomless structures are introduced in this context.


Let me, for polemic purposes, paraphrase the position I myself took in Landman 1991:

What are the minimal parts of water?  Chemistry tells us that they are the water molecules.  But water molecules can be counted, while water cannot be counted.  This shows that natural language semantics does not incorporate the insights of chemistry in its models:  in our semantic domains, the water molecules are not the minimal parts of water.  In fact, the real semantic question is:  is there any evidence, semantic evidence, to assume that mass entities like water are built from minimal parts at all, either from minimal parts that are water, or from minimal parts that aren't water?  If there is no such semantic evidence, it is theoretically better to assume that the semantic system does not impose a requirement of minimal parts.  

Since there is no semantic evidence for minimal parts, we should assume non-atomic structures for the mass domain.  That has the added bonus that we can nicely explain why we cannot count mass entities, because counting is counting of atoms. 


(Authorized paraphrase of Landman 1991, pp 312-313)
At the heart of this argument is an attractive idea:  assume that counting is counting of atoms (that is, after all, what we count in count plurality structures).  Then, if you don't have atoms, you can't be counted.  That nicely explains why mass entities cannot be counted. The picture fits with what can be called a 'geometric picture of mass objects':  you can think about mass objects as interior areas of three dimensional figures; if so, then, geometrically you can continue to divide them.  Tarski, in his paper on the geometry of solids (Tarski 1927) introduces atomless Boolean algebras in this context.  
I think that this is appealing as an approach to the mass domain, though I now think that it is a wrong approach.  In this I agree with Chierchia 1998.
Chierchia 1998 discusses mass nouns like furniture.  Think about the furniture in my room.  It consists  (say) of a desk, a file cabinet and three chairs.  Each of these five items counts as furniture, i.e. falls within the denotation of the noun furniture (either themselves of the stuff they are made off), but their parts don't naturally count as furniture:  a leg of the table is part of the furniture, but not naturally itself furniture.

Chierchia argues that it is perfectly reasonable to regard the table, the file cabinet and the three chairs as minimal elements within the extension of the noun furniture.

We may think: well, maybe there are three kinds of nouns, count nouns, mass nouns, and nouns like furniture, which are on the seesaw.  After all, the nouns that Chierchia is interested in are precisely the nouns that come out as mass in one language, and count in another, or have both a mass and a count variant (as furniture does in Dutch).  But other nouns, like the standard examples of water and salt come out systematically cross-linguistically as mass.  They are, of course, the ones that the literature on mass nouns has focussed on, and they are the ones that the argument for non-atomic structures are based on.

This is what I used to think, but I no longer do.  I think that Chierchia's problem is just as much present in the case of  the standard examples.

Let us move to the lab where the future is made, the lab of professor Earwicker, who has just improved the scanning-tunneling microscope.  "Look at the screen," he tells you.   "What is it?" you ask.  Solemnly, he says:  "This is salt, one molecule of salt."

Science fiction?  Hardly, actually.  What is important for our purposes is that the professor is not using the English language in any funny extended way.  What you are watching is without any doubt salt, and that is  - and this is the really important thing - because there is salt on the viewing plate of the microscope, and you're watching it.   

The point is this.  When we look at the salt in our salt shaker, our theoretical strategy has been: chemistry assumes that this is built up from molecules, the semantics  assumes that this is homogeneously built up from mass parts.  There is a mismatch there, but there we are: native speakers apparently don't incorporate the insights of chemistry in their semantics.    What I am telling you now is: don't look at the salt shaker, look through Earwicker's microscope.  He put salt on the viewing plate of the microscope, and salt is what you see.  As far as the semantics of salt is concerned, you are looking through the microscope at salt-mass in just the same way as you did when you looked at the salt shaker.  That is not a question of chemistry, but of English.  I think that if I were to deny that there is salt on the viewing plate, I have a problem that English doesn't seem to have. 

So let us accept that there is salt there, one molecule worth of it.  But then, what there is on the screen seems to be a perfect candidate for a minimal element in the denotation of salt.

What if you deny that?  "No, no, no,' you say, "you're thinking chemistry again.  As far as the semantics is concerned, this object is perfectly divisible into parts that are also salt."  


The problem is that the geometrical intuition, which seemed reasonable at a larger scale, breaks down here. If we want to maintain that even in this situation we can homogeneously keep on dividing the salt into parts that count as salt, we are committing ourselves to a very arcane and unintuitive substructure.  The picture is almost a parody of homeopathy:  you dilute a substance so much in water that not a single molecule of it remains, yet the spirit of the substance continues to hover over the face of the waters and manages to cure you.  Here, in going down in the structure, there's not a single molecule of salt left, but the force stays with you.  

The problem, then, is that the theory of the homogenous mass domain imposes a homogenous part structure on mass entities also in cases where that seems totally inappropriate and unintuitive, like the case discussed here.  And this substructure seems to be only justified by the wish not to have minimal parts in the denotation of the mass noun, despite the semantic evidence.


So, after all, I think that Chierchia's observation applies with the very same force to this case:  when you go to the parts of what you see on the screen, they are no longer salt, so the one molecule worth of salt counts as a minimal element in the extension of salt.


Thus, we need to explain why, in using the mass noun salt in this circumstance, we cannot count what we see:  imposing an atomless substructure of salt-parts misses the point, because it is non-existent. 


Now, so far I have only shown that we must assume that there are some elements in the denotation of salt that are minimal in the denotation of salt.  This doesn't yet show that you couldn’t also have infinitely descending chains of parts inside the denotation of salt.   You might say:  "ok, have it your way, have minimal salt-parts for your extreme examples, but that doesn't affect the salt in the shaker:  in the shaker its salt all the way down as far as the semantics is concerned."

The point is:  even if we accept that the above argument shows that there are parts in the denotation of salt that are minimal in that denotation, it doesn't show that the denotation is built from minimal parts (a structure need not be either atomless or atomic, it can be non-atomless and non-atomic, in which case it is a product of an atomless structure and an atomic structure).

I think that this strategy too is untenable.  I have said that there are parts of salt that are minimal within the denotation of salt.   Let us not commit ourselves here to the assumption that they are salt molecules, let us be more neutral and call them mass stuff worth one molecule.  Now take an arbitrary mass entity salt. say, the salt in our shaker.  The question to ask is:  does the salt in our shaker have a mass part which is salt and worth one molecule?  

It seems obvious to me that the answer to this question should be yes.  And in fact, that answer is only indirectly dictated by our knowledge of chemistry.  It follows more directly from the geometrical metaphor that  motivated the non-atomic structures in the first place.  Think of the region taken up by the salt in your shaker.  I say: if there are molecules, a molecule will take up a region, call it a molecule region.  Now I ask:  is there a molecule region part of the region of the salt in our shaker?  And the answer is obviously yes, if there are molecules of salt which are in the salt in the shaker.   That's how regions work.  


 But, of course,  whether or not semantic mass-salt is built from chemical objects like molecules, it is a common assumption among English speakers that there are salt molecules in the world, and that chemically, salt is built from them.  That is, you would, I hope, agree with me that there are indeed salt molecules in the shaker (even if the semantics isn't built from them).  It follows that there is, within the region occupied by the salt in our shaker, at least one molecule region.  

Now, the geometrical picture of  salt tells us that this region is occupied by a semantic salt-mass part, which hence is a salt mass part worth one molecule.  But to this salt mass part, the above Earwicker argument applies, so, to avoid the homeopathic theory, we must assume that it is a minimal part in the denotation of salt.  Thus the salt in our shaker contains a minimal salt part.  
But the salt in our shaker was chosen arbitrarily: the argument applies to any mass entity that is salt.  Hence every mass entity that is salt has a minimal salt part.  But if every entity in the denotation of salt has at least one minimal salt part, there are provably no infinitely descending chains in the denotation of salt, and denotation is built from minimal salt elements.
This argument does not rely on any deep knowledge about chemistry, but only on one chemical fact:  chemically, salt is built from salt molecules, a fact which is widely assumed to be the case among speakers of English.  

This means, I think, that what Chierchia argues for furniture is not the exception in the mass domain, but the norm. 
 
"But wait," you say.  "Your assumption that native speakers of English know that there are salt molecules (even if they haven't the faintest idea about their structure) is already dubious, given the decline of our educational system, or its failure to reach inaccessible areas inhabited by native speakers.  But surely, at the time our semantics of mass nouns got established, our ancestors didn't know about chemical atoms and molecules, did they?   So, we don't count salt in terms of salt-molecules, because when our ancestors developed the semantics of the predicate salt, they didn't know about salt molecules.  For them it was just dividible for ever."  


I think that for a variety of reasons this is a very dubious argument.  The first point is:  if it mattered for the semantics of salt that there are molecules, it would be rather surprising that salt is still mass, even though by now the language has had about a hunderd and fifty odd years time to change.  Lexical change is rapid: chemistry has obviously made an enormous impact on the lexicon of our language over the last one hundred and fifty years, and, one can argue, on the way we conceptualize matter, but it has made no impact whatsoever on the mass-count distinction:  no nouns, as far as I know, have changed their status, due to the impact of chemistry.  So clearly, the fact that we didn't know about molecules is irrelevant, because we have known about them for a very long time now, and it hasn't made the slightest difference.  I think that we simply must accept that had we known about molecules, water and salt would still have come out as mass.  

The point is, I didn't actually say that the minimal salt-parts were salt-molecules, I said they were salt-parts worth one molecule.  And for the modeling itself, it didn't matter that much that they were parts worth one molecule – that is indeed an afterthought brought about by the chemical revolution: what mattered was that they were minimal salt-parts.  


So the real argument should be:  before the molecular revolution our ancestors didn't really think in terms of minimal salt-parts, so that was never incorporated into their semantics.  

Plausible?  Well, think again.  The semantic point about minimal salt-parts is that they are salt, but their parts are too small to be salt, and the salt itself can be regarded as covered by these minimal salt parts.    Surely, if our ancesters had believed that wherever you go down in the salt you reach a minimal salt part, they would also have accepted that the salt is covered by these minimal parts, how could it be otherwise?  

So really the only thing that our ancesters didn't know or assume is that when you go down in the salt to smaller and smaller parts you always reach a point where it isn't salt anymore. 

I must admit that I find this picture baffling to the extreme.  Of course, philosophers of old speculated about the make up of the world: was it infinitely divisible or made up of Democrites-style atoms, or indistinguishable Leibnizian monads, or what have you.  And it is quite unlikely that prehistoric Johanna Doe or historic Richard Roe would incorporate the latter in her or his semantics. But that's not what we're talking about.  The question here is whether the avagage early mind would find it implausible that if you go far enough down in the water of salt you'd get to parts that are too small to count as water or salt.  
Implausible?  On the contrary, one would think that that is just what your avarage, down-to-earth, not very philosophically minded person of any time would think:  "it's water in my bucket, and when I pour half of it into two buckets it's water in both, and when I do this again and again and again, I get to things that are impossibly small."
When spermatozoa were discovered, it was believed at first that they contained little men, who themselves had spermatozoa, which contained little men, who.... etc, until the point where contemporary common sense said:  that is so small that it is impossible.   From this, one clever person calculated when the apocalyps was going to take place.
It seems to me quite a bit more likely that our ancesters thought about divisibility in this somewhat muddled way, than that they actually believed that you could divide all the way down.  This means that I think that we ought to accept that the semantics of mass nouns has always been compatible with a view of water or salt as being dividable into water or salt up to minimal parts, below which you get a headache.  And that means that the historical story ("we didn't know about minimal parts, did we?") is irrelevant and on the wrong track.  Division up to minimal parts, in the sense meant here, has most likely always been part of the naïve picture of mass-stuff in the world, and hence we can only conclude that the explanation for non-counting must lie somewhere else.  More precisely:  recognition of a minimal part structure of water or salt does not lead to countability, because, most plausibly, humans have always naively assumed something like that, and it has made no difference whatsoever for the mass-count distinction.  
This means, then, that Chierchia's point is valid for all mass predicates:  what we need to account for is why we don't count furniture, salt or water, even if the denotations of these predicates are built from of minimal parts.

2.2. ATOMS
If it isn't the presence of absence of minimal elements that makes predicates count or mass, then what is it?  Here is another idea we may entertain. 


Standardly, in the semantics of count predicates, we assume that singular predicates like boy denote sets of atoms in the count structure.  And we assume that the plural predicate boys denotes the closure under Boolean sum of the singular predicate boy: 


v BOY bB µ ATOMB

v *BOY bB = *( v BOY bB)
We count sums in terms of the set of atoms they contain:


For all b 2 B: |b| = |ATOMB(b)|

This means de facto that we count plural elements in the denotation of *BOY in terms of the minimal elements of the denotation of *BOY, but not simply because they are minimal elements of the denotation of *BOY, but because those minimal elements are atoms in B.


Now, in the picture that I gave of the mass domain, mass predicates are interpreted in a Boolean domain, but are interpreted as what I called ice-caps.  Their minimal elements are not themselves atoms in the Boolean domain.  Let's assume that this is the major distinction between the mass domain and the count domain:  the denotations of mass predicates SALT are defined in a domain where the non-salt parts
are accessible inside the structure, and hence SALT denotes an ice-cap.  The denotations of count-predicates are lifted out of this domain, into their own count domain, a complete atomic Boolean algebra C, count predicates are interpreted in C, and the minimal elements in their denotation are atoms in ATOMC.  

On such an approach, we can assume that the mass predicates too have Boolean denotations, but as ice cap predicates in B, ice-cap predicates that do not include the atoms in ATOMB. An example of such an ice cap predicate in a Boolean algebra with six atoms a,b,c,d,e,f would be: 

{0, atb, ctd, etf, atbtctd, atbtetf, btctetf, atbtctdtetf}).
.  
Then we proceed as follows.  Assume that a count modifier like three has the following semantics:

                              λx.P(x) ( |x|=3  
if ATOM(x) = min(P) ( ATOM(x)
THREE = λP. 



    undefined otherwise

This semantics tells us that, given our assumptions, three boys has a well defined interpretation:  it is the set of all sums x which have below them exactly three atoms, and those atoms are exactly the singular boys below x.


Now apply the semantics of the count modifier to a mass predicate like salt.  And the result is that three salt is undefined: even if a salt part consists of minimal salt-elements, these minimal salt elements are not atoms in the structure, and hence, three salt is undefined.


So, if modifying a predicate with a count modifier presupposes that the minimal elements in the denotation of the predicate are atoms, we have created a distinction between count predicates and mass predicates.


The difference, then, between the count object Fred and the salt worth one molecule that we saw through the microscope is that , semantically, the salt is sitting in a structure with all its parts still available, while Fred is, so to say, lifted out of the structure of his parts.  That's why we can count Fred, but not the minimal salt.
What does this theory tell us about the mass-count distinction?  Quite obviously, boys are made out of parts that aren't boys, in the same way as salt is made out of stuff that isn't salt.  The idea is that, for count predicates like boys, the substructure of non-boy parts has been made semantically inaccessible, while for mass predicates like salt this structure is not semantically inaccessible.  Making the substructure semantically inaccessible turns the minimal boys-parts into atoms in their own right, and, since counting requires the minimal elements to be atoms, that's why boys is count.
Once we realize that the issue is really semantic accessibility, we don't need to literally lift the denotation of boys out of the structure, it can start out as an ice-cap predicate as well.  But, for count predicates, we restrict the part-of relation defined on the domain to a count-part of relation, which makes the minimal elements of the denotation of boys into atoms with respect to this count part-of relation.   Thus we could say that the denotations of count predicates have two part-of relations defined on them:  one the same as the mass-noun denotations, and with respect to that one, they cannot be counted either, and one, the count restriction, and with respect to that one they can be counted (I think Almerindo Oheda has developed an approach like this, but I can't find the reference).

Now, obviously we can make this distinction, and make this distinction work, and we have an account of the mass-count distinction.  The problem is that I don't see that this is more than an ad hoc trick, and as an account of the mass-count distinction I find it rather baffling.

The question which baffles me is:  why would that be a sensible thing for language to do?  Why would that be a sensible distinction to make?  Because what it really says is:  if only you were to block out the non-salt parts, then salt would be just as count as boys. 
In other words, if the denotation of SALT is a Boolean algebra generated by minimal salt-elements floating as an ice-cap inside the mass domain, there is technically no problem in restricting the part-of relation on the denotation of SALT in exactly the same way as we propose for the denotation of BOYS.  And then SALT becomes just as countable as BOYS.

But then, why don't we do that?   Why can't we do that contextually?  Or, if we come up with a story for that, why wouldn't sensible languages long ago have blocked out the non-salt parts?  And why don't we find more cross-linguistic variation than we do?  We find cross-linguistic variation with nouns like furniture, tools, footwear, hair, but not with the ones we're looking at here, like water and salt. 
The problem is not that it isn't a sensible strategy to assume a count-part of relation which makes singular boys atoms.  The problem is that, by itself, this explains nothing about the mass-count distinction, because, if both the denotations of the mass predicate and of the count predicate are Boolean algebras generated by the minimal elements in the predicate,  you can obviously define such a count part-of relation for both kinds of predicates, and you will get mass atoms just as you get count atoms inside the predicate denotations, and you can count.    
And the problem with that is that while it is quite clear why it would be a useful thing to have predicates that make use of this count part-of relation which is definable for them, it isn't clear at all, why it would be a useful thing to have predicates that refuse to make use of this count part-of relation, which is equally definable for them.   

This shows, I think, where the real problem lies.  Forget about non-salt parts and non-boy parts.  We have a denotation of salt with minimal salt parts and a denotation of boys with minimal boys parts. There is something about the set of minimal boys parts that makes it suitable as a basis for counting boys, while the set of minimal salt parts is not in the same sense suitable for counting salt. Think of both structures as endowed with a restricted part-of relation.  Then there are boys-atoms and there are salt-atoms (with respect to the restricted part-of relations).  Our problem is that boys-atoms can be counted, while salt-atoms cannot be counted.  And we need to come up with a reason for this.  

We can turn matters the other way round, and the problem stays the same.  Both salt and boys can be regarded as ice-cap predicates each with a set of minimal parts.  The atoms of the structure we define them in are irrelevant for counting, in both cases only the minimal elements inside the denotations of the predicates are relevant.  You cannot count salt in terms of minimal salt elements, but you can count boys in terms of minimal boys elements, and our question is: why? 
This clarifies the issue at stake, because we can abstract away from the ice cap model to a comparison to mass noun denotations according to the reductionist Boolean model, and mass noun denotations according to my proposal.  

On my account, mass predicates and count predicates have structurally different denotations, sets liberally closed under variants versus sets generated by a single variant.  And I have related the possibility of counting to this structural difference.  
On the Boolean approach, if the denotation of a mass noun happens to have the same cardinality as the denotation of a count noun, their denotations are isomorphic, since both are complete atomic Boolean algebras, and complete atomic Boolean algebras of the same cardinality are isomorphic.  In either case, the denotation of the predicate is generated from a set of elements that are minimal in the denotation.  Structurally these sets of minimal elements have the same status, hence the Boolean approach needs to come up with a non-structural account of why the minimal elements in the mass denotation cannot be counted, while the minimal elements in the count denotation can.  
Chierchia 1998 suggests two lines of attack for this problem within such a version of the Boolean approach (more precisely, he suggests the first, and develops the second).  The first approach is vagueness:  the set of minimal mass elements is vague in a way that the set of minimal count elements is not.  The second approach is what I would call Italian sculpture:  the structure is there in the marble, but you can only access it, if you sculpt it out:  count is sculpturing out the minimal parts from the mass denotation.  As we will see, I am very sympathetic to both ideas.  I will argue, though, that the Boolean approach isn't an adequate vehicle to do justice to these ideas, while my theory is.

2.3. VAGUENESS
Even if we accept that there are minimal parts of water and of salt, we would surely assume that native speakers don't have a clear picture at all of what these minimal parts are like, and don't have the faintest idea how many there are, or how you even would go about counting them.  We might try to use this as a basis for the mass-count distinction:  for count predicates like boys we know in principle how we would go about counting minimal parts, but for mass predicates like salt we don't.  Such a procedure for counting makes the set of count minimal elements at least potentially sharp and well delined, while we can take the lack of such a procedure in the mass domain to mean that here the set of minimal elements is conceptually inaccessible.  It's as if we point a conceptual telescope at the set of minimal parts. a conceptual telescope that has the mass-count distinction built into it: point it at a count denotation, and you see minimal elements, point it at a mass denotation, and you see nothing.  Thus, on the Boolean approach, what there is to see would be the same in both cases, but the telescope is not able to get a sharp picture in the case of mass denotations.

I think there is something right about this idea:  we don't count minimal mass parts because we don't have a valid procedure for counting them.  But on my theory we don't have such a valid procedure because of what we see when we point the 

conceptual telescope at the set of minimal elements in a mass denotation.  We don't have a counting procedure for what we see there, because it is closed under variants.


The idea of the Boolean approach with vagueness would be different:  we cannot count the minimal parts of a mass entity because so to say we cannot get that set of minimal parts in sharp enough focus to count.  


The problem is that this kind of vagueness is part of the count domain as well. Chemistry and physics have injected our language with a large stock of count lexical items describing the very small.  

I ask my old aunt:  "How many quarks are there in the water in this cup?"  She asks:  "What are quarks?"  I say: "That's what everything is made of."  And she says:  "Oh, very many, I assume; I should think more than a million."  

Now, the actual number of quarks may, for quantum mechanical reasons, be truly vague, indeterminate.  And surely to my old aunt the set of minimal parts in the denotation of quarks is as conceptually inaccessible as the set of minimal salt parts.  But this doesn't matter to my aunt: she can speak a vague language, make cardinality judgements on a domain whose size is ultimately indeterminate, and those judgements, whether true, false, or indeterminate show the noun quark to be count.
I go to my aunt once again and say:  "How many waters are there in the water?"  She asks:  "What are waters?"  I say:  "They are minimal water-parts that are water."  And she says:  "You're talking nonsense, go and play outside."   Yet, she could have said:  "Oh, if they're minimal water parts, they are also very small, so there are surely more than a million waters in the water."  She doesn't do the latter, obviously, because water is mass.  

In a model with Boolean denotations, there isn't a difference between the set of minimal parts of quarks and the set of minimal parts of water: both are sets whose size is indeterminate.   My aunt is, due to fundamental indeterminacy concerning the very small, as little capable of formulating a procedure for count quarks as she is for counting quark.  Presumably, in the count case, she imagines seeing little blobs that she doesn't imagine seeing in the mass case,  but that is imagination, and not based on an actual difference in vagueness.  This means that the basis for the mass-count distinction must lie elsewhere.

So far I have only talked about cardinal vagueness, but vagueness theory (e.g. Kamp 1976) is more directly concerned with borderline vagueness.  Let us assume that mass noun water, unlike count nouns, is inherently vague in that it allows borderline cases:  it has a Boolean denotation which is generated from a set of minimal elements, but these minimal elements are not strictly speaking water-parts, nor strictly speaking non-water parts, but, borderline cases.

And that's why we don’t count them as water.

Again, there is something attractive here, but again, as it is, the idea is problematic.  Let us think about classic borderline vague nouns like heaps and grains.
How much salt is needed to make a grain of salt?  Well, not clear.  Chop off a bit of salt and you still have a grain of salt.   When you do it long enough you get to the border of where you're not clear whether the entity still counts as a grain of salt of not.  
Now take the predicate minimal grain of salt.  It is, given the vagueness, pretty unclear what is in the extension of this predicate, because its extension is hovering on the border of what still counts as a grain of salt and what doesn't.  But the predicate is undoubtedly count.  My aunt says that there are very many minimal grains of salt.  My philosopher nephew disputes this and claim that there are no minimal grains of salt.  Their dispute may end by their agreement that there are many borderline grains of salt, and maybe they even reach the conclusion that salt really is built from borderline grains of salt.  And all of that is count.  
But salt and borderline salt are mass.  
The point is: grains and heaps are vague count predicates.  They are vague, because their semantics includes a size parameter which is vague.  But it is not at all clear that the semantics of the mass nouns water and salt includes a similar size component.  That is, a purely qualitative definition of the predicates grains of salt or heaps of hay is not compatible with their semantics:  quantity, size, matters for these predicates  But it seems excessive and wrong to assume that a purely qualitative definition of the predicates water and salt is incompatible with their semantics.  That makes the chemical definitions de facto incompatible with the semantics of the nouns, and that just seems wrong.    This means that there is no semantic reason to assume that the mass predicates salt and water are in fact vague along a quantitative dimension, a dimension of size. 
Again, our naïve picture of salt and water is probably much more alchemistic:  salt is salt because it has a qualitative essence of salt, and if it doesn't have the qualitative essence of salt, well, it isn't salt.  And indeed., for about a hundred and fifty years, we have identified this qualitative essence with its molecular structure. 

This qualitative essence makes for minimal salt parts that are not vague along the dimension of size.  In the Boolean model, this means that the set of minimal parts of salt is as vague or not vague along this dimension as the set of minimal parts of similarly qualitatively defined denotations of count nouns.  And hence, again, the Boolean model makes no real distinction between the set of minimal parts in the denotations of mass predicates and of count predicates, and the real distinction between mass and count must lie elsewhere  


My account shares something with vagueness approaches.  In supervaluation theories of vagueness (e.g. Kamp 1975) you associate with vague predicate a denotation that includes  variation as to where the the borderline between what is in and out is drawn.  Applied to the minimal salt-elements this is a vertical perspective, the variation concerns how small you take the minimal salt elements to be.  In my theory this vertical variation is replaced by a horizontal one:  my main point is that even if we assume the size of minimal elements to be fixed, there still is variation in the set of minimal elements of the mass noun, variation that comes from variants.  
If you like, you can see my theory as a theory of vagueness as well, but then a form of higher-order vagueness,  vagueness which does not concern  size or borderline cases, but the part-of relation itself.  One can think of variants as being introduced in the denotations of mass predicates because the part-of relation is underdetermined.  We may well be able to succesfully model the mass-count distinction if we equip the Boolean theory with a theory of part-of-relation vagueness.
Such a proposal does not exist in the literature, but it would be very close to my own proposal. 


Note that I am not at all saying that vertical vagueness is irrelevant for the semantics of mass nouns.  On the contrary, I think that, especially when it comes to mass denotations that are derived from count denotations through grinding, there is little reason to assume that we have independent criteria as to how fine the count entities are ground (i.e. how small we assume the minimal mass entities of the ground denotation to be), and the grid of grinding is likely to be contextually variable and vague, borderline vague.  But it's not that what makes the ground denotation mass:  what makes it mass is that so to say destroying a fixed part-of structure through grinding is the same as creating variant part-of structures.  And it is the latter which makes the denotation mass.
2.4. ITALIAN SCULPTURE

This is Chierchia's approach in Chierchia 1998.  The idea is:  mass atoms are inaccessible because they sit inaccessibly inside the mass marble.  Count is sculpuring:  precisely what the count predicate does is sculpture the atoms out of the marble.  

I find this idea very attractive and insightful, and my own approach is inspired by it.  But I fear I am not as much attracted by Chierchia's actual sculpture.

The idea is very simple, and best illustrated with a mass-count pair like mass noun hair and count noun hairs.  The denotation of the mass noun hair is a Boolean ideal: the set of all parts of the sum of hair:

v HAIRmass bB =  (  ( t(v HAIRmassbB) ] 
The singular count noun hair sculpts out the atoms of the denotation of the mass noun hair:
 
v HAIRsing bB = ATOM(v HAIRmass bB)
Since the structure is a Boolean algebra (completely) generated by the atoms, this means that:


v HAIRmass bB = *( v HAIRsing bB)
the closure of HAIRsing under sum.  In theories of plurality like my own that is the denotation of the plural noun hairs, so Chierchia assumes a different denotation for the latter:


v HAIRplur bB = v HAIRmass bB  ¡  v HAIRsing bB
Thus, the plural noun hairs is not an ideal, it denotes the non-atomic elements of the denotation of  the mass noun hair.   


Now, Chierchia's idea is a lexical idea.  The plural hairs is built lexically from the singular hair by pluralization.  That, means, for Chierchia, that the singular is semantically available.  This is not the case for the mass noun hair.  Let's represent this idea by assuming that the interpretations that the grammar works on are really pairs of the form <α,β>, where α is the interpretation of the noun, and β is the accessible interpretation of the lexical item that the expression is built from.  Then we get:

hairmass ! 
< v HAIRmass bB,      ¡           >


hairsing !   
< v HAIRsing bB, v HAIRsing bB >

hairplur !
< v HAIRplur bB, v HAIRsing bB >
With this we can give the semantics of the counter n:

v n hairnum bB = {x 2 α(hairnum) :  |ATOM(x) ( β(hairnum)| = n }

This means that:

v one hairsing bB = 
{x 2 ATOM(vHAIRmassbB): |ATOM(x) ( ATOM(vHAIRmassbB)| = 1} =

                        ATOM(vHAIRmassbB) = vHAIRsingbB
The set of  things that are one hair is just the set of singular hairs, as is standard in plurality theory.

v two hairsing bB = 
{x 2 ATOM(vHAIRmassbB): |ATOM(x) ( ATOM(vHAIRmassbB)| = 2} =

                         Ø
The set of things that are two hair is empty, since, of course, no singular hair has two atoms below it.
v one hairplur bB = {x 2 v HAIRmass bB  ¡  v HAIRsing bB: |ATOM(x) ( vHAIRsingbB| = 1}
                            = Ø

The set of things that are one hairs is also empty, because 
v HAIRmass bB  ¡  v HAIRsing bB does not include any atoms, hence includes only elements that have more than one atom below them. 

v two hairplur bB = 
{x 2 v HAIRmass bB  ¡  v HAIRsing bB :: |ATOM(x) ( vHAIRsingbB| = 2}
 = { x 2 vHAIRmassbB: |ATOM(x)| = 2}

This is the standard denotation of two hairs in plurality theory.
Finally:

v one hairmass bB = v two hairmass bB = Ø (or undefined).  This is because β(hairmass) is undefined.
Thus, it is the semantic accessibility of the interpretation of singular noun in the interpretation of the singular and plural count nouns that makes counting possible.
This is very neat.  
What's bothering me is that I think it is too neat. 
Let me first remove something from Chierchia's theory  that, at least in the way I have sketched it above, is an inessential feature.  


Chierchia assigns to the mass noun the denotation that other theories, like my own, assign to the plural  v *HAIRsing bB.   Since he wants the denotation of the mass noun and the plural to be different, he basically has no choice, but to remove the atoms from the denotation of the plural, as sketched above.


At first sight, this given the semantics of plurality an advantage over inclusive theories like my own: one hairs comes out as empty or undefined.  In a theory like my own this would have to be stipulated separately:  one, like each, requires the predicate it combines with to be atomic.  You don't have to make that stipulation in Chierchia's theory, so that is an advantage.


But it's the kind of advantage that comes at a cost.  By not making the semantics of the plural inclusive, you have to make the semantics of a variety of other expressions more complex than they need to be in the inclusive theory.  Well known is the case of downward entailing determiners and numerals.  Take less than two boys.  
In the inclusive theory this is the set of elements which are in the denotation of boys and have less than two atoms below them, which is de facto the set of singular boys plus the null element.  And this is the right denotation.  To get that, Chierchia needs to make the denotation of less than two more complex than the semantics of two given above, a non-intersective semantics, because the relevant elements are not in his denotation of boys.  The same for no boys, as has been discussed widely (Lasersohn 1988, Schwarzschild 1991, Landman 2000):  There were no boys at the party does not simply say that the intersection of the Chierchia extension of boys and the set of objects at the party is empty, but that the intersection of the inclusive extension and the set of objects at the party is empty.
In the analysis I give in Landman 2004 (Chapter four), we find the following. 

The boys  denotes the null object if the extension of the singular predicate boy is empty, otherwise, it denotes the sum of the atomic boys.  This means, I argue, that use of the boys in a situation where there are no boys is trivial (like quantification over an empty domain). 

The one or more boys is subtly different.  On this analysis, one or more boys does not include the null element, and that means that the one or more boys is undefined if the extension of the singular predicate boy is empty, and denotes the sum of the atomic boys otherwise.  This means that The one or more boys has a presupposition that there is at least one boy (which is only an implicature for the boys).  
Similarly, the two or more boys has a presupposition that there are at least two boys  (and not simply an implicature).  


Chierchia, (unless he would change the semantics of the definite article) would assign the boys the interpretation of the two or more boys, and hence, for him, the boys has a presupposition that there are at least two boys.  


I have argued in Landman 2004 that the evidence seems to go with the analysis given there.  To give one example, cf. (14a-c):


(14) a.   In every family, the boys go into the army.

                    b.  In every family, the one or more boys go into the army.

                    c.  In every family, the two or more boys go into the army.

The cases in (14b) and (14c) are presuppositional, they presuppose respectively that in every family there is at least one boy, and that in every family there are at least two boys.  But (14a) is not presuppositional:  it applies to families with or without boys, trivially in the latter case.  Important for our purposes here is that (14a) obviously applies to families with one boy, and not trivially:  (14a) wouldn't be true if in families with one boy, the boy was excluded from army service.  And that just doesn't follow on Chierchia's analysis.


On the other hand, all the inclusive theory needs to specify is one little stipulation on one, similar to the one on each.  It seems to me that this is no comparison, the inclusive theory is to be preferred.


But then the denotation of the plural is going to be the same as the denotation of the mass noun.  Well, this is not necessarily a problem for Chierchia, since he discribes the difference between the plural and the mass noun derivationally anyway.  So assume the following reinterpretation of Chierchia's theory:


v HAIRsing bB  = ATOM( v HAIRmass bB )

hairmass ! 
< v HAIRmass bB,       ¡           >


hairsing !   
< v HAIRsing bB,  v HAIRsing bB >

hairplur !
< v HAIRmass bB, v HAIRsing bB >
 As long as we make sure that the count operations make reference to the second part of the pairs, which is not there for the mass predication, we get the Chierchia-differences.  But we now choose the inclusive analysis of the plural, and can profit from its advantages.  Thus, the difference between the mass predicate and the plural count predicate is even less than it is on Chierchia's analysis.

For clarity, I will use this version of Chierchia's theory.  

So what's the problem?  

Well, the problem is basically the same as for the the previous theories.  The denotation of the mass noun and the plural noun are so close, that it seems the easiest thing of the world to recover the one from the other.  All you need to do is pick out the atoms.  Well, they're sitting there clear and ready to be picked out.  The denotation of  the hair is nothing but the denotation of the hairs, so I actually don't really see why  my aunt has such problems with the waters and the salts, she only needs a bit of analogy.  
Well, the rebuttal is, of course, that the lexical items watersing and saltsing don't exist.  But she didn't have that problem with quark.  She had never heard that before, and she allowed it in as a count noun without problem. On this model, she should have accommodated waters and salts without problems.  And why are these mass nouns cross-linguistically resisting acquiring a counterpart?  Again, you would think that water should have acquired a useful count analogue long ago.
I like the sculpture-idea, but the problem with Chierchia's sculpture is that it is too simple: it's not sculpturing, but just cutting the domain following the dotted line, so easy, a child can do it.  And that's the problem, the child doesn't do it. 

So, we are still missing an account of what makes standard mass predicates so different from count predicates, that we generally resist the temptation to extend the lexicon with singular count variants. 

The real problem, as I see it, lies in the reductionist model for mass predicates that underlies all these theories, including Chierchia's.  And the problem is that the reductionist model is neat:  it assumes that mass denotations are neatly generated from sets of non-overlapping minimal parts, just like the denotations of count predicates,
But mass is messy.  Not vague, messy.  What I claim is that we need messy denotations. This is what the theory of mass nouns as closed under variants tries to give us.   The sculpture metaphor is very appropriate here as well.  Mass denotations are messy, liberally closed under variants.  The presuppositional COUNT operation  requires you to 'sculpture' a variant, and elements generated by this variant, out of such sets.  It's more of an artistic endeavor than Chierchia's sculpting, because you have to decide, using conceptual naturalness, contextual salience, and contextually variable distinctness criteria, how to set up the variant.  This means that the count variant is not sitting clear and  ready inside the mass denotation, ready to pop out at the first approach of the chisel, as the set of minimal elements is in Chierchia's theory.  It requires work, conceptual work, to sculpt it out.  And that is what we want.   


Importantly, as in Chierchia's theory, there is no conceptual or ontological difference between English sculpting with number or, say,  Chinese sculpting with classifiers.  Both English and Chinese assume the same interpretation domains, the same semantics for mass predicates as sets closed under variants, the same presuppositional operation of COUNT, and the same notion of conceptually natural variants (although there may well be variation with respect to culturally natural variants).  And in both languages, COUNT does exactly the same thing:  it carves out and reparcels the denotations, into a single variant and its sums, producing neat, countable Boolean denotations.  
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