
COMMUNICATIONS TO THE EDITOR 
Statistical Analysis of DNA Sequences. I 

During the last few years a number of exact nucleotide sequences have been established 
for various DNA molecules, starting with the 6-174 sequence determined by Sanger et al.’ 
Statistical analysis of the sequences can provide important biological information, especially 
concerning the evolution of DNA m0lecules.~.3 I t  is also essential for the understanding of 
the physical properties of DNA, such as the melting curves.- Prior to Sanger’s work, con- 
flicting views were expressed about the overall statistical structure of the sequences. Several 

suggested that nucleotide sequences are close to being random, while Wada et aL9 
argued that they are highly nonrandom. In the present communication, we introduce a 
quantitative measure of the randomness of a sequence and apply it to some recently deter- 
mined DNA seq~ences~J@-~~: 6-174, SV-40, MS-2, G-4, FD, hepatitis B-virus, and a segment 
of human mtDNA. We find that these sequences range from almost random to highly non- 
random. 

To simplify the analysis, we have studied the sequences of A T  and GC pairs, rather than 
the complete four-letter sequences. (In this way, we preserve all of the physically important 
information, since the physical properties of DNA depend predominantly on the sequence 
of pairs.) We relate number “0” to each GC pair and “1” to each AT pair. 

Thus, we obtain a sequence of 0’s and 1’s having some length L (the number of nucleotide 
pairs in the corresponding DNA) and some concentration of 1’s. p .  We treat the sequences 
as circular, the last nucleotide being followed by the first. The boundary effects introduced 
by this convention are unimportant for long sequences. Suppose we randomly choose a string 
of length N (i.e., N subsequent numbers in the sequence starting at some randomly chosen 
place). In the case of an infinite random sequence (L = a), the probability of finding r 1’s 
in the string is given by a binomial distribution, 

PN(r)  = C L p r  (1 - p)“-‘ (1) 

where C h  is the binom‘iai coefficient. The average and the standard deviations of the variable 
r are given by 

( r ) N  = p N  (?a)  

UN. random = b(l - p)NI’’’ (9b) 

For N >> 1, the distribution in Eq. (1) approaches the Gaussian one, with the approprlate 
parameters given by Eq. (2). 

For DNA sequences, P . d r )  can be defined as the frequency of the occurrence of r 1’s in 
strings of length N starting at all possible positions along the molecule. Figure 1 shows P.vv(r) 
with N = 200 for the sequences of Refs. 1 and 1C-13. All results are appropriately normalized 
to allow a convenient comparison of the curves with each other and with the Gaussian curve 
corresponding to a random sequence. We have also calculated P.v(r) for N = 10.20. . . . with 
qualitatively similar results. It should be noted that since our sequences are finite. one cannot 
expect coincidence between the calculated P.w(r) and the Gaussian curve, but the results al- 
ready indicate some systematic deviation from randomness. 

To  allow a quantitative comparison of the degree of randomness of different sequences. 
we need some integral characteristic of the properties of P.v(r).  A suitable quantity is 

UN = [ ( ( r  - ( r ) ) z ) ] l ’ z  ( 3 )  

where the averaging is taken over all possible starting positions along the sequence. Figure 
2 shows the quantity KN = UN/UN.  random as a function of N ,  calculated for all seven DNA se- 
quences for an English text translated into a binary code (each letter and punctuation mark 
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(b) 
Fig. 1. Calculated P N ( r )  as a function of normalized variable ( r  - ( r )  ) / u N . ~ ~ ~ ~ ~  for the 

strings of length N = 200 for different sequences: (a) ex-174 (solid line), G-4 (dashed line), 
FD (dashed-dotted line); (b) MS-2 (solid line), SV-40 (dashed line). The smooth curve is 
the Gaussian distribution. 
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Fig. 2. K N  as a function of N for various sequences. The dotted lines mark the boundaries 
of the region 1 KN - 11 < ~ K N ,  

being represented by five binary digits) and for a computer-generated random sequence (with 
the same p and L as SV-40). As in the case of P N ( r ) .  we cannot expect KN to be equal to 1, 
because of the finite length of the sequences. If an infinite random sequence is cut into pieces 
of length L >> N, then the value of K N  calculated for each piece will be slightly different from 
1. A sequence of finite length can be called random only with a certain probability. Here, 
we do not attempt to find the probability distribution P(KN) .  The mean fluctuation, &K,v, 
is given by ~ K N  = 1/2d(~L), where 

6 ( K & )  = [$ - (6)2]1'2 14) 

and bars indicate averaging over all possible sequences. A straightforward calculation gives 
~ K N  = (N/3L)'I2. The boundaries of the domain, I K N  - 1 I < ~ K N ,  are indicated by dotted 
lines in Fig. 2. ( ~ K N  is calculated, using the value of L = 3575 for @X-174. If we used the 
length of any other sequence, the difference would be no more than 25%) We see that the 
curves for G-4, human mtDNA, English text, and the computer-generated sequence fall within 
the dotted lines almost everywhere, and thus the corresponding sequences are random, within 
the accuracy of our method. If we assume that the probability distribution of K N  is ap- 
proximately Gaussian, then the probability that a sequence having a certain value of K N  is 
random can be estimated as PR - R - ~ / ~  Ix 1 exp(-x*), where x = ( K N  - 1 ) / ~ K N .  With N = 
100, this gives PR - 0.02.8 X 2 X and 2 X for @X-174, MS-2, SV-40. 
B-virus, and FD, respectively. 

Thus, the seven sequences analyzed in this paper range from almost random to highly 
nonrandom. It should be noted that our method is rather rough, since it takes into account 
only the second moment of the distribution P N ( T ) .  Our estimates for PR may change if higher 
moments are included. 

The nucleotide sequence of a DNA molecule can be viewed as a text containing the hered- 
itary information of a living organism. The information content of the text is related to its 
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regularity. If a long sequence of letters is very regular, it carries very little information per 
unit length, and we can say that the code is inefficient. On the other hand, an efficiently coded 
text must look like an almost random sequence of letters. We note also that the degree of 
randomness of a sequence may be related to the degree of its evolution, i.e.. to the number 
of mutations in the course of the evolution from some primitive initial sequence. It is possible 
that the sequences are evolving in the direction of greater efficiency, that  is of increasing PR. 
This question requires further study. 
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