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Abstract

The paper presents a novel universal Quantum Cellular
Automata (QCA) gate called boundary comparator. This
gate implements a Boolean function in its boundary form,
which is a superposition of elementary boundary functions
i.e. a threshold function having weights equal to integer
powers of 2. The boundary comparators are arranged
in a form of array forming homogeneous programmable
structure. The paper proposes a method of synthesis of
Boolean functions on the base of boundary functions. The
method uses autocorrelation values of the initial function
for minimization of a number of bounds. The structures
of the boundary comparator as well as the structure of
the comparator-based array are presented. Benchmark re-
sults allow evaluating efficiency of the proposed structure
in comparison with known QCA solution.

1 Introduction

Quantum Cellular Automata (QCA) cell contains four
quantum dots and two mobile electrons. Due to Coulombic
interactions, the electron pair assumes one of the two con-
figurations. These configurations are considered as digital
states. A majority gate is a primitive gate in QCA that im-
plements the function. The fundamental QCA logic prim-
itives also include a QCA wire and QCA inverter. This
fact initiated a number of studies aimed to find an effec-
tive method for synthesis of QCA based logic structures.
Since the problem of the optimal majority based syntheses
in NP-complete [9] a number of heuristic approaches were
developed [1, 3].
In all of the above-mentioned works, quality of the solu-

tions was evaluated by the number of majority elements in
the schemes to be synthesized. This criterion approximately
corresponds to the area overhead. It should be noted that
that reduction of the area overhead is not the only criterion
and in many cases is not even the main criterion imposed
to the scheme. There are other, not less important criteria,
for example: a) reparability i.e., a possibility to reconfigure

the scheme in order to replace faulty elements, b) simplicity
of verification, testing and on-line checking, and c) ”under-
standability” of the scheme and simplicity of designing it.
The latter criterion supposes that there is a correspondence
between functional description of the device and structural
elements of the scheme. The importance of these criteria
grows with increase of the density of the chip and the com-
plexity of the schemes implemented by each specific chip.
When evaluating quantum-computing devices, these crite-
ria play an important role. Programmable logical arrays
(PLAs) satisfy these criteria almost completely. Solutions
[2, 10] describe quantum PLA-like homogeneous structures
comprising QCAs. However, while quantum PLAs satisfy
the criteria of reparability and simplicity of designing, they
are rather difficult for verification and checking. In order to
satisfy the above criteria, the present paper proposes a novel
approach to the QCA design. According to the proposed ap-
proach, the scheme is presented as a superposition of thresh-
old functions having weights that are integer powers of 2. It
is known that any Boolean function can be represented as
a superposition of boundary functions. Any superposition
of boundary functions is non-ambiguously implementable
by a majority scheme having minimal number of inverters.
Such a scheme is homogeneous, it can be easily checked
and it is reparable.
Material in the paper is presented in the following order.

Fundamental of the proposed approach are given in Section
2. Section 3 describes comparator based array architecture.
Evaluation of the implementation cost of the proposed so-
lution and its optimization are presented in Section 4. Ex-
perimental results are discussed in Section 5. Conclusions
are given in Section 6.

2 Preliminaries

Boundary functions form a class of threshold functions
for which the weight vi associated with the input variable
xi, equals to 2i. Denote by Γ(xn−1, . . . , x0; a) a boundary
function with bound (threshold) value a, that is,

Γ(xn−1, . . . , x0; a) =

{

1
∑n−1

i=0
xi2

i ≥ a

0
∑n−1

i=0
xi2

i < a
.
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If the arguments and their corresponding weights are
known from the context, then the boundary function can be
denoted as Γ(a).
Let M(a, b, c) denote a majority operator M(a, b, c) =

ab∨ac∨bc. A boundary function can be expressed in terms
by majority operators as follows:

Theorem 1 Let a = (αn−1, . . . ,α0) be the binary vector
representing the value of a in base 2. Then,

Γ(a) = M(xn−1, ᾱn−1, M(xn−2, ᾱn−2, M(· · ·M(x0, ᾱ0, 1))).
(1)

Example 1 The boundary function Γ(x4, x3, x2, x1, x0, a)
where a = (01101) = 13, can be represented as

y = M(x4, 1,M(x3, 0,M(x2, 0,M(x1, 1,M(x0, 0, 1)))))

= x4 + (x3(x2(x1 + x0))) = x4 + x3x2(x1 + x0).

Note that the inner majority operation in Eq. 1 is
M(x0, ᾱ0, 1). If α0 equals zero, then Γ(a) does not depend
on the variable x0. In general,

Lemma 1 Let z(a) be the largest integer for which a =
(αn−1, . . .α0) satisfies

αi =

{

0 i < z(a)
1 i = z(a)

.

The number of majority blocks requited for the implementa-
tion of Γ(a) is n − z(a) − 1.

Any logic function y = f(X), X = (xn−1, . . . , x0), can
be defined by an ordered set A = {a1, . . . , ak} of bound-
points, where, 0 ≤ a1 < · · · < ak ≤ 2n − 1. That is,

y = F (A) = Γ(a1) ⊕ Γ(a2) ⊕ · · ·⊕ Γ(ak)

If k is even, then the function can be represented as

y = F (A) = Γ(a1)Γ̄(a2) ∨ · · · ∨ Γ(ak−1)Γ̄(ak), (2)

where Γ̄(a) is the complement of Γ(a). If k is odd, then,

y = F (A) = Γ(a1)Γ̄(a2)∨ · · ·∨Γ(ak−2)Γ̄(ak−1)∨Γ(ak).

Example 2 Consider a four input function
f(x3, x2, x1, x0) that is specified by the truth vector

f = (f(0), f(1), . . . , f(15)) = (0101011110011100).

The set A is {1, 2, 3, 4, 5, 9, 11, 14}, thus,

Y = F (A) = Γ(1)Γ̄(2) ∨ Γ(3)Γ̄(4) ∨ Γ(5)Γ̄(9) ∨ Γ(11)Γ̄(14).

3 Comparator based Programmable Array

In this section, we construct a universal gate comprising
such functions, called a boundary comparator. We arrange
comparators in an array structure, called Comparator based
Programmable Array (CPA), which forms a homogeneous
regular structure that can be programmed for implementa-
tion of any desired logic function.
The scheme of the comparator built according to The-

orem 1, is shown in Fig. 1-top. A similar solution was
proposed in [7]. We will use the presented comparator as
a basic element in QCA schemes. The graphical notation
of the element is presented in Fig. 1-bottom. If the inputs
enter the system in a dual rail manner, that is, the inputs and
their negated values are available, then the comparator is a
universal gate; Any product (or a sum) of w literals can be
realized by a comparator of size w − 1 with bound value
a = 2w − 1 ( or a = 0).
We propose to arrange the set of comparator blocks into

a homogeneous structure as shown in Fig. 2. The Compara-
tor based Programmable Array (CPA) has a comparator ar-
ray followed by an AND-OR strip. We use the CPA as the
base of the QCA synthesis. The CPA can be programmed
for implementation of a certain function defined by its set
of bounds A. For this aim, inverse values of binary codes
of bounds-points are stored on the comparator’s inputs. The
scheme is constructed according to Eq. 2, which refers to
even number of bound-points (k is even). The set of ele-
ments and the type of their connection is universal and in-
dependent of the function to be implemented. In case k is
odd, the bottom majority element in the AND part of the
AND-OR strip is fed with ”1” and ”0”, and thus, it func-
tions as a wire.
The functional description of the scheme is directly con-

nected with its structure. Therefore, the scheme has a
universal set of 2k test vectors. The scheme can be effi-
ciently checked concurrently since all boundary functions
are monotonic, and their values satisfy Γ(ai) > Γ(ai+1).
The scheme also allows a simple repair procedure. Some of
faulty comparators can be replaced with fault-free reserve
comparators. Finally, the scheme does not contain nega-
tions of input variables. If this limitation is relaxed, i. e.,
it is allowed to use both direct and inverse values of input
variables than the QCA scheme can be inverter free.

4 Implementation cost and Optimization

The implementation cost of the suggested scheme de-
pends on the size k of the setA. The AND-OR strip requires
(%k/2& + 'k/2( − 1) = k − 1 majority elements. The im-
plementation cost of a function by a CPA is kn+(k− 1) =
k(n + 1) − 1 majority elements. The implementation cost
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of a function as a combinatorial circuit is

N = (k(n− 1)− z(A)) + (k − 1) = kn− z(A)− 1. (3)

where z(A) =
∑k

i=1
z(ak).

Notice that the number of bound-points (and thus the im-
plementation cost) is sensitive to the ordering of the input
variables. For example,

Example 3 Consider the logic function of Ex. 2. The num-
ber of bound-points for the natural ordering (x3, x2, x1, x0)
is k = 8 and z(A) = 4. Thus, the implementation cost
for the natural ordering is N = 4 ∗ 8 − 4 − 1 = 26 ma-
jority blocks. However, the truth vector defined by the or-
dering π = (x3x0x1x2), is, fπ = (0001111111000110).
The reordered function fπ has only four bound-points,
Aπ = {3, 10, 13, 15} and z(Aπ) = 1. Therefore, it has
Nπ = 4 ∗ 4 − 1 − 1 = 14.

In general, the number of bound-points in f and in f̄
differs by one. If f(0) = 0, then f̄ has k + 1 bound-points,
and, if f(0) = 1, then f̄ has k−1 bound-points. To simplify
the discussion, we denote as k̂ the minimum between the
number of bound-points of f and of f̄ .
Denote by k̂0 and k̂1 the number of bound-points in the

functions f(0, xn−2, . . . x0) and f(1, xn−2, . . . x0), respec-
tively. Then, k̂ = k̂0 + k̂1 + δ0,1, where δ0,1 = 1 if
f(0, 1, 1, . . . 1) *= f(1, 0, 0, . . . 0), and it equals zero oth-
erwise.
Let the variables Xn−i stand for the n − i most sig-

nificant variables, Xn−i = (xn−1, . . . , xi), and denote by
U = (un−i−1, . . . u0) ∈ {0, 1}n−i an assignment of Xn−i.
The function gu(xi−1, . . . x0) = f(U, xi−1, . . . x0) is a
logic function of i variables. Define,

fi(Xn−i) =

{

gu(0) Xn−i = U and u0 = 1
gu(2i − 1) Xn−i = U and u0 = 0

.

Then,
Theorem 2 The number of bound-points k̂ for the func-
tion f(xn−1, . . . , x0) with the natural ordering equals k̂ =
∑

i Ri(0)−Ri(1), whereRi(τ) is the autocorrelation func-
tion of fi(Z), and,

Ri(0) =
∑

Z

fi(Z), Ri(1) =
∑

Z

fi(Z)fi(Z ⊕ (0 · · · 01)). (4)

Figure 1. Comparator: representation in cells (top)
and logic block (bottom).

Figure 2. Comparator array structure

A procedure, similar to the one presented in [5], may be
used to optimize k̂. Note, that Eq. 4 follows the formal def-
inition of the autocorrelation function [4]. The computation
of these values following their definition is of complexity of
order 2n. However, there exist efficient methods that calcu-
late these values with relatively small complexity, refer to
[4, 6]. In particular, it is possible to compute R for a func-
tion represented as a Binary Decision Diagram (BDD) with
complexity that is proportional to the BDD size [8].

5 Experimental results and discussion

In this section, we discuss the implementation cost of the
suggested solution in two ways; First we examine the effi-
ciency of the suggested CPA as a regular array of k̂ com-
parators, and compare it to the cost of a quantum PLA [2].
Second, we refer to the suggested solution as a combinato-
rial circuit and compare it to the SOP and ESOP implemen-
tations presented in [1]; the comparison is done in terms of
the number of majority elements.
The regular arrays (PLA and CPA) are compared in

terms of the number of product terms PSOP in the minimal
SOP expression and the number bound-points k̂ in the re-
ordered function, respectively. Note that the proposed struc-
ture inherently has a fault detection property, while the min-
imal SOP representation may not have this property since
two rows in the PLA’s OR plane may be activated simulta-
neously. Thus, Psop may be referred to as a lower bound on
the size of a quantum PLA having fault detection property.
Tables 1 and 2 present the implementation cost of the

benchmark functions 5xp1 and dc2, respectively. We use
the following notation:

41

Authorized licensed use limited to: IEEE Xplore. Downloaded on November 21, 2008 at 15:03 from IEEE Xplore.  Restrictions apply.



• i is the number corresponding to a specific output
• k̂ is the number of bound-points (BPs) for the original
function using the natural ordering.
• k̂π is the number of BPs for the ordered function.
• Psop is the number of non-disjoint product terms in the
minimal SOP representation [1].
• N is the number of majority elements in the implemen-
tation of the function with the natural ordering (Eq. 3).
• Nπ is the number of majority elements in the implemen-
tation of the reordered function.
• Nsop is the number of majority elements in the imple-
mentation of the function in its minimal SOP form [1].
• Nesop is the number of majority elements in the imple-
mentation of the function in its minimal ESOP form [1].

It is clear from the Tables that ordering may improve the
number of bound-points. It is assumed that allowing use of
linear combinations of the inputs as inputs to the compara-
tors array may further reduce the number of bound-points.
For some functions, the comparator based circuits suggest
a better solutions (in terms of area and number of major-
ity elements) than quantum PLA and/or combinatorial logic
based on SOP or ESOP.

6 Conclusions

We presented a novel universal quantum cellular au-
tomata gate - boundary comparator. We introduced a com-
parator based programmable array that is based on this
boundary comparator. Any logic function can be imple-
mented by the boundary functions and, consequently, by the
boundary comparator. We provided a method for optimized
implementation of the QCA schemes by the proposed ar-
ray structures. The optimization method is based on cal-
culation of the autocorrelation values of Boolean functions
to be implemented. The comparator arrays provide better
solution in comparison with known approaches for consid-
erable number of benchmarks. The main advantage of the
proposed solution is its regularity, which, in turn, provides
the testability, a potential reconfigureability and reparabil-
ity.

Table 1. Benchmark 5xp1: 7 inputs, 10 outputs
i 0 1 2 3 4 5 6 7 8 9
k̂ 32 64 95 65 123 9 11 8 15 31
k̂π 2 4 9 9 9 5 3 2 1 1

Psop 12 12 19 15 10 5 8 2 1 3
N 208 416 582 382 753 30 32 31 48 151
Nπ 13 26 54 46 35 14 7 3 0 6

Nsop 50 54 86 62 38 15 34 3 0 10
Nesop 37 62 57 27 17 6 7 3 0 3

Table 2. Benchmark dc2 : 8 inputs, 7 outputs
i 0 1 2 3 4 5 6
k̂ 4 6 10 20 28 50 255
k̂π 4 6 10 18 20 14 1

Psop 4 7 10 12 9 8 1
N 19 35 53 113 166 304 1792
Nπ 19 34 53 104 104 73 0

Nsop 17 40 52 70 49 44 0
Nesop 22 49 57 84 31 31 0
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