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Abstract 
 
The paper deals with the fault tolerance of finite 

state machines (FSMs) implemented by nanoelectronic 
programmable logic arrays (PLAs). The paper studies a 
fault tolerant nano-PLA structure, which is based on 
implementing an initial FSM in a form of three 
interacting dense PLAs. The paper provides 
experimental benchmarks results for estimation of fault 
tolerance properties of the proposed solution. The 
results indicate a high efficiency of the proposed 
decomposition approach.  

 
1. Introduction 

 
The reliability of nanoelectronic systems becomes a 

critical bottleneck when they are utilized for the 
practical design. Both the manufacturing defects and a 
lot of possible run-time faults may disturb proper 
functioning of the nano-PLA circuits. The high 
probability of both the presence and the appearance of 
faults in the circuits define specific challenges of the 
research, to achieve effective use of the nano-PLA 
technology in the modern logic design.  

In the case of nano-PLA, the number of faults is 
expected to become so large that the conventional 
ideology of fault detection (to detect a fault as soon as 
possible) becomes doubtable. Moreover, satisfying such 
a requirement may even disturb the normal functioning 
of a nano circuit. To allow the circuit to function even in 
the presence of a fault, a fault-tolerance technique has to 
be applied. One well-known way to increase fault-
tolerance of a circuit is increasing its redundancy to 
guarantee functioning of the circuit in presence of 
faults. Due to the significant increase of fault 
occurrence in nanoelectronic circuits, and in particular 
in nano-PLAs, intensive fault tolerant techniques are 
required. Two main techniques were proposed for 
providing fault-tolerance to the nano-PLAs: on-line 
repair [12] and fault masking [7]. The fault masking-
based techniques are preferable, due to their on-line 
nature and lower hardware penalties.  

Fault tolerant techniques for nano-PLAs were studied 
in [13], [14]. The authors developed a tautology 
technique and a corresponding PLA architecture. 
Following [13], denote by 'A' the AND plane, and 
denote by 'O' the OR plane of the initial logic system 
description. Four different fault tolerant PLA 
architectures were introduced: A-O, A-A-O-O, A-O-O, 

A-O-O-A. The area overhead required for each of the 
tautology architectures may be easily estimated. 
Generally, these techniques provide better overhead 
penalty than the well-known triple modular redundancy 
(TMR) method. However, in many cases the approach 
[13] is inefficient due to the high area overhead. In the 
present paper, we discuss a method that allows 
increasing efficiency of the tautology-based techniques 
for a widely used class of digital circuits – the 
combinational part of FSMs. 

PLA crosspoints may be with or without devices. PLA 
including a small percent of devices in both of its planes 
is considered to have low density. It has been observed 
([4], [11], [13]) that, in nano-PLAs, the device missing 
dominants. Obviously, between two PLAs of identical 
square, the PLA with a more number of devices (dense 
PLA) is less fault-tolerant. Consequently, both the 
number of PLA devices and the PLA area overhead has 
to be considered as optimization criterion in synthesis of 
logic circuits by nano-PLA.  

All the tautology methods are based on doubling rows 
and/or columns of PLA planes. These methods basically 
double empty crosspoints of the PLA, which results in 
unreasonable overhead. Known methods for synthesis 
of the tautology based PLAs don’t use the density 
parameter to reduce the resulting area overhead. 

In [3], we introduced an approach for synthesis of 
fault tolerant circuits, which is highly suitable in non-
dense PLAs. In this sense, the concept presented in [3] 
is analogous to the concept of designing immune 
communication systems. In communication systems, the   
data is compressed and then redundancy is added to the 
compressed data in order to protect it against cannel 
error. In [4], the compression is done by decomposition. 
The initial PLA is decomposed into a number of high-
density component PLAs. These components are then 
transformed into a fault tolerant form, without excessive 
doubling of PLA’s empty cross points. The approach [3] 
provides the fault tolerant property with about 15% 
additional area overhead in respect to the conventional 
non-fault tolerant implementation of the PLA based 
FSM. In addition to the area minimization, the proposed 
in [3] architecture provides an area/device trade-off, 
which allows achieving a solution suitable for a certain 
case. However, both of the optimization parameters (the 
area and the number of devices) studied in [3] has to be 
considered as overhead while the main property of the 
PLA structure, which is the fault tolerance was not 
evaluated. In the context of nanotechnology, the fault 
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tolerance of a nano-PLA is the most crucial 
characteristics of the design. Surprisingly, it was not 
investigated for known Nano PLA solutions. The 
present paper is intended to fill this vacuum. In the 
paper, we continue developing the approach [3] by 
study fault tolerance characteristics of the proposed 
PLA structures.  

The paper is organized as follows. Preliminaries and 
basics of the previous research are presented in Section 
2. The target Nano PLA architecture is described in 
Section 3. Experimental benchmarks results and the 
estimation of the proposed solution are presented in 
Section 4. Conclusions are provided in Section 5. 

 
2. Preliminaries and Related Work 

 
There are two main challenges in FSM synthesis by 

PLA: minimization of a number of standard PLA blocks 
implementing a given FSM, and minimization of the 
area overhead required for the implementation of the 
FSM. The majority of the works ([2], [8], [9]) utilizes 
the following properties of FSMs in order to optimize 
the resulting solution:  
• A system of logic functions, corresponding to a 

combinational part of FSM is defined by a set of disjoint 
cubes. This property was used for on-line checking of 
PLAs ([1], [5], [6], [10]). 
• The number of input variables affecting transitions 

between two certain FSM’s states is much smaller than 
the total number of the FSM input variables. Moreover, 
the number of input variables affecting all transitions 
from a certain state is also much smaller than the total 
number of the FSM input variables. 
• The number of possible FSM output vectors is 

limited and known in advance.  
• The number of “ones” in output vectors is much less 

than a number of “zeros”. 
The above FSM properties may be interpreted as low 

density of the corresponding PLA. They were utilized in 
a number of solutions toward effective implementation 
of FSMs both as a network of standard PLAs having a 
minimized number of elements, and as a homogeneous 
matrix structure with the minimized area.  

Consider the FSM described by its true table shown in 
Table I.  

Table I. Table representation of FSM 

 

The two left hand columns of the table correspond to 
inputs of FSM combinational portion. The two right 
hand columns correspond to outputs of the FSM 
combinational portion. The set of inputs includes 
external inputs  x1,…, x8  and internal inputs t1, t2 , t3 , 
which are the present state variables.    

The set of outputs includes the next state variables 
d1, d2 , d3  and external outputs forming the set 

 Y1,…,Y11 .  
The rows of the table correspond to transitions of the 

FSM. The input portion of each transition is represented 
as a cube in of the Boolean space. The external output 
portion of each transition is denoted by a certain 
Yt !Y  corresponding to an output binary vector. 

An FSM presented by the table can be directly 
implemented by the PLA structure. Rows of the PLA 
are defined by Boolean cubes of a small rank. This leads 
to a low density of the PLA. At the same time, there are 
some places of high density. Such places correspond to 
the binary code of the FSM states.  

 
3. Dense architecture for Nano-PLA 

 
The general structure of the dense PLA architecture is 

presented in Fig. 1. 

 
Figure 1. Dense PLA architecture 

Assume that the combinational part of the initial FSM 
implements the transformation , 

where: 
   
X = x1,…,xL{ }; is the set of input variables, 

and 
   
Y = y1,…, yN{ }; is the set of output variables,  

 
Let the sets of the input and the output variables be 
divided into two disjoint sets , and  

respectively. That is, 
 , 

. 

Let 
   
T = t1,…,tR{ }; be the set of present state 
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variables and let 
   
D = d1,…,dR{ } be the set of the 

next state variables. 
Two main transformations form the dense 

architecture: a) the transformation of input variables, 
which can be referred to as input compression, and b) 
the transformation of output variables, which can be 
referred to as output decoding. Both of the 
transformations are implemented by corresponding 
PLAs. As a result, the final dense structure comprises 
three PLAs: an input transformation PLA (IPLA), a core 
transformation PLA (CPLA) and an output 
transformation PLA (OPLA). The two transformations, 
IPLA and OPLA, perform the compression, while 
CPLA implements the functionality of the initial FSM. 

The transformations performed by the PLAs are the 
following:  
1. Inputs transformation . 

2. Core transformation: 
; 

3. Outputs transformation: .  
Two additional sets of auxiliary variables are 

introduced into the dense architecture: 

   
P = p1,…, pK{ }  is the set of output variables of 

IPLA (auxiliary input variables of the CPLA), and  

   
Q = q1,…, qM{ }  is the set of output variables of 

CPLA (auxiliary input variables of the OPLA). 
 

1.2 Inputs transformation PLA 
 

Let  be a set of input variables that determine 

the transitions from state .  In our example: 

 

The idea of transformation of the original input 
variables can be formulated as a problem of replacing 
the set of variables  with a smaller set of new 
variables . The number of variables in the set  may 
be smaller or equal to the maximal number of variables 
in sets .  In our example: .  The value of 

the  is a function of the input variables and of state 
variables. 

 
1.3 Outputs transformation PLA 

 
The outputs transformation PLA transforms (decodes) 

the set of auxiliary variables back to the subset of the 
original output variables .  

In our example, there are 11 output vectors denoted as 

. Let the on-sets value in each of vector be: 

For example, the output  is the binary vector 
(00000000011000).  

Let K Yj( )  be a code (binary vector) associated with 

the -set, and let  be the corresponding minterm.  

Each of -sets can be mapped to minterm in the 

variables  q1,…, qM such that , when -set is 

activated, otherwise . The output variables 

 yi i = 1,…,N( ) can be expressed as a sum of 

minterms in the variables  q1,…, qM  . In our example: 

 

Obviously, these expressions can be implemented by a 
PLA structure. 

The set consists of all the output variables 
produced by single product terms. The remaining output 
variables form the set . The output variables of  

define a set of punctured -sets. In our example, 

  
!2 = y1, y3, y4 , y6 , y10 , y11, y13{ } and   !1 = Y \ !2 . 

Therefore the punctured -set corresponding to the 

original -set equals to .!!

Each punctured -set is associated with a certain 
code.!The number of the coded bits (denoted by M) is 

. Since , the PLA performs 

compression. In our case: , hence each code 

is represented by a minterm of the variables , 
clearly 3<14. 

 
1.4 Core PLA 

 
The core transformation PLA implements the Core 

FSM, namely, the transformation 
. The Core FSM differs 

from the initial FSM by its inputs and outputs. It uses 
the auxiliary variables instead of the input 
variables , and the auxiliary variables instead of 
the output variables . The transition functions and the 
next state functions of the core FSM remain the same as 
in the initial FSM.  The core FSM for our example is 
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presented by Table II.  
 

Table II. The Core FSM 

 

The core FSM can be implemented by the PLA 
structure directly. It is easy to see that the core 
transformation PLA is a dense matrix. The resulting 
scheme for example has the total area equals 479 cross 
point. The direct matrix implementation requires 608 
cross points. So, using the dense scheme provides 22% 
area reduction. 

 
4. Experiments and Discussion 

 
4.1  Cost in area and number of devices 

 
Three main characteristics are commonly used as 

criteria in synthesis by Nano-PLAs: the fault tolerance, 
the required area and the total number of devices. We 
have shown in [3] that while known methods require 
more than 100% additional area and devices, our 
method requires just about 15% additional area.  

The experimental results reported in [4] are 
summarized in Tables III (area overhead) and IV 
(devices overhead). The first two columns of the tables 
III and IV are: 1) the overhead of the non- fault tolerant 
FSM implementation, 2) the overhead for the TMR 
scheme. The last four columns correspond to the four 
tautology schemes respectively. 
 

Table III. Benchmark results for average area 
overhead

 
 
Rows of Tables III and IV correspond to average 

overheads for the direct and dense solutions normalized 
by the corresponding overheads required for the direct 
PLA implementation of the original FSM.  

 

Table IV Benchmark results for average 
devices overhead 

 The benchmark results show that all the fault tolerant 
FSMs that were implemented according to the dense 
architecture have significantly lower area overhead than 
the FSMs implemented by conventional fault-tolerant 
techniques. For one and the same fault-tolerant 
technique, the proposed method provides the area 
overhead reduction of about 50%. However, it requires a 
certain amount of additional devices to be introduced 
into the resulting scheme. For the majority of the 
benchmarks, the additional devices overhead does not 
exceed 10%, which is a small penalty for achieving the 
above area reduction.  

In what follows we use a combined complexity 
measure – an Area-Devices-Factor:  

. 

Obviously, a low ADF is preferred. Figure 2 shows the 
average factor (over the set of benchmark functions) for 
each the conventional implementation and for the 
proposed approach for each fault tolerance technique.  

!
Figure 2. Area-Devices factor. Direct (red line) 

and Dense implementations (blue line) 
It is clear from the figure, that A-O-O and A-A-O-O are 
the preferable techniques for both, conventional and 
dense scheme. 

 

4.2  Performance in the presence of fault-
events 

 
We call a fault-event an event in which some of 

devices are missing. We assume that the missing devices 
are spread all over the system's area and that they are not 
concentrated in a single matrix. There is a difference 
between our definition for fault-events and the 
conventional definition. Our definition, which allows 
missing elements in all parts of the system, implies that 
each matrix may produce an erroneous output. The 
conventinal concurrent error detection techniques, e.g. 
the TMR, assume that a fault event effects a single sub-
structure. In particular, the TMR scheme is designed to 
cope with faults in which the missing elements are 
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concentrated in one of the three 'copies' of the original 
structure. Thus only a single part of the system produces 
erroneous output. Under this assumption, there is no 
residual error, that is, all the errors caused by missing 
devices are correctable. In this paper, we study the 
behavior of fault tolerant systems when there is no 
restriction on the location of the missing devices. We 
find this model more suitable for faults in nano-
structures. 

A fault event affects the output of the overall system. 
In the presence of a fault event, and depending on value 
of the system inputs, one of the following cases may 
happen  

1. The fault event will not distort the output. That is, 
the system will produce a correct output. 

2. The fault event will cause an undetectable error at 
the output. That is, there will be no indication in none of 
the sub-matrices that a fault event has occurred. 
Experimental results show that the probability of 
undetected error in the presence of 10-20% missing 
devices is about 3%.  

3. The fault event will cause errors that can be 
corrected by the fault tolerant system. 

4. The fault event will cause an error that cannot be 
corrected by the fault tolerance system. In this case the 
output will be erroneous. The probability of having an 
erroneous output is referred to as the residual error 
probability. 

The immunity of a tautology-based fault tolerant 
scheme depends on its structure. Figure 3 shows the 
average (over the set of benchmark functions) residual 
error probability, in the presence of fault events in 
which 10% of the total devices are missing. The missing 
devices are uniformly distributes over all the system. It 
is clear from the figure that A-O and A-O-O outperform 
the TMR. However, the A-A-O-O and the A-O-O-A 
solutions have higher residual error than the TMR. 
Their poor immunity results from their structure: The 
original PLA consists of a single AND matrix and a 
single OR matrices. The four tautologies consist of 
AND and OR matrices, some of the matrices are 
diagonal matrices. Diagonal AND/OR matrices are 
more vulnerable to missing devices than dense matrices 
Table V shows the structure of the four schemes. The 
results, shown in Figure 3, support the hypothesis that 
there is a correlation between the number of the 
diagonal matrices and the residual error probability. 

 
Table V. Structure of fault tautology based 

schemes 
Structure Scheme 

AND Diagonal 
AND 

OR Diagonal 
OR 

original 1 - 1 - 
TMR 3 - 3 - 
A-O 4 - 2 - 
A-O-O 2 - 2 1 
A-A-O-O 2 1 2 1 
A-O-O-A 2 1 4 2 

  
 

 
Figure 3. Average Error Percent per Tautology 

Scheme 
Figures 4 and 5 show the residual error probability at 

the presence of 10% uniformly distributed missing 
devices for four benchmark functions. These two figures 
correspond to the conventional approach and the dense 
PLA approach, respectively. The residual error is shown 
as a function of the ADF. It is clear from the figures that 
the A-O scheme achieves the lower error probability. 
The A-O-O has both, low implementation cost and a 
low residual error probability. Notice that the original 
scheme has the lowest ADF, however, about 70% of its 
outputs are erroneous in the presence of 10% missing 
devices. 
   

 
Figure 4. Average Error Percent vs. Factor per 

benchmark for Direct implementation 

 
Figure 5. Average Error Percent vs. Factor per 

benchmark for dense implementation 
Another important parameter is the immunity to 

different types of faults events.  In this paper we consider 
four models: 
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1. Uniform distribution of missing devices: X percents 
of the total number of devices are missing. The missing 
devices are uniformly distributed over all the matrices.  
2. Missing devices in columns: X percents of the 
columns are disconnected, i.e. carry no devices. 
3. Missing devices in an entire row. 
4. Missing devices in blocks: X percents of the total 
number of devices are missing. The missing devices are 
arranged in square blocks of size 10x10, the blocks are 
uniformly distributed over the total area. 

The residual error probabilities of the density based 
fault tolerant schemes in the presence of error events 
which induce 5%, 10% and 20% missing devices are 
presented in Figure 6. The figure shows the average 
(over the set of benchmark functions) residual error 
probability for each of the above fault models. The 
experimental results show that on average the A-O and 
A-O-O schemes provide better immunity than the TMR.  

 

 
Figure 6. Comparison of Different Fault Models 

The quality of a fault tolerant Nano PLA were 
evaluated by considering three criteria: the fault 
tolerance property, the total area and the total number of 
devices. The experimental results indicate that dense 
implementation combined with AOO tautology is the 
most suitable in comparison with the other options.  

 
5. Conclusions 

 
During the last years, a number of techniques for 

synthesis of nanoelectronic PLAs were proposed. The 
main challenge in the synthesis of nano PLAs is 
providing a high level of fault tolerance without 
increasing the hardware overhead. Tautology-based 
fault masking schemes are often used for this purpose. 

Notwithstanding a number of attempts to reduce 
overhead of the tautology-based schemes, nobody 
investigated fault tolerance of such schemes. We have 
tried to fill this vacuum by our study. Specifically, we 
have investigated an FSMs implementation performed 
by Nano PLAs. Specific properties of FSMs can be 
utilized to provide efficient fault tolerant solutions. One 
of possible solutions is a so-called "dense PLA 
architecture", which is based on transforming both input 
and output variables of the initial FSM into smaller sets. 
Such transformations lead to an architecture consisting 
of three PLA portions having the "dense" property. We 
have investigated the "dense architecture" from the 
point of its area overhead, devices' overhead as well as 

its fault tolerance. 
The obtained results demonstrate the high potential of 

our approach both from the practical and the theoretical 
points of view. From the practical point of view, we 
have shown that the dense architecture provides high 
fault tolerance without significant overheads. From the 
theoretical point of view, our approach opens a way for 
new studies that consider a nanoelectronic scheme as a 
communication system where compression and coding 
are applied in order to improve the system performance. 
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