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Commentary on “Does an ironic situation favor an ironic interpretation”

Albert Katz

Even within an ironic context, there is an inherent interpretive ambiguity in the comprehension of a statement. The irony on hearing someone utter: “You are my best friend” only exists if the comment as uttered is understood as insincere. Otherwise it would be understood as sincere, an assertion or description of some (literal) event. The ambiguity is tacitly understood by interlocutors and it is for this reason that conversational ironists provide hints as to their ironic intent, such as use of a specific tone of voice, use of explicit referential markers, use of hyper-formality, use of hyperbole, and so on. It is usually taken that none of these “hints” by themselves are necessary or sufficient to produce a sense of irony in the comprehender. Although the target statement might by itself drive an ironic interpretation, it is usually held that the main factor is the incompatibility between the nature of the statement and the ecology in which it is produced.

Giora et al. ask a fundamental question: what is there about a context or ecology that invites an ironic interpretation? They start from the premise suggested by Raymond Gibbs, Akira Utsumi and others that there is an ironic situation or ironic environment that facilitates the generation and comprehension of a statement as irony. The specific version of an “ironic situation” tested by Giora et al. is attributed to Gibbs (2002) and is based on the argument that there is a contrast between a given expectation and the “reality” of the situation in which this expectation is realized. The position of Utsumi (2000) is very similar but he adds that there has to be also “a negative emotional attitude (e.g., disappointment, anger, reproach, envy) toward the incongruity between what is expected and what actually is the case.”  He goes further by asserting the ironic statement must display the contrast or incongruity. 

The studies by Giora et al. are an important first step in deconstructing aspects of a situation that makes it an “ironic” situation. The logic of the two studies reported are to see whether participants produce an ironic completion (study 1) or comprehend the ironic statement more rapidly (study 2) when the critical statement is presented in a context that meets the criteria for an ironic situation compared to a context that does not meet those criteria. In both studies, there were no reliable differences between the two conditions of importance. Unfortunately the logic of inferential statistics is such that a failure to find a significant difference is not obviously interpretable because the lack of difference might be due to any one of a host of reasons.  As such, one must be especially cautious in accepting the authors claim those ironic situations neither invites ironic usage nor facilitates irony comprehension.

In study 1, participants are presented short passages (textoids) that have the following characteristics: the reader is told that a character in the textoid has a given expectation, and through the unfolding of the textoid realizes that this expectation is either met or not met. In each case, participants are then given two possible comments that the character might say in that textoid, one of which is consistent with the reality (a literal commentary) whereas the other is inconsistent with the reality but consistent with the original expectation (an irony).  The prediction was that if ironic situations invite an ironic use then participants would complete the textoid with the irony when an expectation was not realized. Instead what they found was that in about 70% of the time the comment chosen was the literal alternative, regardless of expectation status.  The “literal’ choice might just reflect the use by the participants of Gricean principles, such as attempting to be relevant. And, as noted earlier, the failure to find differences might be due to many factors not controlled in the study. Some such sources of “noise’ include: (a) failure to ensure that the so-called ironic option was in fact perceived as ironic by the participant (b) failure to ensure that the context itself was seen as one that invites an irony, (c) failure to confirm that the textoid indicated a clear negative emotional attitude, as suggested by Utsumi and (d) failure to ensure that the statement was a prototypic example of what an ironist would actually say if s/he were placed in that context in real life. Post hoc analyses attempted to correct for some of these shortcomings. For instance, an analogue of the ironicity of the context and verbal comment was determined using “gap’ ratings, finding, in general that a preference for the ironic alternative was observed when there was a high degree of incongruity between what was said and the situation described. The authors indicate this shows that “gap” (and not failed expectation) is the important factor. One could conclude however, that what these data might show is that only 1/3 or so of the experimental stimuli were in fact good displays of an ironic environment. Based on Toplak and Katz (2000) analysis of materials used in psychological studies of irony, there is a more generalized problem found in most experimental studies of irony (including, alas, some that I have published): most materials are neither situationally real nor employ instances of  verbal irony that reflect how a person would actually speak in the situations reflected in experimental textoids. These materials may show a similar problem.

Study 2 examined the comprehension side of the ironic situation hypothesis in an experiment consisting of three basic conditions: the failed/frustrated condition and the realized expectation conditions analogous to those observed in the first study and, most appropriately, a comparison, no-expectation condition. In this study a different dependent measure is employed: time to read the critical statement. Unlike study 1, the authors now employed materials that confirmed the comments were appropriately ironic and the expectations were appropriately generated by the content of the textoids.  It would be interesting to use these same materials and replicate the methodology of study 1. Regardless, the results of study 2 indicated that reading time was longer for the ironic statements than for the literal usage, and that it did not matter whether or not the irony followed a failed or realized expectation.  The greater reading time for the ironic conditions (compared to the literal, no-expectation condition) is comparable to other findings in the literature. The failure to find a difference between the two irony conditions is novel though, as noted earlier, a failure to find a difference is much more difficult to interpret than actually finding a difference. The much better control of the materials employed  here however strengthen the possibility that there are no real processing differences in comprehending ironies based on failed expectations and those that do not. 

So what is there about context that promotes irony?  

Despite the methodological concerns expressed above, there is very important positive message one should take from the study by Giora et al., a message that should not be under-valued. They demonstrate that comments on failed expectations alone are not a necessary condition for inviting irony use or in facilitating comprehension, though failed expectation might ultimately be shown to be a sufficient condition for creating an ironic environment. The studies reported by Giora et al do not answer what may in fact create the contrast that produces a sense of irony. I would argue that for a comprehensive examination of that question one has to consider a set of issues. First, based on a corpus of experimental findings,  it is known that with textoids similar to those used here, a sense of irony is produced rapidly, during the act of reading the ironic comment (see Katz, Blasko and Kazmerski, 2004, Pexman, Ferretti and Katz, 2000). So any psychological processes that one may wish to propose must be those that work online and be understood in terms of the type of mechanisms, both psychologically and neurologically, that work rapidly. This would implicate mechanisms that work interactively and probably in parallel.  Second, it may prove more helpful in the long run not to look for a set of defining features intrinsic to the ironic context. Rather I would propose that experimenters should examine carefully how people interact with their environment, and try to understand the attendant conceptual structures involved in that interaction.. As such context would not be limited, as was done here (and in virtually all of the literature) to verbal materials or to discourse contexts. Context involves not only information provided in the discourse but to knowledge of the world and to individual differences that people bring to their interactions with other people (see Katz, 2005, Blasko and Kazmerski, 2006). Widening the definition of “irony” or “ironic situation” would permit more meaningful examination of the irony as displayed in photographs, film, and other examples of artistic expression, in addition to those studied as depicted in novels (or experimental textoids). Finally, it might prove useful to conceptualize ironic situation in the following way: an ironic ecology is one that is rich in the number and strength of ‘hints” or “constraints” that invite irony. This definition would remove the definition as being based on a small set of necessary and sufficient conditions. Identifying ‘hints’ that come from various sources (referential markers,  pragmatic knowledge, interpersonal preferences, cultural expectations etc)  and how these hints are evaluated, weighted, and combined would motive theorists to consider the type of neural and psychological mechanisms that can exploit this range of  knowledge  to produce a sense of irony.   
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“Does an ironic situation favor an ironic interpretation”: A reply to Albert Katz’s rejoinder

Rachel Giora, Ofer Fein, Ronie Kaufman, Dana Eisenberg, and Shani Erez 

A prevailing view within nonliteral language research assumes that a sufficiently rich and supportive context facilitates processing very early on by allowing comprehenders to select the contextually appropriate (nonliteral) interpretation of an utterance without having to go through its inappropriate  (literal) interpretation first (“The direct access view”, Gibbs, 1994). To examine this view, our study focused on irony interpretation. It was designed to test a specific type of a rich context termed “ironic situation” – a situation featuring a frustrated expectation (Gibbs 2002). According to Gibbs (2002), an “ironic situation” (i) prompts comprehenders to anticipate an ironic remark, and as a result, (ii) to activate this remark’s ironic interpretation directly and exclusively, while bypassing its inappropriate (literal) interpretation. An “ironic situation” should thus facilitate irony interpretation.

We test these predictions in two experiments. In Experiment 1 we examine whether an “ironic situation” indeed favors an ironic remark. We therefore compared it to a minimal-pair context, which featured a fulfilled expectation. The results of this experiment do not support the view that an “ironic situation” encourages comprehenders to opt for an ironic remark. Au contraire. Participants clearly opted for a literal interpretation. This on its own defies the assumption that an “ironic situation” prompts readers to expect an ironic remake.  

Indeed, in this respect, an “ironic situation” did not differ from the control context. Although we agree with Albert Katz that the logic of inferential statistics “is such that a failure to find a significant difference is not obviously interpretable”, this can only be relevant to the lack of difference between the two types of context, but not to the differences found within each of them. 

Notwithstanding, what these null results do show is that our study failed to come up with an alternative “ironic situation”. Clearly, here we did not aim to propose such an alternative (but see Giora et al. 2007 for contexts raising an expectation for an ironic remark and their null effect on irony interpretation).

In Experiment 2 we test the second prediction of the direct access view, according to which, following an “ironic situation”, ironic interpretation should be facilitated. The results of Experiment 2, which also controlled for the fact that such items were perceived as ironic compared to items perceived as literal, do not support this view either. 
We agree with Katz that it might be insufficient for an “ironic situation” to be defined on only one feature and that for a context to raise an expectation for an ironic remark it might require a cluster of features. But proposing and testing these features was not among the aims of our paper. Our suggestion of an alternative analysis, which rests on the view that it is the ‘gap’ between what is said and what is described (Giora 1995) that might account for the ironiness ratings, was not intended to remedy for the poverty of the features defining an “ironic situation”. The notion of a ‘gap’ is not a feature of contexts but a relation between contextual information and the way it is described or referred to. Indeed, Katz, Pexman and their colleagues made several attempts at testing contexts that might affect irony interpretation immediately (Ivanko and Pexman 2003; Ivanko, Pexman & Olineck 2004; Katz & Pexman 1997; Pexman, Ferretti & Katz 2000).

References

Gibbs, Raymond W. Jr. 

1994 
The Poetics of Mind. Cambridge: Cambridge University Press.

2002
A new look at literal meaning in understanding what is said and implicated. Journal of Pragmatics 34: 457-486.
Giora, Rachel

1995
On irony and negation. Discourse Processes 19: 239-264.

Giora, Rachel, Ofer Fein, Dafna Laadan, Joe Wolfson, Michal Zeituny, Ran Kidron, Ronie Kaufman, and Ronit Shaham. 

2007 Irony processing: Expectation versus salience-based inferences. Metaphor and Symbol 22: 119-146.

Katz, Albert N. and Penny M. Pexman

1997
Interpreting figurative statements: Speaker occupation can change metaphor into irony.  Metaphor and Symbolic Activity 12: 19-41.
Ivanko, L. Stacey and Penny M. Pexman 

2003
Context incongruity and irony processing. Discourse Processes 35: 241-279.
Ivanko, L. Stacey, Penny M. Pexman and Kara M. Olineck 

2004
How sarcastic are you? Individual differences and verbal irony. Journal of Language and Social Psychology 23: 244-271.

Pexman, Penny M., Todd Ferretti and Albert N. Katz 

2000
Discourse factors that influence irony detection during on-line reading.  Discourse Processes 29: 201-222.
Commentary on ‘Does an “ironic situation” favour an ironic interpretation?’ — from a philosophical viewpoint.

Edmond Wright

Intriguing though the experiments of Rachel Giora and her associates have been, I, as a philosopher — and appreciator of irony wherever discerned, have felt uneasy at the claimed universality of the conclusions. However secure they were for the limited circumstances of the experiments, I do not feel that they sustain the extension to actual examples more characteristic of its occurrence, whether in life or literature.

In science, philosophy included, theories aim, among other things, at predicting real life situations, provided these theroeis are testable. The theory we have examined here, proposed by Gibbs (1986, 2002) is testable, and we have tried to put it to an aemirical examination. We concluded that it can neither predict ironic uses nor their initial facilitation, hence no generalizatiaon about other types of context whether articifcal or natural can be derived from this theory. The sole puprpose of our study was to test a theory that made explicit the kidn fo context that might facilitate ironic interpetaiton initially without involving saience-based interpetaiton in the process. Our results do not support this theory.
True, on the basis of one theory regarding a predictive context we cannot generalize to other types of contexts. Indeed there are contextual factors other than those suggested by Gibbs that might enrich contextual information (see studies by Katz and colleagues). Testing them hasn’t resulted in support for the view that a strong context can fcacilitate irony interpation initially.

The anlysis of Murphy’s examples is another case in point. For instance, Murphy’s reading of his first example hhighlihgts many clues that could, in theory, safely lead readers down the rionic path. Nonehtelss, the ironic interpetaitn of the relevant utterances, embedded in this richly predictive context, was lost on many people who did not get the irony but instead opted for its salience-based (literal) interpetaiton (as did most of our participants). Needless to say that if it takes an argument “fortified with subtle and persuasive rhetoric” to sway such judgments or intepretaitons, this on its own is evidence that it is difficult to arrive at an ironic interpetaiton. 
Note that we are not claiming that the items we tested are not ironic, nor that readers were not able to interpret them ironically. We only showed that, regardless of context, participants took longer to understand these itesm than to understand their salience-based (often literal) interpretation. These fdinigns support our view that salience-based interpetaitons are primary and cannot be by-passed evne when (the specific) rich context (tested) is biased in favour of an ironic intereptaiton.  

The reader is advised to note that most of the evidence in the literature supports our view. And our recent sutides (Giora et al., 2007) which managed to show that some contexts are indeed predictive of an ironic interpretation neverthelss failed to achieve any initial facilitative effects for irony interpetaiton. Only salience-based interpetaiton were facilitated initially. In this respect, the examples analyzed by Murphy only add additional evidence supporting our view. 
It might be indeed the case, as shown by Icanko et al. (2004) and argued by Murphy, that some speicialists

Let us begin by examining the following letter that appeared in the correspondence columns of the English newspaper The Independent on Friday, December 22nd, 2006, under the heading ‘Buying Britain’:

Sir: I am rather worried about Bruce Paley’s suggestion that we may as well sell off the country to the highest bidder (Letters, 18 December). This would mean Johnny Foreigner owning our Premiership football teams, our water companies, our power industry and God knows what else besides.

KEVIN MURPHY, Southampton

It is often said by newspaper editors that irony is not advisable either in letters or in the news columns because there are so many naïve readers about that the ironic message is all too likely to be taken as gospel truth. For some the very appearance of words in a newspaper becomes probable evidence of their truth, it being for them a ‘paper’ about ‘news’. The contextual clues to the presence of irony are, because of the very nature of the slyness of the writer’s ambiguity, deliberately kept almost at the subliminal level.


Let us, for example, tease out the indications in the letter itself that all is not what it seems. The initial phrase ‘I am rather worried’ gives the first faint clue. As an expression it is both informal and lacking in emotional insistence, belonging to a context in which someone is only mildly concerned about what is to follow, and in which he or she is expressing that minor concern verbally in some everyday situation to a present hearer in active dialogue. Since the letter is on the possibly disturbing topic of Britain’s wealth being leaked abroad and it is one addressed to a wide public in a national communication medium (both strong contextual clues in themselves), there is a disguised inconsistency in this shift from an expected seriousness of rhetorical style. The informality neatly matches that of the description of what the problem is, namely, the ‘selling off the country to the highest bidder’, which presents the disappearance of Britain’s wealth abroad as the outcome of an auction, and in this case, the informality and the crude commercial allusion become a sign of the purported writer’s astonishment, the equivalent of his or her gasp of disbelief. One has to say ‘purported writer’ because the whole letter emerges as a dramatic act, one in which a strictly false — nay, fictive — identity is being adopted.


The next contextual clue lies in the use of the insulting nickname ‘Johnny Foreigner’. This nickname, with the mocking rhythm of its glaring double assonance (in International Phonetic Alphabet:  / O . . . i, O . . . i /) and alliteration (/n/), and its use of the name-diminutive ‘Johnny’ (not uncommonly used by adult males in England as a would-be stand-in for a name when addressing a boy to emphasize the boy’s inferior status — it was frequently used by the headmaster at my school even though he knew the boy’s real name perfectly well), convey a distinct impoliteness that sharpens the insult.


The next clue is the list of possessions that our purported writer believes might pass into foreign hands if the present policy is not checked: to appreciate the irony one has to know that all the properties he mentions (Premiership football teams, water companies, the power industry) are in fact already in foreign hands.


The next clue, which acts as a climax to the irony, is the exclamation ‘God knows what else’, which is used when a speaker fears the worst. It implies that our fictive speaker is far from knowing that the ownership of those properties he has mentioned has vanished abroad; furthermore, he mentioned them only to emphasize the danger that might lie ahead were they to be ‘sold to the highest bidder’, which is the worst outcome he could fear — one, of course, that has already occurred.


The last we can mention are the clues available to anyone who had read Bruce Paley’s statement in some earlier edition of the paper (I had not), or was aware from some other source that this topic was a current one.


So one may say that the contextual clues were multiple and powerful in spite of their ostensible concealment. Nevertheless, what the editors fear no doubt happened when some people read through that letter, in that they took it literally, for, as you can see, some of the clues are near-subliminal. Because of this, there is cast at least an initial doubt on the generality of Giora at al.’s conclusions, particularly that it is definitely not the case that ‘rich and supportive contextual information’ does not ‘facilitate ironic interpretation’, because, not only is there no discussion of the variation in degrees of appreciation of irony from person to person, but no recognition of the fact that mere number of persons responding or not responding is no reliable guide to its presence of such ‘rich’ evidence. An irony might be justified by a single observer whose judgement he or she is ultimately able to argue for with subtle and persuasive rhetoric, an argument that might sway the judgement of all the rest of the group.


Detection of contextual clues is obviously not a simple matter.  Jane Austen wrote a whole novel, Emma, about a character who was unable to detect even the most obvious clues, and, further, dismiss them when they were pointed out to her by more perspicuous persons, or, better, persons not blindly prejudiced as she was. She even perversely interpreted them to favour her own wishes. For example, Emma is approached by Mr. John Knightley, taken privately aside, and warned that Mr Elton, the vicar, was paying undue attention to her and she appeared to be encouraging him. She was under the illusion that she, acting as secret matchmaker, was leading Mr. Elton towards a proposal of marriage to Harriet Smith, an attractive but propertyless girl of illegitimate origin, whereas the truth was that Elton was setting his sights on Emma and was taking advantage of the frequency of the invitations to her side. Her conviction of the rightness of her judgement shows in her reflections upon this encounter with John Knightley:

 . . . she walked on, amusing herself in the consideration of the blunders which often arise from a partial knowledge of circumstances, of the mistakes which people of high pretensions to judgement are forever falling into 

(Jane Austen, Emma, Ch. XIII)

Relevant here to note that Emma, in being ‘amused’, was enjoying an irony, in that she was crediting herself with knowledge superior to that of John Knightley, a nice illustration of the fact that contextual clues are dependent upon individual judgement. We readers, prompted with a better view of the ‘circumstances’, can ironize her irony — just as we can with Austen’s own ironies in her novels. A percipient critic can here and there undermine some of Austen’s most secure judgements as reflected in those ironies, making significantly new interpretations to which no one else had attained.


In contrast, there are many people who try to read Austen and find her boring, the reason being that they lack the percipience of those critics. It is clear that they are unable to pick out the contextual clues that are present in abundance in every chapter. For the practised reader, on the other hand, it is easy to detect the clues that escape Emma, but one can fairly ask the question ‘What of clues that are never detected?’ Sherlock Holmes may have the alert curiosity that draws his attention to a broken edge on a bridge coping-stone, but it never came to the notice of Dr. Watson even though he saw as much of the bridge as Holmes, yet that minor damage was the evidence that showed that a woman had deliberately committed suicide in an attempt to make her death look like murder in order to implicate someone else. The philosopher Edmund Husserl relates of the case in perception when one realises that one has been sensing something for a while without attending to ‘it’. He cites the case of the barking of a dog which one suddenly, not only becomes aware of, but also aware of the fact that the dog has been barking for some minutes prior to that moment of realisation. During that time in which it was only being sensed, one cannot fairly describe the barking as ‘it’, since for the hearer it was not selected out as ‘something’. One can add that, if the dog stopped barking before the person became aware of the sound, the (non-)hearer could truthfully say afterwards that they heard nothing. For some detached observer that barking might have constituted a contextual clue to some ironic situation, but ‘its’ presence could not produce any irony for the (non-)hearer. Contextual clues have to be noticed, attended to; they do not exist apart from the relevant human situation, and relevance is always a matter of motivation. There is a danger in science and elsewhere of making Emma’s mistake of, not only of objectifying too soon, but allowing the currently familiar and habitual acceptation of things to provide unquestioned premisses. One is reminded of John Dewey’s frequent assertion that advance in philosophy came about when philosophers ceased to concern themselves with the ‘customary’ problems and asked new questions altogether (Dewey, 1911[1998]: 109-10).


Human judgement, always motivated by fear and desire, even though hidden in their milder, indirect forms of intention, is therefore always involved in the perception of irony, as it is in all perception. We all, in the Gricean manner as Albert Katz says above, have to act on the hypothesis that our words fit the world ‘literally’, as we say, that is, we have to act as if it were the case that la langue, the ‘letter’ (litera), defines all around us and in us its ideal fixity:  otherwise we should never be able to get our actually differing understandings in any kind of the rough overlap that is required if we are to try to correct another’s concepts and percepts (Grice, H. P., 1975). Here is an example from the conversation of two birdwatchers engaged in a bird count:

A:  You know that bird you just counted on the tree.

B: Yes, what about it?

A:  It was two-and-a-bit leaves.

A and B had to behave as if there were a purely single referent before them (here referred to by A as ‘that bird’, and by B as ‘it’) in order that the ‘literal’ could be updated. One might say that A provides a ‘contextual clue’ that transforms the reference for B. A’s ‘referent’ was different from B’s. It is vital that we do take an objective world for granted, that is, that our referents are all the same, but that is just so that we can facilitate the updating of them. We have to be ideal objectivists in order to allow for la parole to shift la langue about on the world. As the linguist Sir Alan Gardiner argued, each actual application of a word to the real involves a shift of reference and thus of meaning, however infinitesimal (Gardiner, 1944: 109). One can therefore say with some confidence that all words in actual practice are operating with disguised ambiguity, where the ‘disguise’ is one we have to adopt in order to achieve the partial co-ordination of our differing referents. Strictly speaking, the ‘literal’ is an illusion, but one we cannot do without.1

We can here carry forward Katz’s advice that, in considering the relation of irony to the contextual clues that may or may not be noticed, that one cannot confine the investigation only to verbal clues. We would then make the same mistake of those who read linguistic investigations of humour (e.g. Raskin, 1985) and imagine that taking linguistic examples alone will provide a full explanation of the nature of humour.


One can go further. As we have just seen, when one person updates another about the world, as Holmes does for Watson, and A does for B, the speaker had become aware (like Husserl’s person hearing the dog for the first time) of something that had not even been teased out from the continuum of experience as a separate thing. It was not already present for the participants in the situation until the speaker attended to that portion of his or her experience and (hopefully) saw its relevance to their mutual concern. The aim of the speaker in dialogue, is after all to bring to the notice of someone who is taking the world literally, that is, according to the currently established, familiar, and habitual taking-for-granted of the world, and transform their understanding of it, — thus, we might say, ‘ironize’ it. Contextual clues are not lying about already labelled with their relevance, so it is no surprise that the ‘naïve’ miss them, as we saw with the letter in The Independent.


Katz mentions also the danger of the subjects of the experiments applying Grice’s principles too slavishly. One thinks of Milgram’s subjects, who, under the regime of the laboratory were led into a blind obedience to the point where they were applying what they believed to be exceedingly painful stimuli to their ‘victims’ (Milgram, 1974[1997]). Under the regime of the laboratory it is very likely that subjects will behave obediently, unquestioningly, and so in the case of the experiments we are considering, favour the ‘literal’ over the ‘ironic’ or the ‘figurative’. They are only doing what we all have to do initially in dialogue, behave as if our own personal referent is precisely the same as that of the other, particularly where our trust in the other is immediate.

Notes

1. 
For a full philosophical account of this theory, see Wright 2005.
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“Does an ironic situation favor an ironic interpretation”: A reply to Edmond Wright’s rejoinder

Rachel Giora, Ofer Fein, Ronie Kaufman, Dana Eisenberg, and Shani Erez 

Edmond Wright’s main contention is that, unlike the artificial conditions with which participants are presented in laboratory experimentations, real life situations are much richer in contextual cues and therefore guarantee irony interpretation. We definitely agree, as would anyone, that irony interpretation relies on contextual information for its derivation. In fact, there is no disagreement within psycholinguistics that context plays a crucial role in utterances’ interpretation. There are, however, disagreements as to when and how context affects these interpretive processes. Based on the graded salience hypothesis (Giora, 1997, 1999, 2002, 2003), in this paper we take issues with a theory that spells out the kind of context that is assumed to facilitate irony interpretation initially (if not exclusively) before a salience-based interpretation is derived (Gibbs, 1986, 2002). We show that, regardless of such contextual information, participants took longer to understand ironic items than to understand their salience-based (often literal) interpretation. Such results argue against the view that rich contextual information (as specified by Gibbs) can facilitate irony immediately. Instead, they support our view that salience-based interpretations are primary and cannot be by-passed even when (the specific) rich context (tested) is biased in favour of an ironic interpretation.  



Note that we are not claiming that our results suggest that the items we tested are not ironic (in fact we showed that they are), nor that readers were not able to interpret them ironically (after all most of them replied in a way that shows they understood the irony). We only provided evidence consistent with the view that making sense of irony is slowed down by a salience-based albeit contextually inappropriate interpretation. 


Could there be factors other than those suggested by Gibbs that enrich contextual information to the extent that it allows comprehenders to tap ironic interpretations directly and exclusively? Katz and his colleagues came up with a few suggestions, but when tested, these factors were not shown to facilitate irony interpretation immediately (for a review, see Giora et al., 2007).

The analysis of Wright’s examples is yet another case in point. For instance, Wright’s reading of his first example highlights many clues that could, in theory, safely lead readers down the ironic path. Nonetheless, the ironic interpretation of the relevant utterances, embedded in this richly predictive context, was lost on many readers who did not get the irony but instead opted for its salience-based (literal) interpretation (as was initially done by most of our participants). And needless to say that if it takes an argument “fortified with subtle and persuasive rhetoric” to sway such judgments or interpretations, as suggested by Wright, this on its own is evidence that it is difficult to arrive at an ironic interpretation. 


Although we have tested only one theory, most of the evidence in the literature supports our view. And even when demonstrating that some contexts are indeed predictive of an ironic interpretation, these contexts nonetheless failed to effect initial facilitation for irony compared to salience-based interpretation. This was true even under conditions in which comprehenders were exclusively exposed to ironies (in their contexts) (Giora et al., 2007). 



One of the environments assumed by many to encourage ironic turns is that shared by friends. However, studies, looking into how irony is responded to in conversations among friends, attest to the high accessibility of irony’s contextually inappropriate but salience-based (literal) interpretation: Most of the responses to ironic turns addressed its literal interpretation (Eisterhold et al., 2006; Giora and Gur, 2003; Kotthoff, 2003). 

 
Wright is right in that some people might fare better than others on irony. Indeed, in Ivanko et al. (2004), (self-reported) ironists, as opposed to non-ironists, interpreted irony swiftly. Still, if it takes an expert on irony to fare well on irony, doesn’t this tell us something about the complex nature of irony?
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