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An argument is given which rules out super-radiant phase transitions in which the atomic states ‘involved
are connected by electric-dipole matrix elements. The argument is based on gauge invariance, and is valid
even in the presence of direct interatomic interactions. Its relevance is demonstrated by presenting a number
of two-level models exhibiting super-radiant phase transitions which are not forbidden by previous sum-rule
arguments. As a preliminary to the argument, the nature of the super-radiant phase transition is discussed,
and a simple model is given which reproduces its main features. It is argued, finally, that in at least one
case in which our argument fails a super-radiant phase transition is possible in principle.

I. INTRODUCTION

The possibility of a phase transition involving
resonant interaction of a collection of atoms with
the electromagnetic field in a cavity is a very at-
tractive one. The order parameter for such a
transition, being the field itself, would be acces-
sible to refined measurements, possibly giving a
new method of studying interacting atomic sys-
tems. A super-radiant phase transition of the kind
described was shown by Hepp and Lieb! to follow
rigorously from a thermodynamic treatment of the
Dicke model,? used previously to discuss radiation
phenomena far from thermal equilibrium. Later,
Rzg'zewski, Wédkiewicz, and Zakowicz® showed
that this result is a consequence of the neglect of
the A% and counter-rotating terms in the Dicke
Hamiltonian, and that the Thomas-Reiche-Kuhn
sum rule places a constraint on the coefficients
of these terms which rules out the phase transi-
tion.* .

Underlying this result is the fact that gauge in-
variance requires the presence of the A% and
counter-rotating terms, as has recently been re-
emphasized by Wooley.® In fact, the sum rule can
be derived from charge-current conservation,® an
immediate consequence of gauge invariance. When
these terms are dropped, the remaining part of
the kinetic energy term in the fundamental Ham-
iltonian can become negative, allowing false con-
clusions concerning the energies and thermal
properties of the system.

The work cited above does not make clear, how-
ever, the impossibility of some kind of phase
transition involving an electromagnetic field
which becomes large due to interactions with an
atomic system. Indeed, phase transitions are ex-
hibited by a number of extended versions of the
Dicke model which have been treated in the litera-
ture.”® We have constructed additional examples
which show that phase transitions can occur in

two-level systems which satisfy all the cohstraints
imposed by the sum rule. These models have di-
rect interatomic interactions in addition to the
proper A% and counter-rotating terms.

In the present paper, we seek a criterion which
will enable us to assess the validity of these mod-
els and to determine whether a phase transition
of super-radiant type can occur in principle in a
physical system. We find an argument, based on
the gauge invariance of the fundamental Hamilton-
ian, which is stronger than previous arguments,
and which can be applied more generally. One of
the consequences of the argument is that no two-
level model where the atoms make electric-dipole
transitions can validly exhibit a super-radiant
phase transition. We then show that there still
exist physical systems for which such a phase
transition is not ruled out.

We begin by describing some preliminary no-
tions concerning the nature of the phase transition
which have motivated our work. In the model in-
troduced by Dicke, a single mode of the electro-
magnetic field interacts with a collection of N two-
level atoms via a term proportional to AD, where
A is a component of the vector potential and D the
corresponding component of the total electric-di-
pole moment of the atoms. If this system is
brought to thermal equilibrium below a critical
temperature 7,, it is found to be in a state which
differs from the normal equilibrium state above
T, in several respects, provided the strength of
the atom-field interaction is large enough to sat-
isfy a certain condition given by Hepp and Lieb.
The photon number # is macroscopic and of the
order of the number N of atoms, rather than being
of order unity as given by the Planck formula. -
Furthermore, A and D become large—A of order
VN and D of order N—and have a well-defined rel-
ative phase.

When the temperature is decreased to zero, the
system retains these properties as it continuously
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approaches the ground state. The normal ground
state with =0 and A=D=0 is thus unstable with
respect to a state having a large dipole moment
and large expectation value of the vector potential.
This instability is essential for the existence of

a phase transition of the kind discussed here. As
T increases to T,, the large entropy of the normal
state makes itself felt, and the phase transition
takes place.

A simple model, which illustrates the mechan-
ism for this phase transition in its most basic
form, consists of a large number of harmonic os-
cillators, one of which makes a negative'* rather
than a positive contribution to the energy. This
oscillator, which we refer to subsequently as the
negative-frequency oscillator, tends to become
highly excited, and indeed the system would be
unstable without the inclusion in the Hamiltonian
of a term which limits these excitations. If this
term is collective in nature, restricting the total
number of excitations of both positive- and nega-
tive-frequency oscillators, then there is a phase
transition in which the negative-frequency oscil-
lator is highly excited below T,, and essentially
unexcited above 7,. The two principal features
of this many -oscillator modél, the negative-fre-
quency-oscillator and the mechanism limiting its
excitations, can be identified in the Dicke Hamil-
tonian when a transformation to new variables is
made. The negative-frequency oscillator occurs
precisely when the parameters of the model satisfy

- the condition for the existence of a phase transi-
tion'given in Ref. 1. The presence of a mechanism
limiting its excitations stems from the fact that
the amount of excitation energy that can be accom-
modated by the atoms is limited. The many-os-
cillator model and its connection with the Dicke
model are discussed fully in Sec. IL

With the addition of the A% and counter-rotating
terms to the Dicke Hamiltonian, the phase transi-
tion does not occur. Let us consider, however,
the addition of terms describing direct interatomic
interactions. If the interactions tend toward the
formation of a dipole moment in the atomic sys-
tem, it might still be energetically favorable for
the field to become large in the ground state of the
system. We have constructed two types of models
for which this is the case. In the first type, the
interaction is formally the same as the exchange
interaction between spin-3 atoms, while in the
second type, it has the form of a dipole-dipole
interaction. For suitably chosen interactions of
both types, the normal state does not have the
lowest energy and is unstable with respect to the
super-radiant state. A phase transition is there-
fore indicated. Due to the interatomic interaction,
a simple exact treatment of the thermodynamics

along the lines of Wang and Hioe!2 is not possible.
We therefore treat these models in the mean-field
approximation, finding a second-order phase tran-
sition for those models with super-radiant ground
states. The details of these models and a discus-
sion of their thermal behavior are given in Sec. IIL
Although these extensions of the Dicke model
provide interesting mathematical examples of sec-
ond-order phase transitions, we must be cautious
in asserting that they correspond with reality in
their thermal behavior or in the nature of their
ground states. The arguments of Rzazewski,
Wodkiewicz, and Zakowicz show that when the
atoms do not interact directly, the atomic param-
eters of the model are restricted in such a way
that a phase transition is not possible. The same
arguments are not sufficient, as we will show, to
exclude a phase transition in the models including
interatomic interactions. We formulate in this
paper, however, a new argument which is capable
of ruling out phase transitions both in the Dicke
model and in the models presented in Sec. III. The
starting point for this argument is the one-mode

- approximation to the full-gauge-invariant Hamil -

tonian describing atoms interacting with the field.
This argument applies when the dipole approxima-
tion is valid. It fails when the atomic transitions
occur via magnetic-dipole interactions with the
electron spin or via higher-order terms which
enter when the dipole approximation is not made.
We argue that phase transitions are possible in

. principle in at least some of these cases. Whether

or not the conditions necessary for their observa-
tion can be brought about is a practical question
which we leave for later investigation.

II. MANY-OSCILLATOR MODEL

We present here a simple model which exhibits
a phase transition analogous to the one that occurs
in the Dicke model. Our Hamiltonian, character-
ized by positive constants w, @, and v, is taken
to be -

N=1 N=1 -2 ‘
H=3 wblp, _ngb0+—2%(bgbo+ 3 b}b,) , (1)
J=1 =1

‘where the operators b, satisfy boson commutation
‘rules [b;b]]=9,,, and where the quadratic contri-

bution of one of the operators b, is negative rather
than positive. This is the Hamiltonian of a system
of N harmonic oscillators, one of which has a neg-
ative frequency. The final term, proportional to -

" y/N, insures that the Hamiltonian is bounded from

below, and is thus capable of representing a stable
physical system.

The thermal behavior of the system is easily
treated in terms of two dimensionless variables,
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1 N=1
x=1—V-Z b;bj

i1

representing the number of phonons shared by the
positive-frequency oscillators, and

y=(1/N)blb,

representing the number of quanta in the negative-
frequency oscillator. The entropy is calculated
from the number of ways of assigning Nx excita-
tions to N -1 equivalent oscillators. This leads
to the following expression for the intensive free
energy f=F/N of the system:

f=wx - Qy+5¥(x +9)?
—kT[(1+x) In(1+x) —x Inx] . (2)

This expression has a minimum at values of x and
y given by the equations

x+y=8Q/v, (3)
x=(e(w+9)/kT _1)-1' (4)

At absolute zero, x=0 and y has the value Q/y
characteristic of the ground state. As T increases,
x increasesbecause of the much greater entropy of
the positive-energy oscillators. The rate of in-
crease of ¥ is continuous until x reaches the value
Q/y at which y=0, as indicated by Eq. (3). This
occurs at the critical temperature

kT,=(w+9Q)/In(1+7/9Q). | (5)

Since y is inherently positive, the position of the
minimum, Egs. (3) and (4), will pass out of the
physical region x,y = 0 for temperatures greater
than T,. The state of the system is then deter-
mined by minimizing Eq. (2) on the boundary y=0
of the physical region. This leads to the transcen-
dental equation

w+yx=kTIn[(1+x)/x], (6)

which determines the value of x for 7> T,. Note
that the values of ¥ and y are continuous at T,
but that dx/dT and dy/dT suffer discontinuities.
The energy of our system,

E=Nlwx -Qy+3v(x +9)?],

will therefore be continuous at 7'=7,, while the
specific heat dE/dT will have discontinuity prop-
erties characterizing a second-order phase transi-
tion.

It is interesting to observe that if the last term
in Eq. (1) had the form (2N)"y(b!b,)?, involving only
the negative-frequency oscillator, then the sys-
tem would still be stable but no phase transition
would take place. The quantities x and y would be
independent of one another and continuous over the
whole range of temperatures. An element of com-

petition between the negative-frequency mode and
the collection of positive-frequency modes is es-
sential for a phase transition.

The form of the last term in Eq. (1) is not
unique. As long as it allows for competition be-
tween the modes, a phase transition is possible. .
We can even construct a simpler model, though
one less physical in its behavior, by omitting the
last term in (1) and placing instead a cutoff on the
total number of excitations, i.e., by requiring
N(x +y) = N,= const. ‘ )

In order to establish the connection between this
model and the Dicke model, we introduce a set of
collective atomic coordinates, defined by the re-
lations

N
1 N L .
bI:TN ,21 cjexp(ZWzZJ\—l,), r=0,1,..., N-1 (7

and express the Dicke Hamiltonian'® in terms of
them,

H=€ ) blb, +wa'a+\bga'+bla). (8)
r .

Noting that the field a interacts only with the atom-
ic coordinate b,, we make a linear transforma-
tion which eliminates the coupling term by intro-
ducing the operators™*

A=acos(9(—b0 sinf , B=a’sin9+bocos9,, (9)
with .
tan26=21/(€ - w). : (10)
The new form of the Hamiltonian is
N=1

H=3" eblb, +{[5(c+w) +5[(€ -w)?+ 42?]/2} B'B

7=l
+{5e+w) —%\[(6 —Q)2+4X2]1/2}ATA. (11)

If, for the moment, we regard A, B, and b, as the
annihilation operators of independent harmonic os-
cillators, the connection with the previous model
begins to appear. The condition that the A'A term
have a negative coefficient is precisely the condi-

~ tion A*> €w given by Hepp and Lieb for the exis-

tence of a phase transition. When this condition
is satisfied, the negative-frequency mode tends to
become highly excited in the ground state of the
system, and many photons and atomic excitations
are present. However, A, B, and b, are not in-
dependent oscillator annihilation operators, since
the original atomic coordinates b, satisfy commu-
tation relations

[br’ b;] = Grs _]% Z (1+ O.g) exp(w), (12)
J
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which deviate from boson commutation relations
because of the second term on the right.. We can-
not therefore conclude that ATA becomes infinite
in the ground state even though its coefficient in '
Eq. (11) is negative. There is, in fact, a limiting
mechanism present which performs the same func-
tion as the last term in the many-oscillator Ham-
iltonian of Eq. (1). This mechanism is most read-
ily seen with reference to Eqs. (9) and (11). When
the condition A\®>€w is satisfied so that the last
term in Eq. (11) is negative, the ground state of
the system will be that state in which the value of
A is the largest possible, and the values of B and
b, are the smallest possible. Equation (9) shows
that this occurs when

bo= —atand, b,~0 for r+0. (13)

From Eq. (7), however, it is seen that b,, which
is a measure of the total number of atoms ex-
cited, can be at most of order VN. Thus, if a is
greater than O(VN) the, equality (13) cannot be sat-
isfied since 6 is independent of N. A and B then
both become large and of the same order as a.
Summarizing the argument, we can say that, be-
ginning with the normal state, the energy de-
creases as we increase the number of photons and
the number of excited atoms as long as a is less
than or of the order of VN , and increases again
for larger a. We therefore have a stable minimum
for some value of ~VN. Thus, A'A does not be-
come infinitely large. The competitive nature of
the limiting mechanism is established by noting
that if b, is of the order VN as required for large
A, then Eq. (7) shows that o] must be of the order
unity for every atom. This implies that b, for »
#0 must be small due to the oscillating factor in
the summation in Eq. (7). Thus A'A can become
large only when bJb, becomes small. We have now
demonstrated a complete analogy between the
many -oscillator model and the Dicke model.

IIIl. MODELS WITH INTERACTIONS

In this section we discuss a number of exten-
sions'® of the Dicke model which include inter-
atomic interaction potentials V. We present three
cases in which the ground state is super-radiant
and a second-order phase transition occurs. The
models considered all have Hamiltonians of the
general form -

H=H +V, (14)

N
1+03)+wa'a+—==(a'+a) Zoj
2%: T‘ £

+k(a+a"? -k, (15)

H, is seen to be the Hamiltonian of the Dicke mod-

el extended to include the A% term as well as the
counter-rotating terms. The atomic states have
energies 0 and €, and are described with the aid
of the Pauli matrices, while a' is the creation op-
erator for photons in the single mode of energy w
which is retained in the model. The parameters
A and k describing the atom-field interaction are
given by

L =(€2N®?/2w0)Y/ 2, Kk=e®N/2w0, (16)

where @ is the matrix element of the electric-di-
pole-moment operator between the two atomic
states, U is the volume in which the field mode is
confined, and m is the mass of the electron.
Rzazewski, Wodkiewicz and Zakowicz have pointed
out that the dipole sum rule implies the inequality

AE=ke, (17)

We begin by testing the stability of the normal
ground state for the Hamiltonian (14) with V=0,
This state has all atoms in the ground state and
no photons present, and will be denoted by lO).
The term —« included in the Hamiltonian (15) im-
plies that (0 |H|0Y=0, so that energies are mea-
sured relative to the state IO) We make use of
the variational method with the four-parameter
trial wave function

|#y=]] (cosb +e* sinbo)) |, | (18)
i

which is the product of a simple uncorrelated state
for the atoms and a coherent state with complex
parameter @ for the field. We find that

QUHIP) o @ 2 Ay

= — —= ginf 6
Ne sin 9+€ y”+=;=sinf cos cosX cos¢

+(4Kky?/€) cos?x , (19)

. in which we have introduced the notation

a=VNye'¥, (20)

The minimum value of this expression with re-
spect to ¢, X, and y in the domain

0<¢,xs2m, 0=0s3zm, 0<y=o (21)
occurs for the parameter values
cos¢ = ~cosX =1, (22)
y= 2\ sinb cosb/(4k + w) .
If we substitute these values into (4), we obtain
@ |H | )/ Ne = sin0 — £ sin®6(1 — sin?6) , (23)
in which the parameter £ is defined

=4\2/(4Ke +we€) =0, (24)

If £=1, the value of 6 which yields the minimum
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value of (21), sin?0=(% —1)/2&, lies within the
physical range 0=sin?60=1. If £<1 however, it
lies outside this range, so that the physical min-
imum occurs for sin?0=0. Reference to Egs. (18),
(20), and (22) shows that this is the normal ground
state. The parameter £ therefore plays the role
of determining whether the normal ground state is
unstable with respect to a super-radiant state of
the form (18). In the present case with V=0, con-
dition (17) -guarantees that £ <1 via the definition
(24), so that the normal ground state is stable.
Our conclusion is therefore compatible with the
result of Ref. 3.

The variational method used here cannot rigor-
ously establish the stability of the ground state,
since there could be a state which is not expressi-
ble in the form (18) which has lower energy than
the normal state.’®* We can, however, use this
method to establish the existence of a state of low-
er energy than the normal ground state. Although
the trial state (18) is of simple form, it yields the
exact ground-state energy of the original Dicke
Hamiltonian without the A% and counter-rotating
terms. As we now demonstrate, it is also capable
of proving the normal ground state to be unstable
in a number of cases with V#0.

The contribution of V to the expectation value
(19) can depend only on the atomic parameters 0
and ¢, and, in fact, depends only on 6 in our ex-
amples. Indeed, (6) remains valid with a modified
value of £. In the following three models, £ can
become greater than unity, allowing a super-ra-
diant ground state and a second-order phase tran-
sition.

(i) A linear chain of atoms in which neighboving
atoms can exchange excitations divectly. Here,
the potential is

N=1
V=g~ (03070 +050%) . (25)

J=1

This potential is the atomic analog of an aniso-
tropic exchange model (x-y model) of ferromag-
netism. Minimization of the energy H, + V gives
Eq. (23), with

£=412/(4Ke + we€) + 2g/ €. (26)

If g can be regarded as an independent parameter,
then £ may take on values greater than unity. We
show in Appendix B that g is restricted by the di-
pole rule, but that the restriction does not pre-
vent £ in Eq. (26) from becoming larger than unity.
This model then has a super-radiant ground state.

(ii) Atoms separated by a distance v, arvanged
in a linear chain aligned with the polavization vec-
tor of the field, and intevacting via dipole-dipole
intevactions. The potential is

=2 950
- )

The x component of the dipole-moment operator

is given by 6’0(”, and the y and z components of
the dipole-moment operator are suppressed in the
model (they do not correspond to ®c® and ®o‘®), -
This leads to some -error in calculating the ener-
gy, since these components contribute to the di-
pole-dipole interaction, but the error is minimal

.in the super-radiant ground state where there is ‘

a strong tendency toward alignment along the x
axis. The error becomes larger for excited states
where this alignment breaks down. With the po-
tential (27) £ takes on the value

0 ge? U ies
= frerwc oW & M (28)

The independent parameter 7 can be varied to
make £>1, yielding a super-radiant ground state.
(iii) Atoms in a thin slab in an ovientation per-
pendicular to the propagation vector of the field,
and intevacting via theiv dipole moments. In this
improved version of model (ii), the thickness %,
of the slab is taken much smaller than the wave-
length, and a continuous distribution of atoms is

assumed in calculating the dipole-dipole inter-
action. The integrals are extended to infinity in
the transverse direction, and cut off at a lower
limit equal to . The result is the same as for
model (ii), except that the sum is replaced by
TNk, /167.

We note also one interesting case in which direct
interatomic interactions do not lead to a phase
transition. This is the analog of the isotropic

. Heisenberg ferromagnet, which differs from mod-

el (i) by the addition of a term —(g/2)27,06{0{3) to
the Hamiltonian. Here, £ is found to have the
same value (24) that it has for noninteracting
atoms. This Hamiltonian, being isotropic in the
equivalent spin space of the two-level atoms,
makes it favorable for adjacent atoms to be in the
same state, but immaterial whether that state has
a dipole moment, i.e., a nonvanishing value of ¢®*,
In the Introduction, we argued that if the ground
state is super-radiant, then a second-order phase
transition will occur at high enough temperatures.
To show this rigorously, we would have all the dif-
ficulties of treating a fully interacting spin sys-
tem. The simple method of Wang and Hioe,'? for
example, is not readily applicable. We there-
fore give an approximate treatment of the thermo-
dynamic behavior by means of an effective field
method. We deal only with model (i), since the
other models can be handled in the same fashion.
The components of the effective field are defined
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to be proportional to the thermal averages of o’
and ¢

BW =g(c1) . p(z) =g{c®),

Replacing the spin variables by these averages,

we then determine the optimum values of the field

variables y and X by minimizing the coherent-state

expectation value of the resulting Hamiltonian. We
- obtain -

B® =0, (29)

cosy =1 (30)
and
y=2|BY|/g(4x +w). (31)

The effective Hamiltonian for a single atom then
becomes

Hgyp= —3€(§BY/g)0™) - B2%0® 1 3¢0, (32)

where £ has the value given in Eq. (26). We now
require the thermal average of & calculated from
Eq. (32) to be in agreement with Egs. (29). This
demands that B®=0, and that B’ satisfies the
equation

R=ttanh3BeR, ‘ (33)

where
R=[1+(£BD/g)2] /2, (34)

A graphical analysis, Fig. 1, shows that there is
a nonzero solution provided (a) that £>1, and (b)
that B is larger than a critical value determined by

EtanhzB,e=1. (35)

At this value of B, a second-order phase transition
occurs. Thus the same condition, £>1, implies

: R
Etonhm /

1
I
!
I
1
1
!
I
,
|
| R

FIG. 1. £tanh(R/2RT) vs R for three values of 7. In-
tersections of these curves with the dashed 45° line de-
termine the mean-field parameter R for given ’i‘, R
must not be less than unity. The intersection occurs at
the point (1,1) for 7=T(, and there is no intersection
for T>T., implying R=1. If £<1, there is no inter-
section for any value of T.

that the ground state is super-radiant and that a
second-order phase transition takes place.

IV. GAUGE INVARIANCE

In this final section, we present a new argument
which bears on the question of the existence of
phase transitions which are super-radiant in the
sense that the field has a macroscopic expectation
value below the transition temperature. The pre-
vious sum-rule arguments are traceable to the re-
quirement of gauge invariance, since this require-
ment implies charge-current conservation from
which the sum rule can be derived. We include
such a derivation in Appendix A, since it is not
the most familiar one. The argument given here
also stems from gauge invariance, since it begins
with the one-mode approximation to the fundamen-
tal gauge-invariant Hamiltonian:

H = Z[P:—Y(‘H“] V(F,) +wa'a. (36)

This Hamiltonian differs from that of the Dicke
model not only in the presence of the A% and coun-
ter-rotating terms, but also in that it does not
make the two-level approximation. It retains the
full infinite-dimensional Hilbert space necessary
to support the position and momentum operators
of the atomic electron. We have suppressed the
components of the momentum which are not paral-
lel to the polarization vector of the field, s1nce
they do not affect the argument.

If Eq. (86) is regarded as describing a classical
system with a well-defined minimum of the poten-

‘tial V, then the minimum value of H, is obtained

by choosing rj to minimize V, p; to make the ve-
locity v;=P; ~¥(a +a") equal to zero, and a=0 to
minimize the freefield energy. The classical mini-
mum energy is therefore obtained whena =0, indi-
cating that the normal state is stable for all V. Ifthere
is a super-radiant phase transition, it must be a
purely quantum phenomenon.

Let us now consider a quantum-mechanical sys-
tem described by the Hamiltonian H,. We begin by
showing that the expectation value of the photon
annihilation operator a cannot have a nonvanishing
expectation value in the ground state of this sys-
tem. This is demonstrated w1th the aid of the uni-
tary operator

U= exp.(—iK > % .-ax*+a*x> , (37)
i

which imparts a momentum K to each particle and
adds X to the photon annihilation operator:

UijT=Pj+K, UaU'=a+¥. (38)
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Now, if §, is some presumed ground state of the
system for which <¢0|a|zpo)¢0, we choose the val-
ues of the parameters K and X to be

K=2yRex, x=-W,|aldy). (39)
It is then readily seen that the state

|9)= Uy (40)
has the properties

@lalpy=0 (41)
and

@8, |0)= @6 |H, [96) — | Wolalvo)] 2. (42)

Thus |11)0) cannot be the ground state if (wolalzl)o)
#0. We conclude the argument by observing that
a system that undergoes a super-radiant phase
transition must have a ground state with (Z/Jola lzpo)
#0, since this state can be reached by cooling the
system to absolute zero.

The latter remark requires some clarification,
since the symmetry of the Hamiltonians considered
here seems to imply that (¢O]a|¢0)= 0 in the ground
state, even for those Hamiltonians which give rise
to phase transitions. This is indeed true for the
Dicke Hamiltonian, as can be seen from the work
of Tavis and Cummings,'” and for the oscillator
model of Sec. II, as can be verified explicitly from
the formulas in that section. However, when the
number N of atoms becomes large there are states
%, which differ in energy from the ground state by
quantities of the order of N™, and for which
@ola|¥,) is nonvanishing. In that case, the state
|z/)o)+e“’ Iz[JI) yields a nonzero expectation value of
a, with phase dependent on ¢. These states are
degenerate with the ground state in the thermody-
namic limit N—. States of this form lead to the
lack of dependence of the energy, or free energy,
of the system on the phase of {(a), which is evident
in the variational calculations of Sec. III, and in
other treatments, such as the coupled order-pa-
rameter treatment of Gilmore and Bowden.'® Even
for N finite, we can safely conclude that the low-
ering of energy calculated in Eq. (42) is not a re-
sult of delocalizing {z) by going to a symmetric
ground state. Apart from having a different and
much stronger N dependence, the negative term
in Eq. (42) receives a large contribution from the
free field energy which does not play a role in the
delocalization.

To explore the range of validity of the foregoing
argument, let us introduce terms describing the
electron spin into the Hamiltonian. (Here, in con-
trast to the previous sections, & is the true spin
operator of the electron rather than a formal op-
erator connecting two electronic states.) Including
the spin-orbit term and a term representing the

interaction of the spin magnetic moment with the
magnetic field of the mode, we write

H,=H, +Z Viso) (712‘)-61"?1"[51 B 24 +a*)]
i

+ig(a-a" Yy o). (43)
i

We have assumed here that the field propagates
along the z axis, and that A has the direction of
the unit vector ¥ along the x axis. The parameter
¢ has the value

¢=(eft/2mc)(hw/20)!/ 2, (44)

The operator U of Eq. (37) leaves the spin-orbit
term invariant, since it commutes with all of its
factors by virtue of Eq. (38). Our argument re-
mains valid, therefore, in the presence of spin-
orbit coupling. The magnetic coupling of the spin,
on the other hand, is modified by the transforma-
tion (37) so that in place of Eq. (42), we find

@ |H, | 9)= @l Hy |90} — w| @olalvo)|?
U(y)
‘,-’-: y

The only way we can guarantee that the energy is
lowered by the transformation is to show that the
last term is negative or zero. It is clear, how-
ever, in view of Eq. (39) for x, that this term will
be positive in just the case we are attempting to
rule out, namely, the case where super-radiant
correlations between the field and the spin mag-
netic moment make the last term in Eq. (43) large
and negative. If we wish to lower the energy by
means of the transformation of Eq. (37), we must
choose X in order to make the last term in Eq. (45)
vanish. But then we can only conclude that the
real part of (¥ |a|zp) is zero, which allows the ex-
pectation value of the magnetic field to be large in
the ground state.

It appears, therefore, that we cannot rule out
phase transitions based on magnetic-dipole inter-
actions. A realization of this possibility might
consist of a cavity with a constant magnetic field

+1E(X = X*) (o o). (45)

- in the z direction. The magnitude of the field

would be chosen so that the Larmor frequency is
resonant with a mode of the cavity having its mag-
netic field in the y direction. This system would
be well described by the Hamiltonian*®

H=Tw, (Z o+ a*ﬁ) +if(a-a") )’ of?, (46)
i i

which is of the Dicke form, and which is obtained
from the fundamental Hamiltonian without making
any approximations which violate gauge invari-



17 ARE SUPER-RADIANT PHASE TRANSITIONS POSSIBLE? 1461

ance. The sum-rule argument would not restrict
its parameters. A super-radiant phase transition
would be possible in principle for this system,

but further analysis is needed to determine wheth-
er the conditions necessary for its observation
could be brought about in practice.

Our argument fails to rule out phase transitions
when the Hamiltonian includes terms in the vector
potential which go beyond the dipole approxima-
tion. It is possible in this case that some exten-
sion of our argument or of the sum-rule argument
might rule them out, however, and we leave this
question open.

APPENDIX A: SUM RULE AND CHARGE-CURRENT
CONSERVATION

In this appendix, we give a proof, adapted from
Ref. 5, that the sum rule follows from charge-cur-
rent conservation. If we transfer an infinitesimal
momentum %7K to the system when it is in its
ground state, the current will be changed from j’o
to :

J=3, -2(K/m)p,. (A1)
Assuming that V'L: 0, we have

. .‘-’_ﬁ op,

p=-V-j= proal Yl (A2)

This relation allows us to evaluate the moment of
p as follows:

. nK ap enK
3y —0 %=
fxpd Y= fx 3 d¥ = . (A3)

If, on the other hand, we write p=ep*), and use
the Schradinger equation, we find that

fxbd"r:efx(z.p*zpﬂp*z}))d“r

=& 2 k) _ ik 3
= f x[i(HY)*P —ip*HY]dY . (A4)
An evaluation of this integral with I
b=(1-iKx)P, (A5)

leads, after some calculations in which only the
Hermiticity of H is assumed, to the equation

2. (E,-E,)

n

. . ,'2 72 .
flpole‘)nd (4 =m s (AB)
by comparison with Eq. (A3).

APPENDIX B: SUM-RULE RESTRICTION
ON AN INTERACTING SYSTEM

Here we use the two-atom form of the sum rule
to derive a restriction on the parameter g which
measures the strength of the interatomic inter-

action in the first model of Sec. III. Then we show
that this restriction does not prevent the param-
eter £ of the section from exceeding unity, and
therefore permits a super-radiant phase transi-
tion. The argument is in the same spirit as that
of Ref. 3, and shows that this type of argument
does not rule out phase transitions in the more
general systems considered in Sec. IIL

A pair of interacting atoms is subject to the di-
pole sum rule in the form '

ﬁZ

Z |<¢0| (0, +2,) |¢|n>| XE, -Eo)f;,‘n' : (B1)

The eigenstates and energies are those of the two-
atom system, and x, and x, are the x coordinates
of the atomic electrons. In model (i) of Sec. III,
this pair of atoms is described in the two-level
approximation by the Hamiltonian

2
H,,:%Z (1+05) - g(o70; +0703) . (B2)
j=1
H, can easily be diagonalized to yield the eigen-
states and energy eigenvalues 2€, € +g, € —g, and
0. We can also express (z,bol(x1 +lezp") in terms of
the matrix element ®/e of x between the two lev-
els of a single atom. Using these results in con-
junction with Eq. (B1) yields an inequality, since
only four states can be included in the summation.
The inequality takes on different forms according
to whether g<€¢ or g> €.

For g<e€, we obtain

€ —-g= e 2me?, (B3)
and for g> €,
g= e*n?/4me*. : - (BY)

The consequences of these inequalities are best
expressed in terms of the dimensionless param-
eters x=g/€, y=2%/ke, and z=w/4k. The value

1
2X

05 ! X
FIG. 2. Region of x-y plane where £ >1 and x >1 —y"~!
for x<1 and x < (2y)™! for x >1.
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of ¥ must remain less than unity by virtue of Eq.
(17), and all three parameters are positive. The
inequalities in Eqs. (B3) and (B4) become

x=1-y? ifx=1 (B3')
and
x=(29)" ifx=1. (B49)

The condition £>1 for the existence of a phase

transition can be written with the aid of Eq. (26):
y(1+2)t+2x>1. (B5)

The fact that the condition (B5) is compatible with
the sum-rule results, Egs. (B3’) and (B4’), is
shown in Fig. 2, where values in the shaded re-
gion satisfy both restrictions. The sum-rule argu-
ment does not, therefore, rule out a phase transi-
tion in this case.
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