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Abstract

In the neighborhood of a boundary point, the solution of a first order symmetric ho-
mogenous hyperbolic system is conveniently decomposed into fundamental waves solution,
which are readily classified as outgoing, incoming and stationary or tangential.

Under broad hypothesis, we show that the spans of the sets of outgoing and incoming waves
have nontrivial intersection. Under these conditions, local, linear, perfectly nonreflecting local
boundary conditions are shown to be impossible.

1 Introduction

Let us consider the symmetric hyperbolic system:

ũt +
m

∑
j=1

A j ũx j = g(x, t), x ∈ R
m, t > 0, ũ(x, t)∈ R

n, m≥ 2 (1.1)

where

A j ∈ Mn×n symmetric, j = 1, . . . ,m (1.2)

andũ(x,0) andg(x, t) are such that

supp( ũ(x,0)) , supp(g(x, t))⊂ Ω0 ⊂ R
m, compact (1.3)

where supp stands for support.

In many applications, it is desirable to locally decompose the general solution of equation

(1.1), into ’waves’ that are moving in different directions. An example of such application is the
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specification of nonreflecting, or absorbing, boundary conditions. Specifically, since in practice it

is impractical to numerically solve problem (1.1), (1.3), over the wholeRm, this problem is often

approximated by:

ut +
m

∑
j=1

A j ux j = g(x, t), x ∈ Ω ⊂ R
m, t > 0, u(x, t) ∈ R

n, m≥ 2 (1.4)

for some boundedΩ ⊇ Ω0, with the initial and boundary conditions:

u(x,0) = ũ(x,0) (1.5)

and

B(x)( u(x, t)|x∈∂Ω ) = 0 (1.6)

with someB : ∂Ω → Mn×n(R). The objective is to chooseB independent of the solutioñu(·, t),
g, such that the solutionu obtained from (1.4), (1.5), (1.6) is unique and coincides with (or ap-

proximates closely) the restriction toΩ of the solutionũ as obtained from (1.1), (1.3). For more

information about absorbing boundary conditions see, [1] and [2].

An application of the main result of this paper is to the possible form of such a boundary

operator B. It is widely expected, at least for some specific examples of (1.1), that no such local

operatorB exists. Below we shall show that this is indeed the case quitegenerally.

In order to understand the way the operatorB could be constructed, we consider the properties

of the solution to (1.1) near the boundary∂Ω. Since near the boundaryg(x, t) = 0, we examine in

this paper the homogenous system,

ut +
m

∑
j=1

A j ux j = 0, x ∈ Ω ⊂ R
m, t > 0, u(x, t) ∈ R

n, m≥ 2 (1.7)

with the boundary condition (1.6), near a pointx0 ∈ ∂Ω.

Equation (1.7) admits planar ’wave’ solutions of the form:

u(x, t) = r f (e ·x−λ t), e ∈ R
m/{0}, r ∈ R

n/{0}, f : R → R (1.8)

satisfying

(e ·A)r = λ r, A = (A1, . . . ,Am)T (1.9)

Here and below,· is the realRm inner product.
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The solutions (1.8) are waves that are moving in the direction of the vectore if λ > 0, or

opposite toe if λ < 0 and are stationary ifλ = 0. Throughout this paper we consider the solution

near a pointx0 ∈ ∂Ω, with an outward normalν . We will call the wave (1.8) outgoing if(e ·
ν)λ > 0, incoming if(e · ν)λ < 0 and stationary or tangential if(e · ν)λ = 0. For the caseν =

x̂ = (1,0, . . . ,0)T , we identify outgoing and incoming waves as right-moving and left-moving,

respectively, in subsequent examples, depending on whether (e · x̂)λ is respectively positive or

negative.

Throughout the paper, we discuss polynomial wave solutions. These solutions are unbounded,

however they should be regarded as the first terms in thelocal Taylor expansion of the solutions

nearx0, rather than global solutions.

In the context of absorbing boundary conditions, proposed boundary conditions are often ap-

praised by their treatment of specific local solutions corresponding to incoming and outgoing

waves. A simple example shows that the classification of setsof waves as incoming or outgo-

ing is ambiguous.

Example 1.1: Let us consider the following equation1:

ut +





0 0 0
0 0 −1
0 −1 0



 ux +





0 0 −1
0 0 0
−1 0 0



 uy = 0 (1.10)

in the domain,Ω = {(x,y) |x < 0}. The pointx0 ,will be taken as,x0 = (x0,y0) = (0,0), and the

outward unit normal isν = (1,0).

Remark: In this paper, for the theoretical parts, we usex1, . . . ,xm as the space variables. In

this, and the rest of the examples in this manuscript we usex,y,z instead ofx1,x2,x3, respectively.

Every functionu of the form

u =





−sin(θ)
−cos(θ)

1



 f (cos(θ)x+sin(θ)y− t), (1.11)

is a wave solution of (1.10). In particular, by takingf (ξ ) = ξ , θ1 = 0, θ2,3 = ±π/6, θ4,5 = ±π/3

and the corresponding vectorse j =
(

cos(θ j),sin(θ j)
)T

, then the functions,

1This is a ’generic’ equation. This is the electromagnetic TEequation foru1 = Ex,u2 = −Ey andu3 = Hz, the TM
equation foru1 = −Hx,u2 = Hy andu3 = Ez and the acoustics equation if we takeu1 = v,u2 = u andu3 = −ρ .
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ue(1) =





0
−1

1



 (x− t); ue(4) =





−
√

3/2
−1/2

1



 (1
2x+

√
3

2 y− t);

ue(2) =





−1/2
−
√

3/2
1



 (
√

3
2 x+ 1

2y− t); ue(5) =





√
3/2

−1/2
1



 (1
2x−

√
3

2 y− t);

ue(3) =





1/2
−
√

3/2
1



 (
√

3
2 x− 1

2y− t) ,

(1.12)

are wave solutions moving in the directione( j). In particular,ue(1) . . .ue(5) are all right-moving

waves. However,




0
1
1



 (x+ t) = − 3
√

3

−12+7
√

3
ue(1) +

9−3
√

3

−12+7
√

3
ue(2) +

9−3
√

3

−12+7
√

3
ue(3) +

−3+
√

3

−12+7
√

3
ue(4) +

−3+
√

3

−12+7
√

3
ue(5) , (1.13)

is a left-moving wave solution of (1.10), of the form (1.11) with θ = −π/2.

This example illustrates the fact that, in general, solutions cannot be classified into disjoint

subspaces of right- or left-moving waves.

Remark: It can be verified, that if, instead of usingf (ξ ) = ξ in (1.11) and (1.12) one would

have used any other smooth function, then, the linear terms in the Taylor expansion of∑5
j=1 a jue( j)

(where thea j are the ones used in (1.13)) would be the same as the linear term in the Taylor

expansion of the incoming wave




0
1
1



 f (x+ t) . (1.14)

A more elaborate, physical example for this phenomenon is presented in Appendix A.

It should be noted that this is a multidimensional phenomenon. In one space dimension,m=

1, the system, (1.7), can be diagonalized, and separates into a system of uncoupled advection

equations.

In section 2, the phenomenon of coupling between incoming and outgoing waves is presented

in detail.
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In sections 3 and 4, we show that this phenomenon is quite general. In particular, at a nonchar-

acteristic boundary point which is neither ”purely incoming” nor ”purely outgoing”, the spaces of

incoming and outgoing waves necessarily have nontrivial intersection and perfectly nonreflecting

boundary condition of the form (1.6) are impossible.

2 Local Wave Expansion

2.1 Formulation

Formulation of boundary conditions for (1.7) depending on incoming and outgoing waves is based

on a local wave expansion of solutions.

Let u(x, t) be a solution of (1.7) of classC1 nearx0 ∈ ∂Ω andt0, thus

u(x, t) = u(x0, t0)+(t− t0)ut(x0, t0)+
m

∑
j=1

(x j −x0 j)ux j (x0, t0)+o(|x−x0|+ |t− t0|) (2.1)

The linear part of (2.1) is isomorphic toRmn;

Φ =







ux1(x0, t0)
...

uxm(x0, t0)






∈ R

mn . (2.2)

Since the time derivative is then obtained from (1.7),

ut(x0, t0) = −
m

∑
j=1

A j ux j (x0, t0) = −(A1|A2| . . . |Am) Φ . (2.3)

We can now choosemn vectorse(ℓ) = (e(ℓ)
1 , . . . ,e(ℓ)

m )T ∈ R
m/{0}, not necessary different, and

indiceskℓ and corresponding eigenvectorsrkℓ
, satisfying:

(e(ℓ) ·A)rkℓ
(e(ℓ)) = λkℓ

rkℓ
(e(ℓ)) ; kℓ ∈ {1, . . . ,n} , ℓ = 1, . . . ,mn. (2.4)

Note that for every vectore(ℓ) there is a choice ofn eigenvectorsrkℓ
and their corresponding

eigenvaluesλkℓ
. In order to simplify the notation we abbreviaterℓ = rkℓ

andλℓ = λkℓ
, with the un-

derstanding that ife(ℓ) = e(ℓ′) for ℓ 6= ℓ′, then they correspond to different eigenvalues/eigenvectors.

Thus (2.4) becomes

(e(ℓ) ·A)rℓ = λℓ rℓ ; kℓ ∈ {1, . . . ,n} , ℓ = 1, . . . ,mn, (2.5)
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and thee(ℓ) are chosen such that theΦℓ given by

Φℓ =







e(ℓ)
1 rℓ

...

e(ℓ)
m rℓ






∈ R

mn (2.6)

are linearly independent. This is not difficult; for exampleby takinge(ℓ) = x̂ j , kℓ = ℓ− jn, ℓ =

1, . . . ,mn, with j = j(ℓ), determined from( j −1)n≤ ℓ < jn, as will be illustrated in example 2.1.

Now we can find the constantsαℓ ∈ R , ℓ = 1, . . . ,mn, such that:

mn

∑
ℓ=1

αℓ Φℓ = Φ . (2.7)

Using the previous definitions we can rewrite(t − t0)ut(x0, t0) and∑m
j (x j −x0 j)uxi (x0, t0) as fol-

lows:

(t− t0)ut(x0, t0) = −(t − t0)
m

∑
j=1

A j ux j (x0, t0)

= −(t − t0)
m

∑
j=1

A j

mn

∑
ℓ=1

αℓ e(ℓ)
j rℓ

= −(t − t0)
mn

∑
ℓ=1

αℓ

(

m

∑
j=1

e(ℓ)
j A j rℓ

)

= −(t − t0)
mn

∑
ℓ=1

αℓ

(

m

∑
j=1

λℓ rℓ

)

(2.8)

and

m

∑
j=1

(x j −x0 j)ux j (x0, t0) =
mn

∑
ℓ=1

αℓ

(

m

∑
j=1

e(ℓ)
j rℓ (x j −x0 j)

)

(2.9)

Therefore (2.1) can be written as:

u(x, t) = u(x0, t0)+(t − t0)ut(x0, t0)+
m

∑
j=1

(x j −x0 j)ux j (x0, t0)+o(|x−x0|+ |t− t0|) =

u(x0, t0)+
mn

∑
ℓ=1

αℓ rℓ

[

e(ℓ) · (x−x0) − λℓ (t− t0)
]

+o(|x−x0|+ |t − t0|) (2.10)

We can now define a basis of wave solutions,{ue(ℓ)}, independent ofu, but determined by the

specific choice of{e(ℓ)},

ue(ℓ) = rℓ

[

e(ℓ) · (x−x0) − λℓ (t − t0)
]

. (2.11)
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Note that eachue(ℓ) is a solution of (1.7) and is a wave moving in the direction(e(ℓ)), or opposite

to (e(ℓ)). Then (2.1) becomes:

u(x, t) = u(x0, t0)+
mn

∑
ℓ=1

αℓ ue(ℓ) +o(|x−x0|+ |t− t0|) , (2.12)

i.e. the first order term in the Taylor expansion ofu(x, t), can be presented as a linear combination

of the linear wavesue(ℓ) .

Also, higher order terms inu can be similarly expanded, obtaining an expression

u(x, t) = u(x0, t0)+
p

∑
κ=1

pκ

∑
ℓκ=1

αℓκ ue(ℓκ ),κ +o(|x−x0|p+ |t − t0|p) , (2.13)

for u locally sufficiently smooth, with

ue(ℓ),κ = rℓ

[

e(ℓ) · (x−x0) − λkℓ
(t− t0)

]κ
(2.14)

andrℓ andλkℓ
satisfying (1.9). We omit the proof of this in the interest ofbrevity.

For ν the outward unit normal atx0, e ∈ R
m/0 andλ determined from (1.9), we denote the set

of outgoing, incoming and stationary or tangential waves inthe neighborhood ofx0 by

U+ = {ue |(e ·ν)λ > 0} outgoing

U− = {ue |(e ·ν)λ < 0} incoming (2.15)

U0 = {ue |(e ·ν)λ = 0} stationary or tangential.

We also define the following subspaces of local solutions of (1.7)

Û+ = span{ue ∈ U+}
Û− = span{ue ∈ U−}
Û0 = span{ue ∈ U0}

(2.16)

and their equivalents inRmn,

Ũ+ = span{Φℓ | ue ∈ U+}
Ũ− = span{Φℓ | ue ∈ U−}
Ũ0 = span{Φℓ | ue ∈ U0} . (2.17)
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Similarly, for a given choice of the vectorse(ℓ) and indiceskℓ, the wavesue(ℓ) can now be

characterized as follows:

W+ =
{

ue(ℓ) |(e(ℓ) ·ν)λℓ > 0
}

outgoing

W− =
{

ue(ℓ) |(e(ℓ) ·ν)λℓ < 0
}

incoming (2.18)

W0 =
{

ue(ℓ) |(e(ℓ) ·ν)λℓ = 0
}

stationary or tangential.

We define the corresponding subspaces:

Ŵ+ = span{ue(ℓ) ∈W+}
Ŵ− = span{ue(ℓ) ∈W−}
Ŵ0 = span{ue(ℓ) ∈W0}

(2.19)

and their equivalents inRmn,

W̃+ = span{Φℓ | ue(ℓ) ∈W+}
W̃− = span{Φℓ | ue(ℓ) ∈W−}
W̃0 = span{Φℓ | ue(ℓ) ∈W0} . (2.20)

Throughout we takemnvectorse(ℓ) and indiceskℓ such that theue(ℓ) are linearly independent.

Therefore the spaceŝW+, Ŵ− andŴ0 are not intersecting. Though it is clear which of theue(ℓ) are

incoming or outgoing, in general, it isnot true, thatW̃+ (or Ŵ+) contains only outgoing waves!

In order to illustrate the phenomenon, let us look again at (1.10), in the domain,Ω = {(x,y) |x<

0}. The pointx0 ,will be taken as,x0 = (x0,y0) = (0,0), and the outward unit normal isν = (1,0).

The vectorΦ is obtained from (2.2),

Φ =





ux(x0, t0)

uy(x0, t0)



 =

















∂/∂ x u1(x0, t0)
∂/∂ x u2(x0, t0)
∂/∂ x u3(x0, t0)
∂/∂ y u1(x0, t0)
∂/∂ y u2(x0, t0)
∂/∂ y u3(x0, t0)

















∈ R
6 . (2.21)

There are several ways to choose the vectorse(ℓ)

Example 2.1:

e(1) = e(2) = e(3) =

(

1
0

)

; e(4) = e(5) = e(6) =

(

0
1

)

(2.22)
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The correspondingλℓ andrℓ are:

λ1 = −1, r1 =





0
1
1



 ; λ4 = −1, r4 =





1
0
1



 ;

λ2 = 0, r2 =





1
0
0



 ; λ5 = 0, r5 =





0
1
0



 ;

λ3 = 1, r3 =





0
−1

1



 ; λ6 = 1, r6 =





−1
0
1



 .

(2.23)

TheΦℓ’s are:

Φ1 =

















0
1
1
0
0
0

















; Φ2 =

















1
0
0
0
0
0

















; Φ3 =

















0
−1

1
0
0
0

















;

Φ4 =

















0
0
0
1
0
1

















; Φ5 =

















0
0
0
0
1
0

















; Φ6 =

















0
0
0

−1
0
1

















;

(2.24)

and theue(ℓ) ’s are:

ue(1) =





0
1
1



 (x+ t); ue(2) =





1
0
0



 x; ue(3) =





0
−1

1



 (x− t);

ue(4) =





1
0
1



 (y+ t); ue(5) =





0
1
0



 y; ue(6) =





−1
0
1



 (y− t).

(2.25)

Hereue(1) in an incoming, or left-going wave,ue(3) in an outgoing, or right-going wave,ue(2) and

ue(5) are stationary waves, andue(4) andue(6) are tangential waves. i.eue(1) ∈W−, ue(3) ∈ W+ and

ue(2) , ue(4) , ue(5) , ue(6) ∈W0.

In this case, the dimension ofW̃+ is 1, and no input wave can be expand as a linear combination

of vectors fromW̃+ andW̃0 only.
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In Example 1.1, however,ue(1) , . . . ,ue(5) ∈W+. Their linear combination, (1.13), is inW−.

Thus in the neighborhood of a given pointx0, t0 a solutionu can be approximated from a finite

dimensional set of polynomial wavesue(ℓ) . This is in contrast to the situation for trigonometric

polynomial waves. It is well known that trigonometric polynomial waves, travelling in different

directions are orthogonal to each other.

3 The General Theorem

In this section it will be proven that the solutions of all hyperbolic systems which couple the

outgoing and incoming waves and have no stationary or tangential waves (along the boundary

∂Ω) have the phenomena that the incoming and outgoing waves arenot separate subspaces, i.e.

Û+ ∩ Û− 6= 0 . It should be noted that this theorem holds at any pointx0 ∈ ∂Ω where these

hypotheses are satisfied. We start by proving the theorem forlinear waves. Then we briefly sketch

of the proof for the case wheref in (1.8) is a higher order polynomial.

3.1 Proof of the General Theorem, Linear Case

Let

ut +
m

∑
i=1

Aiuxi = 0, x ∈ Ω ⊂ R
m, t > 0, u(x, t) ∈ R

n, m≥ 2 (3.1)

where

Ai ∈ Mn×n symmetric, i = 1, . . . ,m (3.2)

and letΩ ⊂ R
m be a given domain, with smooth∂Ω, x0 ∈ ∂Ω andν is an outward unit normal at

x0.

The system (3.1) has local linear plane wave solutions

ue(k)(x, t) = rk(e)(e ·x−λk(e)t) , (3.3)

wheree ∈ R
m/0, k∈ {1, . . . ,n}, rk(e) ∈ R

n/0 , andλk is defined by:

(e ·A)rk(e) = λk(e)rk(e) (3.4)

Within a neighborhood of a pointx0 ∈ ∂Ω, we have the classification of the plane wavesU+,

U− andU0, as defined in (2.15) and the corresponding subspaces, (2.16)-(2.17).

Theorem 3.1: Assume

• Hypothesis 1:∂Ω is non-characteristic atx0, and is smooth in the neighborhood ofx0.
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• Hypothesis 2: There existρ± ∈ R
n/{0}, η− < 0 < η+, µ⊥ν such that:

(ν ·A)ρ± = η±ρ± (3.5)

and

ρ−(µ ·A)ρ+ = 1 (3.6)

Then

Û+∩ Û− 6= 0 (or equvalentlyŨ+∩ Ũ− 6= 0 ) (3.7)

Remarks:

(1) For a systemut +
m
∑

i=1
Aiuxi +Ku = 0, K ∈ Mn×n(R), the same theorem holds, since the zero

order term can be eliminated by using the transformation:

ue(k)(x, t) = (e ·x−λkt)e
−Ktrk(e) .

(2) Hypothesis 1 is not satisfied for two-dimensional wave equation, (1.10). This theorem does

apply, however, to equations like the Advected-Acoustics equations:

ut +





α 0 0
0 α −1
0 −1 α



 ux +





β 0 −1
0 β 0
−1 0 β



 uy = 0 ; α2 +β 2 < 1 ;

Hypothesis 1 is made in the interest of expediency, and can beweakened somewhat. As

could be seen from the examples given in the previous sections, the conclusion (3.7) applies

in some cases where the boundary is characteristic.

(3) Hypothesis 2, however, is essential. This assumption prevents the case of purely incoming

or outgoing boundary, or a combination of two uncoupled systems, with boundaries, purely

incoming for one and outgoing for the other.

The proof of theorem 3.1, for linear waves contains two parts. In the first, it is shown that the space

of all linear wave solutions to (3.1) is isomorphic toR
mn and that this space can be spanned by all

the linear wave solutions moving in two different directions. In the second part it is proven that the

incoming and outgoing waves are coupled.

Proof of theorem 3.1: It suffices to considerm= 2, with

e(θ) = ν +θ µ , θ ∈ R ; e(θ) ·ν = 1 (3.8)
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and letλk(θ) andrk(θ) be determined by (3.4):

(e(θ) ·A)rk(θ) = λk(θ)rk(θ), k = 1, . . . ,n (3.9)

From hypothesis 1, since there are no stationary waves, there existsθ̂ > 0 such that

λk(θ) 6= 0 , |θ | < θ̂ , k = 1, . . . ,n (3.10)

From now on, we shall assume that|θ | < θ̂ .

The claim (3.7), is equivalent to the existence ofγ j ∈ R, θ j , k j ∈ {1, . . . ,n}, j = 1, . . . ,N, such

that

N′

∑
j=1

λ j>0

γ jue(θ j ),k j
(x, t) = −

N

∑
j=N′+1
λ j<0

γ jue(θ j ),k j
(x, t) 6= 0 (3.11)

whereλ j ≡ λk j (θ j),r j ≡ rk j (θ j), 1≤ N′ < N and

ue(θ j ),k j
(x, t) ∈ W+ ; j ∈ {1. . .N′}, λ j > 0

ue(θ j ),k j
(x, t) ∈ W− ; j ∈ {N′ +1. . .N}, λ j < 0 (3.12)

Equation (3.11) means that there is a nontrivial linear combination of incoming waves, which can

be expanded as a linear combination of outgoing waves, and vice versa. For the wave solutions

(3.3), (3.11) is equivalent to

N

∑
j=1

γ jr j = 0 coefficients ofν ·x (3.13)

N

∑
j=1

θ jγ jr j = 0 coefficients ofµ ·x (3.14)

N

∑
j=1

λ jγ jr j = 0 coefficients oft (3.15)

In fact (3.15) follows from (3.13), (3.14): This can be seen by substituting (3.8) into (3.9), then:

N

∑
j=1

λ jγ jr j =
N

∑
j=1

γ j((ν +θ j µ) ·A)r j = ν ·A
N

∑
j=1

γ jr j + µ ·A
N

∑
j=1

θ jγ jr j = 0

For anyθ ,k denote by

q(θ ,k) =

(

rk(θ)
θrk(θ)

)

∈ R
2n (3.16)
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then (3.13), (3.14) is equivalent to

N

∑
j=1

γ j q(θ j ,k j) = 0 , (3.17)

where hereafter in the proof, we shall use N=2n+1 . For

θ (1) 6= θ (2), (3.18)

set

θ j =

{

θ (1), j = 1, . . . ,n

θ (2), j = n+1, . . . ,2n
(3.19)

k j =

{

j, j = 1, . . . ,n

j −n, j = n+1, . . . ,2n
(3.20)

We abbreviate

q j(θ (1),θ (2)) = q(θ j ,k j), λ j = λk j (θ j), r j = rk j (θ j), j = 1, . . . ,2n (3.21)

andM(θ (1),θ (2))∈M2n×2n(R) is the matrix, constructed from theq j(θ (1),θ (2)), assembled colum-

nwise.

From (3.14), (3.18), (3.19), (3.20),M(θ (1),θ (2)) is nonsingular, so for anỹθ , k̃ there exists a

uniqueγ(θ̃ , k̃;θ (1),θ (2)) ∈ R
2n satisfying

M(θ (1),θ (2))γ(θ̃ , k̃;θ (1),θ (2)) = q(θ̃ , k̃) . (3.22)

A solution of (3.22) implies a solution of (3.17) withN = 2n+ 1, γ2n+1 = −1, θ2n+1 = θ̃ ,

k2n+1 = k̃. Thus we have shown that every linear wave can be expanded as alinear combination of

2n waves moving forward or backward in the directions, determined byθ (1) andθ (2). Up to this

point, we have said nothing about the signs of theλk.

It remains to show thatθ (1),θ (2), θ̃ , k̃ can be chosen so that (3.11) holds. Specifically, it remains

to show that the span of the outgoing (incoming) waves does not contain just outgoing (incoming)

waves.

Denote by

T+(θ (1),θ (2)) = span{q j(θ (1),θ (2)) | λ j > 0}
(3.23)

T−(θ (1),θ (2)) = span{q j(θ (1),θ (2)) | λ j < 0}
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T+ (T−) is the span of all the outgoing (incoming)q j(θ (1),θ (2)).

Y+(θ (1),θ (2)) = span
θ̃ ,k̃

{γ j(θ̃ , k̃;θ (1),θ (2))q j(θ (1),θ (2)) | λk̃(θ̃) > 0}

(3.24)

Y−(θ (1),θ (2)) = span
θ̃ ,k̃

{γ j(θ̃ , k̃;θ (1),θ (2))q j(θ (1),θ (2)) | λk̃(θ̃) < 0}

where
span
θ̃ ,k̃ means span over all values ofθ̃ , k̃. Y+ (respectivelyY−) is the span of theq j(θ (1),θ (2))

appearing with nonzero coefficients in the solution of (3.22) with q(θ̃ , k̃) corresponding to an

outgoing (respectively incoming) wave.

Z+ = span
θ ,k

{q(θ ,k) | λk(θ) > 0}

(3.25)

Z− = span
θ ,k

{q(θ ,k) | λk(θ) < 0}

Z+ (Z−) is the span of all the outgoing (incoming)q(θ ,k).

Note that for anyθ (1),θ (2), {q j(θ (1),θ (2)) | λ j > 0} ({q j(θ (1),θ (2)) | λ j < 0}) is an outgoing

(incoming) wave, therefore it is inZ+ (Z−). ThusT±(θ (1),θ (2)) ⊆ Z± Furthermore, using (3.22),

and choosing̃θ = θ , k̃ = k, it follows thatZ± ⊆Y±(θ (1),θ (2)), therefore

T±(θ (1),θ (2)) ⊆ Z± ⊆Y±(θ (1),θ (2)) . (3.26)

There are now two possibilities. In the first oneY+(θ (1),θ (2)) 6⊆ T+(θ (1),θ (2)), i.e. there is

at least oneq(θ̃ , k̃) ∈Y+(θ (1),θ (2)), but,q(θ̃ , k̃) 6∈ T+(θ (1),θ (2)). This is case 1 below, which we

shall show, immediately implies the theorem. The other possibility is that

T±(θ (1),θ (2)) = Z± = Y±(θ (1),θ (2)) ; (3.27)

this is case 2 below, which we shall show precluded by hypothesis 2.
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• Case 1: Suppose that for someθ (1),θ (2)

Y+(θ (1),θ (2)) 6⊆ T+(θ (1),θ (2)) (3.28)

(or similarly,Y−(θ (1),θ (2)) 6⊆ T−(θ (1),θ (2)) ).

Then sinceY+(θ (1),θ (2)) ⊂ R
2n andT+(θ (1),θ (2))⊕T−(θ (1),θ (2)) = R

2n, it follows that

Y+(θ (1),θ (2))∩T−(θ (1),θ (2)) 6= 0 . (3.29)

From (3.29), there is̃θ , k̃ such thatλk̃(θ̃) > 0 and such that for somej ∈ {1, . . . ,2n}.

γ j(θ̃ , k̃;θ (1),θ (2)) 6= 0 andλ j < 0. Since the{q j(θ (1),θ (2)) | λ j < 0} are linearly inde-

pendent, the corresponding solution of (3.22), necessarily satisfies (3.11), thus establishing

(3.7).

• Case 2: Suppose (3.28) and the corresponding relation betweenY− andT− both fail; then

from (3.26), we get (3.27). From (3.27), sinceZ± are independent ofθ (1),θ (2), T± are

independent ofθ (1),θ (2).

Claim: T± are independent ofθ (1),θ (2) only if

span
k

{rk(θ) | λk(θ) > 0 or λk(θ) < 0)} is independent ofθ . (3.30)

The proof of the claim is temporarily deferred.

We establish (3.7) by showing that (3.27) is impossible. With e(θ) determined from (3.8), fix

k∈ {1, . . . ,n} so thatλk(0) = η+ andrk(0) = ρ+ as obtained from (3.9) with this particular

k. Differentiate (3.9) with respect toθ at θ = 0, obtaining

(ν ·A−η+)
drk(0)

dθ
+ µ ·Aρ+ =

dλk(0)

dθ
ρ+ (3.31)

Usingρ−⊥ρ+, as they are eigenvectors of a symmetric matrix, the inner product of (3.31)

with ρ− gives

(η−−η+)ρ− · drk(0)

dθ
+ρ− · (µ ·A)ρ+ = 0 (3.32)

where· is the standardRn inner product, so using (3.6)

ρ− · drk(0)

dθ
=

1
η+−η−

. (3.33)
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From (3.33), forθ 6= 0 sufficiently smallλk(θ) > 0 and

ρ− · rk(θ) 6= 0 (3.34)

contradicting (3.30).

Proof of claim: Denote byV(θ) the eigenvectors{rk(θ),k = 1, . . . ,n | λk(θ) > 0} assem-

bled columnwise.

From the hypothesis 2, for anyθ , there is at least onerk(θ) with positiveλk(θ) and at least

one with negativeλk(θ). Furthermore, from assumption (1), there is nork(θ) with λk(θ) =

0. Since the eigenvalues,λk(θ), are continues functions ofθ , the number of positive and

negativeλk(θ) is independent ofθ . Thus we haveV(θ)∈Mn×ℓ(R) for someℓ, 1≤ ℓ≤ n−1,

ℓ independent ofθ .

Now from (3.23),T+ independent ofθ (1),θ (2) means that

q(θ ,k) ∈ T+(θ (1),θ (2)) (3.35)

for anyθ (1),θ (2),θ ,k such thatλk(θ) > 0.

Using (3.16), we have from (3.35) and the definition ofV(θ) the existence ofF,G∈Mℓ×ℓ(R)

(depending onθ (1),θ (2),θ ) such that

V(θ (1))F +V(θ (2))G = V(θ) (3.36)

and

θ (1)V(θ (1))F +θ (2)V(θ (2))G = θV(θ) (3.37)

which has to hold for allθ (1),θ (2),θ .

Choosingθ (1),θ (2),θ distinct, we solve (3.36),(3.37) simultaneously, obtaining

V(θ (1))F =
θ −θ (2)

θ (1)−θ (2)
V(θ) (3.38)

and

V(θ (2))G =
θ −θ (1)

θ (2) −θ (1)
V(θ) (3.39)

From (3.38),(3.39)

R(V(θ)) ⊆ R(V(θ (1))) or R(V(θ (2))) (3.40)

But asθ (1),θ (2), θ can be interchanged, (3.40) implies

R(V(θ (1))) = R(V(θ (2))) = R(V(θ)) (3.41)

which is equivalent to (3.30).
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Thus case 2, (3.27), is precluded. This proves the claim and completes the proof of theorem

3.1.

�

If hypothesis 1 holds, then hypothesis 2 is necessary as wellas sufficient for theorem 3.1 to

hold.

Theorem 3.2: Assume that theAi , i = 1, ...,m, in (3.1), are independent ofx, t. Assume

• The boundary∂Ω is piecewise smooth and noncharacteristic almost everywhere.

• Hypothesis 2 of theorem 3.1 fails almost everywhere.

Then the system (3.1) is equivalent to an assembly of uncoupled subsystems, for each of which

the boundary is almost everywhere noncharacteristic and completely incoming or else completely

outgoing.

Remarks:

(a) In the above, assumption (2) means that at every such point the boundary is completely

incoming or completely outgoing, so that (3.5) fails, or else (3.6) fails, i.e. there is no such

vectorµ .

(b) This theorem does not survive the addition of a lower order term in u to the system (3.1).

(c) The extreme case of a system being equivalent to n scalar equations corresponds to the case

where the matricesAi , i = 1, ...,mall commute.

We omit the proof of this theorem in the interest of brevity.

Generalization to higher powers: The theorem above is proven for waves in the formue,k =

rk(e)(e · x−λk(e)t). It can be shown that is also true for higher order polynomialwaves, namely,

ue,k,κ = rk(e)(e ·x−λk(e)t)κ , κ ∈ N. The proof is similar to the linear case.

4 Absorbing Boundary conditions

In this section we discuss the question of nonreflecting boundary conditions, as presented in sec-

tion 1. Under the same assumptions as for theorem 3.1, we showthat local, linear, perfectly

nonreflecting boundary conditions do not exist.
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4.1 A theorem on boundary conditions.

Theorem 4.1: Under the same hypothesis as made in theorem 3.1, there is noboundary condition

(1.6), sufficient to uniquely determine weak solutions of (1.4), such that the restriction of the

solutionũ, obtained from (1.1) toΩ coincides with the corresponding solution of (1.4).

Remark: This theorem applies to linear, local boundary conditions.The questions of nonlin-

ear, nonlocal conditions and absorbing boundary layers (PML) are still open. For more information

about the PML boundary conditions, see [3], [4], [1] and [2].

Proof: Throughout the proof, the pointx0 ∈ ∂Ω is considered fixed - nothing depends onx0 in

particular. Hypotheses 1 and 2 are assumed satisfied atx0.

For anyx ∈ ∂Ω, denote byν(x) the unit normal at this point.

Let

S(ν(x)) = {(P,Q), P,Q∈ Mn×n symmetric} (4.1)

P+Q = ν(x) ·A (4.2)

P≥ 0 , Q≤ 0 (4.3)

R(P) ∩ R(Q) = 0 (4.4)

See [5], [6].

As an example, letν(x) ·A =

(

0 1
1 0

)

, then for any 1≥ α > 0 we can take

P =
1
2

(

1/α 1
1 1/α

)

, Q =
1
2

(

−1/α 1
1 −1/α

)

We defineP0 andQ0 as the specificP andQ which also satisfy:

P0Q0 = Q0P0 = 0 (4.5)

In this exampleP0 andQ0 correspond toα = 1.

In order to prove theorem 4.1 we need the following lemmas:

Lemma 4.2: Givenω ⊂R
m, with smooth boundary∂ω and outward unit normalζ (x) ,x∈ ∂ω,

P,Q ∈ S(ζ (x)) , for all x ∈ ∂ω (4.6)

and

z(·,0) ∈ L2(ω) (4.7)
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g ∈ L2(ω × (0,T)), 0 < T < ∞ (4.8)

b ∈ L2(∂ω × (0,T)) , (4.9)

there exists a unique solution of

zt +
m

∑
i=1

Aizxi = g, x ∈ ω, 0 < t < T (4.10)

Qz = Qb, x ∈ ∂ω, 0 < t < T (weakly, in L2(∂ω × (0,T)) (4.11)

z ∈ L2(ω × (0,T)), Pz ∈ L2(∂ω × (0,T)). (4.12)

Lemma 4.2 states that boundary conditions of the form (4.11)suffice for uniqueness, with

{P,Q} ∈ S(ν(x)) for almost allx ∈ ∂ω.

We observe thatω does not have to be bounded.

We defer the proof to section 5.

Lemma 4.3: Givenx,x′ ∈ ∂Ω,

{P,Q} ∈ S(ν(x)) . (4.13)

Then there exists

{P′,Q′} ∈ S(ν(x′)) (4.14)

such that

‖P−P′‖, ‖Q−Q′‖ ≤ c|x−x′| (4.15)

The proof is deferred to section 6.

Proof of theorem 4.1: Since ũ, satisfying (1.1), is unique, the boundary condition (1.6),

Bu
∣

∣

∣

∂Ω
= 0, must imply thatu satisfying (1.4) – (1.6) is uniquely determined. Set

p = rankP0 = dimension of positive eigenspace ofν(x0) ·A . (4.16)

From hypothesis 1,

rankQ0 = n− p , (4.17)

so uniqueness ofu can be attained only withB satisfying

rankB(x0) ≥ n− p (4.18)

or

dimkerB(x0) ≤ p . (4.19)
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Denote by

X = {ũ(x0, t),0< t < T | suppũ(·,0), g ∈ Ω} (4.20)

with ũ satisfying (1.1).

If Bu
∣

∣

∣

∂Ω
= 0 andu = ũ on∂Ω thenBũ

∣

∣

∣

∂Ω
= 0, so to prove the theorem it will suffice to prove

dimX > p . (4.21)

The proof of (4.21) follows from three propositions.

Proposition 1: For anyξ ∈ R
n, (P̃,Q̃) ∈ S(ν(x0)) there existsu ∈ X satisfying

P̃u = P̃ξ . (4.22)

Proposition 2: If (4.21)fails, i.e.dimX ≤ p, then

X = R(P0(x0) ) (P0,Q0) ∈ S(ν(x0)) (4.23)

satisfying(4.5).

Proposition 3: Under assumptions of theorem 3.1, the condition(4.23)is impossible.

Proof of proposition 1:

We apply lemma 4.2, on the existence of weak solutions, with

ω = Ωc = R
m/Ω . (4.24)

We choose

ψ ∈ H1(ω)∩C(ω) , ψ(x0) = 1 , (4.25)

with suppψ ∩∂Ω in a small neighborhood ofx0. By appeal to lemma 4.3, we can choose

(P(x),Q(x))∈ S(ν(x)), x ∈ ∂Ω∩ suppψ (= ∂ω ∩ suppψ) (4.26)

so that

P(x) → P(x0) = P̃, Q(x) → Q(x0) = Q̃ as x → x0 . (4.27)

Since∂ω = ∂Ω is smooth in a neighborhood ofx0, there exists a uniquez ⊂ L2(ω × (0,T))

(T > 0 arbitrary) satisfying

zt +
m

∑
i=1

Aizxi = −
m

∑
i=1

ψxi Ai ξ , x ∈ ω , 0 < t < T (4.28)
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z(·,0) = 0 (4.29)

P(x)z(x, t) = 0 , x ∈ ∂ω , 0 < t < T (4.30)

Since

Qz ∈ L2(∂ω × (0,T)) , (4.31)

using (4.30) there is an extension ofz to Ω such that

z ∈ H1(Ω× (0,T)). (4.32)

Then from (4.25), (4.28), (4.29), (4.30)

u(x, t) = z(x, t)+ψ(x)ξ (4.33)

satisfies

ut +
m

∑
i=1

Aiuxi =







zt +
m
∑

i=1
Ai(z+ψξ )xi , x ∈ Ω

0, x 6∈ Ω
(4.34)

and we obtain (4.22) from

P̃u(x0, t) = P̃z(x0, t)+ψ(x0)P̃ξ = P̃ξ , 0 < t < T . (4.35)

The result (4.35) needs justification, asz obtained from ((4.28)–(4.30)) and the existence

lemma 4.2 actually satisfies (4.30) in the sense ofL2(∂ω) and not pointwise. Thus this applies

also tou obtained from (4.33) in (4.35).

Given suchψ, let σε be a small open neighborhood ofx0 ∈ ∂ω, shrinking to{x0} asε ↓ 0.

Denote by

aε = (surface area of σε)
1/2 (4.36)

Then withP(x),Q(x) satisfying (4.26), (4.27)z obtained from ((4.28)–(4.30)) andu obtained

from (4.33), we have (4.35) in theL2(∂ω) sense, i.e.

1
aε

‖P̃(u(x, t)−ξ‖L2(σε×(0,T))

≤ 1
aε

(

‖(P̃−P(x))u(x, t)‖L2(σε×(0,T)) +‖P(x)z(x, t)‖L2(σε×(0,T))

+‖(ψ(x)−1)P(x)ξ‖L2(σε×(0,T)) +‖(P(x)− P̃)ξ‖L2(σε×(0,T))

)

.

(4.37)

As ε ↓ 0, using (4.25), (4.15)and (4.31), each term in the right hand side of (4.37)→ 0.

�
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Proof of proposition 2: Without loss of generality, we takeν(x0) ·A diagonal, and

P0 = diag(λ1, . . . ,λp,0, . . . ,0) , Q0 = (0, . . . ,0,λp+1, . . . ,λn) (4.38)

ChoosingP̃ = P0 in proposition 1 we have from (4.22)

P0R
n =

(

R
p

0n−p

)

⊆ P0X . (4.39)

where

0n−p =







0
...
0






∈ R

n−p

Thus if dimX ≤ p, necessarily dimX = p and

X = span{h1, . . . ,hp} (4.40)

with

h j ∈ R
n, h j ,i = δi j , i, j ∈ {1, . . . , p} (4.41)

Denote byH ∈ Mn×p the vectorsh1, . . . ,hp assembled columnwise.

As proposition 1 holds for any(P̃,Q̃) ∈ S(ν(x0)), for anyP̃ we have

dimP̃X = rankP̃H = rankP̃ = p . (4.42)

The conclusion (4.23) follows from (4.40), provided we showthat

h j ,i = 0 , 1≤ j ≤ p , p+1≤ i ≤ n (4.43)

Suppose not, then fixj ∈ {1, . . . , p}, i ∈ {p+1, . . . ,n} such that

h j ,i 6= 0 . (4.44)

We construct(P̃,Q̃) ∈ S(ν(x0)) such that (4.42) fails.

For k, ℓ,k′, ℓ′ ∈ {1, . . . ,n} and forα > 0, denote byDk,α ∈ Mn×n(R) the diagonal matrix with

components

(Dk,α)k′ℓ′ =











1, k′ = ℓ′ 6= k
1
4(α +1/α)2, k′ = ℓ′ = k

0, k′ 6= ℓ′
(4.45)

and fork 6= ℓ, β 6= 0, Ek,ℓ,β the “elementary matrix” with components

(Ek,ℓ,β )k′ℓ′ = δk′ℓ′ +βδkk′δℓℓ′ . (4.46)
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Claim: For anyα > 0 and anyk, ℓ: 1≤ k≤ p < ℓ ≤ n,

β =
∣

∣

∣

λℓ

λk

∣

∣

∣

1/2
(

α −1/α
α +1/α

)

, β ′ =
∣

∣

∣

λk

λℓ

∣

∣

∣

1/2
(

α −1/α
α +1/α

)

(4.47)

P̃ = Ek,ℓ,β Dk,αP0Eℓ,k,β (4.48)

Q̃ = Eℓ,k,β ′Dℓ,αQ0Ek,ℓ,β ′ (4.49)

satisfy(P̃,Q̃) ∈ S(ν(x0)).

Proof: The pairsP0 andP̃, Q0 andQ̃ coincide except for the elementskk, kℓ, ℓk, ℓℓ.

From (4.38), ((4.45)–(4.49)) these are four components, assembled as 2× 2 matrices, of the

form

P0 :

(

λk 0
0 0

)

Q0 :

(

0 0
0 λℓ

)

P̃ :
1
4

(

λk(α +1/α)2 |λkλℓ|1/2(α2−1/α2)

|λkλℓ|1/2(α2− 1
α2) |λℓ|(α − 1

α )2

)

Q̃ :
1
4

(

−λk(α −1/α)2 −|λkλℓ|1/2(α2−1/α2)

−|λkλℓ|1/2(α2− 1
α2 ) λℓ(α +1/α)2

)

(4.50)

Using (4.50), one easily verifies thatP̃,Q̃ satisfy ((4.2)–(4.4)). This verifies the claim above.

We setk = j, ℓ = i such that (4.44) holds and determinesβ from

β = −hk,k/hk,ℓ = −1/hk,ℓ , (4.51)

using (4.40). Thenα > 0 is uniquely determined from (4.47) with this value ofβ .

Now from (4.48), (4.38), (4.41), (4.46)

P0Ek,ℓ,β hk = 0 (4.52)

implying

rankP̃H ≤ p−1 , (4.53)

contradicting (4.42). �

Proof of proposition 3: We assume hereafter that the theorem fails, and thus by applying propo-

sition 2, dimX = p. TakeΩ̃ a small sphere withinΩ, such that̃x0 ∈ ∂ Ω̃ andx0 ∈ ∂Ω are the closest

boundary points, and such that

ν(x̃0) = ν(x0) (4.54)
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Figure 1:

As hypotheses 1 and 2 of theorem 3.1 apply also toΩ̃, using (4.54), so do propositions 1 and

2. In particular, using (4.54)

span{w(x̃0, t), 0 < t < T} = R(P0(ν(x̃0))) = R(P0(ν(x0))) (4.55)

where thew(x, t) satisfy

wt +
m

∑
i=1

Aiwxi = 0, x 6∈ Ω̃, 0 < t < T (4.56)

and

w(x,0) = 0, x /∈ Ω̃ . (4.57)

Choosing|x̃0−x0| sufficiently small, clearly

dim span{w(x0, t), 0 < t < T} ≥ dim span{w(x̃0, t), 0 < t < T} , (4.58)

whence from proposition 2,

span{w(x0, t), 0 < t < T} = R(P0(x0)) (4.59)

Now with |x0− x̃0| > 0 fixed, there existsΩ′ such that

Ω̃ ⊂ Ω′ (4.60)

x0 ∈ ∂Ω′ (4.61)

ν ′(x0) = ν(x0)+ εµ (4.62)

with |ε| > 0 small andν ′(x0) is the unit normal to∂Ω′ at x0 .
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Figure 2:

From (4.60),(4.61),

{w(x0, t)} ⊂ X′ (4.63)

whereX′ obtained from (4.20) replacingΩ by Ω′. Assumptions (1), (2) and thus propositions 1

and 2 apply also toΩ′, so from (4.63)

X′ = X (4.64)

and

R(P′
0(x0)) = R(P0(x0)) (4.65)

andP′
0(x0) iv determined usingν ′(x0).

Now (4.65) is equivalent to (3.30), which has been shown impossible under hypothesis 2.

�

5 Proof of Lemma 4.2

Remarks:

1. We allowAi to depend onx, t with |Ai|, |Ai,xi | uniformly bounded inω × (0,T).

2. Adding at termA0z to the left hand side of (4.10) with|A0| (uniformly bounded inω×(0,T)

) changes nothing.

3. The issue of boundary conditions for hyperbolic systems had received thorough attention

in the literature. In some of the classical textbooks, see for example [7] and [8], the well-

posedness is proven by separating the problem into a pure Cauchy problem and a semi-
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infinite problem for a strip along the boundary, using a partition of unity and a proper change

of variable. Here, we use a different approach.

Proof: We take{HN}∞
N=1 a (nested) sequence of subspaces ofH1(ω)∩C(ω) becoming dense

in H1(ω) asN → ∞.

ApproximationszN ∈C[0,T] → HN:

zN(0) −→ z(·,0) in L2(ω) asN → ∞ (5.1)

∫

ω

[

φ · (zN,t −g)− zN ·
m

∑
i=1

(Aiφ)xi

]

+

∫

∂ω

φ · (Qb+PzN) = 0 (5.2)

for all φ ∈ HN, 0< t < T.

Chooseφ = zN in (5.2), integrate with respect tot:

0 =
1
2

∫

ω

(

|zN(t)|2−|zN(0)|2
)

−
t
∫

0

∫

ω

zN ·g−

1
2

t
∫

0

∫

ω

zN ·
(

m

∑
i=1

Ai,xi

)

zN+

t
∫

0

∫

∂ω

zN

(

Qb+
1
2
(P−Q)zN

)

, 0 < t ≤ T (5.3)

so

‖zN(t)‖L2(w), ‖P1/2zN‖L2(∂ω×(0,T)), ‖(−Q)1/2zN‖L2(∂ω×(0,T)) ≤CT (5.4)

uniformly with respect toN, using the definition of(P,Q), (4.2)-(4.4).

Extract a weakly convergent subsequence

zN
N→∞
⇁ z in L2(ω × (0,T)) (5.5)

P1/2zN
N→∞
⇁ P1/2z̃ in L2(∂ω × (0,T)) (5.6)

(−Q)1/2zN
N→∞
⇁ (−Q)1/2ẑ in L2(∂ω × (0,T)) . (5.7)

z, z̃, ẑ satisfy bounds from (5.4).

For ψ ∈ H1(ω × (0,T) → R
n), ψ(·,T) = 0, from (5.2), (5.5) – (5.7), (5.1) and the density of

HN asN → ∞,

0 = −
∫

ω

ψ(·,0) · z(·,0)−
T
∫

0

∫

ω

z ·
(

ψ t +
m

∑
i=1

(Aiψ)xi

)

−
T
∫

0

∫

ω

g ·ψ +

T
∫

0

∫

∂ω

ψ · (Qb+Pz̃) (5.8)

Choosingψ
∣

∣

∣

∂ω
= 0, it follows from (5.8) thatz satisfies (4.10) and the initial data (weakly) and

that(P+Q)z
∣

∣

∣

∂ω
is implicitly determined. Dropping the assumption thatψ vanishes on∂ω , partial

integration of (5.8), using (4.2) and (4.10), gives
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0 =

T
∫

0

∫

∂ω

−z · (P+Q)ψ +ψ(Qb+Pz̃) =

T
∫

0

∫

∂ω

ψ · (Qb−Qz)+

T
∫

0

∫

∂ω

ψ ·P(z̃− z) (5.9)

for arbitrary (smooth)ψ
∣

∣

∣

∂ω
.

From the condition (4.4) onP,Q, it follows that the right-hand terms in (5.9) must vanish

separately. Thus (4.11) holds. In additionz = z̃ so there is no boundary layer.

6 Proof of Lemma 4.3

Usingν(x) ·A nonsingular, we have

rankP = k, rankQ = n−k (6.1)

for somek. Using (4.4) andP,Q symmetric, an orthogonal basis makingP block diagonal will also

makeQ block diagonal, of the form

P =







P1
... 0

· · · · · · · · ·
0

... 0






, Q =







0
... 0

· · · · · · · · ·
0

... Q1






(6.2)

with

with P1 ∈ Mk×k, Q1 ∈ M(n−k)×(n−k) (6.3)

nonsingular and symmetric.

We use the same block structure for the symmetric matrix(ν(x′)−ν(x)) ·A,

(ν(x′)−ν(x)) ·A =







∆+
... ∆0

· · · · · · · · ·
∆T

0
... ∆−






, (6.4)

where∆+ ∈ Mk×k, ∆0 ∈ Mk×(n−k), ∆− ∈ M(n−k)×(n−k), ∆± symmetric.

From (6.4)

‖∆+‖,‖∆−‖,‖∆−‖ ≤ c|ν(x′)−ν(x)| ≤ c|x′−x|. (6.5)

We seekP′,Q′ of the form

P′ =







P1+∆+ +E
... 1

2∆0
· · · · · · · · ·

1
2∆T

0
... F






, Q′ =







−E
... 1

2∆0
· · · · · · · · ·

1
2∆T

0
... Q1 +∆−−F






. (6.6)
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From (6.2), (6.4) and (6.6), clearly (4.2) holds forP′,Q′.

We findE ∈ Mk×k, F ∈ M(n−k)×(n−k) both symmetric so that

rankP′ = k (6.7)

and

rankQ′ = n−k . (6.8)

Using (6.6) and (6.1), sinceE,F,∆±, ∆0 are all small, (6.7) is equivalent to

F =
1
4

∆T
0(P1+∆+ +E)−1∆0 , (6.9)

and (6.8) is equivalent to

E =
1
4

∆0(−Q1−∆− +F)−1∆T
0 . (6.10)

( Here ”equivalent to” means simply that the indicated inverses exist.)

From the ordinary implicit function theorem, for|ν(x′)−ν(x)| sufficiently small there exists a

uniqueE,F satisfying (6.9), (6.10) simultaneously with

‖E‖,‖F‖ ≤ c|ν(x′)−ν(x)| ≤ c|x′−x|. (6.11)

Equation (4.15) now follows from (6.5) and (6.11), using (6.6) and (6.2). Equation (4.4) forP′,Q′

follows from (6.7), (6.8) using (6.6), (6.2).

To prove (4.3) forP′,Q′, we observe that from (6.3), (6.5), (6.11), for|ν(x′)−ν(x)| sufficiently

small, the symmetric matrices(P1+∆+ +E), (−Q1−∆− +F) are strictly positive definite, while

from (6.9) and (6.10)E,F are nonnegative definite. From (6.6), using (6.9), (6.10), for anya ∈ R
k,

b ∈ R
n−k not both zero,

(aT,bT)P′
(

a
b

)

= aT(P1+∆+ +E)a+aT∆0b

+
1
4
(∆0b)T(P1+∆+ +E)−1∆0b

=

∣

∣

∣

∣

(P1+∆+ +E)1/2a+
1
2
(P1+∆+ +E)−1/2∆0b

∣

∣

∣

∣

2

> 0 ,
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and

(aT,bT)Q′
(

a
b

)

= −1
4
(∆Ta)T(−Q1−∆1 +F)−1∆T

0a+aT∆0b

+bT(Q1+∆−−F)b

= −
∣

∣

∣

∣

1
2
(−Q1−∆1+F)−1/2∆T

0 +a(−Q1−∆− +F)1/2b

∣

∣

∣

∣

2

< 0

�

thus proving (4.3).

Appendix A

Let:

Et = ∇×H

Ht = −∇×E (A.1)

be Maxwell’s equations. HereE = (E1,E2,E3)
T andH = (H1,H2,H3)

T , we takeΩ = R
3, and

x0 = (x0,y0,z0) = (0,0,0).

As a model of an antenna, we shall use an elementary or Hertz dipole. The elementary dipole is

built from two time dependent charges,q(t) and−q(t). The first one is located at(0,0,dl/2) and

the second one at(0,0,−dl/2) in some cartesian coordinate system(x′,y′,z′). The electromagnetic

field, generated by this dipole is:

E = r̂
(

Ṗ(t − r ′)

r ′2
+

P(t − r ′)

r ′3

)

2cosθ ′ + (A.2)

θ̂
(

P̈(t − r ′)
r ′

+
Ṗ(t − r ′)

r ′2
+

P(t − r ′)

r ′3

)

sinθ ′

H = Φ̂
(

P̈(t− r ′)
r ′

+
Ṗ(t− r ′)

r ′2

)

sinθ ′ (A.3)

where

x′ = r ′ sinθ ′ cosφ ′

y′ = r ′ sinθ ′ sinφ ′
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z′ = r ′ cosθ ′

r ′, andθ ′ are the spherical coordinate system, corresponding to the cartesian coordinate system

(x′,y′,z′), andP(t) = q(t)dl is the dipole moment.

0

2

4

6

X0

G
1

3

5

L0

ŷ

x̂

Figure 3: A top view on thex,y plane. The ’antennas’, in black dots, are placed on a circle,centered
atxθ j (marked by a black square), with radiusL0. The ghost antenna’ is placed at(L0,0,0), empty
circle.

An array of ’antennas’ are placed at the pointsxθ j = (−cosθ j ,sinθ j ,0)L0, whereθ0 = 0, θ1 =

π/12, θ2 =−π/12, θ3 = π/6, θ4 =−π/6, θ5 = π/4, θ5 =−π/4. and a ’ghost antenna’ is placed

at (L0,0,0) The ’observer’ is placed atx0, see Fig 1.

Each ’antenna’ generates an electromagnetic field (A.2), where the coordinate system(x′,y′,z′),

for each ’antenna’ is parallel to(x,y,z) and is centered atxθ j . We denote these fields by(E(θ j),H(θ j))

If we take the following linear combination:

u =

[

6

∑
j=0

a j

(

E(θ j)
H(θ j)

)

]

(A.4)

where

a0 =

(

−1+
√

2
)

(

−5+3
√

3
)

25−53
√

2−15
√

3+31
√

6

a1 = a2 =
4−9

√
2−2

√
3+5

√
6

−25+53
√

2+15
√

3−31
√

6
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a3 = a4 =
14−33

√
2−8

√
3+19

√
6

25−53
√

2−15
√

3+31
√

6

a5 = a6 = 0

(A.5)

then the fieldu(x0, t) and its first derivatives are the same as the field generated bythe single ’ghost

antenna’ placed at(L0,0,0), ( equivalent of substitutingθ j = π in eq. (A.2) ).

Similarly, by taking

a0 = −

(

1+
√

2
)

(

−5+3
√

3
)

25−53
√

2−15
√

3+31
√

6

a1 = a2 =
−2
(

−5−2
√

2+3
√

3+
√

6
)

25−53
√

2−15
√

3+31
√

6

a3 = a4 =
38−52

√
2−22

√
3+30

√
6

25−53
√

2−15
√

3+31
√

6

a5 = a6 = 76+54
√

2+44
√

3+31
√

6

(A.6)

then also all of the second derivatives will coincide.

Note that atx0, the wave coming from each of the antenna placed onxθ j , is right moving, in

the sense defined in section 1, while the wave coming from the ghost antenna is left moving. This

result holds forany smooth functionP(t).

Indeed, this procedure can be continued, as discussed at theend of section 3. Using sufficiently

large array of ’antennas’ any number of derivatives can be made to coincide.
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